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Abstract
A phoneme classification model has been developed for Bengali continuous speech in this experiment. The analysis was 
conducted using a deep neural network based classification model. In the first phase, phoneme classification task has been 
performed using the deep-structured classification model along with two baseline models. The deep-structured model 
provided better overall classification accuracy than the baseline systems which were designed using hidden Markov model 
and multilayer Perceptron respectively. The confusion matrix of all the Bengali phonemes generated by the classification 
model is observed, and the phonemes are divided into nine groups. These nine groups provided better overall classifica-
tion accuracy of 98.7%. In the next phase of this study, the place and manner of articulation based phonological features 
are detected and classified. The phonemes are regrouped into 15 groups using the manner of articulation based knowledge, 
and the deep-structured model is retrained. The system provided 98.9% of overall classification accuracy this time. This is 
almost equal to the overall classification accuracy which was observed for nine phoneme groups. But as the nine phoneme 
groups are redivided into 15 groups, the phoneme confusion in a single group became less which leads to a better phoneme 
classification model.

Keywords  Phoneme classification · Manner of articulation · Phoneme confusion matrix · Deep neural network · 
Autoencoder

1  Introduction

Phoneme classification is one of the most important sec-
tion of continuous speech recognition task. In the Bengali 
language, there are 16 stop consonants and four affricates. 
For the pronunciation of these phonemes, the vocal tract is 
blocked for a duration to stop the airflow (Hayes and Lahiri 
1991) which is known as occlusion period of the stop con-
sonants and the affricates. So the occlusion period is nothing 
but just like a silence and it is common to all the stop conso-
nants and the affricates. All of these consonants are differed 
from each other based on only their transitory parts which 
are very small in duration in comparison to the occlusion 
period. So classification of phonemes in Bengali continu-
ous speech is not a trivial task. Framewise classification of 

phoneme was performed by bidirectional Long Short Term 
Memory (LSTM) networks which are a complete gradient 
format of LSTM learning algorithm (Graves and Schmid-
huber 2005). In this study, the bidirectional approach per-
formed better than the unidirectional approach. The impor-
tance of contextual information in classification task is 
obtained from this experiment. Phoneme classification was 
performed to classify vowels with three different types of 
input analysis and altering numbers of radial basis func-
tions (Renals and Rohwer 1989). A combined approach of 
large margin kernel method with the Bayesian analysis was 
applied for hierarchical classification of phonemes (Dekel 
et al. 2004). A Semicontinuous HMM (SCHMM) based sys-
tem with state duration was used for significant improvement 
in phoneme classification task over the discrete and con-
tinuous HMM-based systems (Huang 1992). The error rate 
in classification process was dropped by 30 and 20% while 
using the SCHMM based systems comparing to the discrete 
and continuous HMM-based systems respectively.

In continuous Bengali speech, sometimes consecutive 
phonemes contain almost same coarticulatory information, 
so it becomes difficult to pronounce them separately and 
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distinguish from each other (Das Mandal 2007). Regarding 
this problem, we derive confusion matrix for all the recog-
nized phonemes. Phoneme confusion is not only found in 
ASR, but it is very regular in Human also. Meyer et al. stud-
ies about phoneme confusion in Human Speech Recognition 
(HSR) and ASR (Meyer et al. 2007). Deng et al. designed a 
Convolutional Neural Network (CNN) framework using het-
erogeneous pooling to trade about phonetic confusion with 
acoustic invariance in TIMIT dataset (Deng et al. 2013). 
Xu et al. generates Expectation–Maximization (EM)-based 
phoneme confusion matrix for Spoken Document Retrieval 
(SDR) and Spoken Term Detection (STD) task (Xu et al. 
2014). Priorly, Srinivasan and Petkovic, and Moreau et al. 
utilized phoneme confusion matrix to retrieve spoken docu-
ment (Srinivasan and Petkovic 2000; Moreau et al. 2004). 
Phoneme confusion also improves speech recognition accu-
racy (Žgank et al. 2005; Morales and Cox 2007). Zhang et al. 
applied phoneme confusion matrix resolve the confusions 
in Mandarin Chinese due to different dialects (Zhang et al. 
2006).

Different speech research groups found several advan-
tages of using phonological features in speech recognition 
systems during last few decades. Goldberg and Reddy incor-
porated some of the acoustic features in Harpy and Hearsay-
II system (Goldberg and Reddy 1976). Harrington made 
some use of them in consonant recognition (Harrington 
1987). These were the type of systems that tried to utilize 
knowledge-based techniques to extract features and incorpo-
rated them into speech recognition systems. On a short time 
scale, the rapid rate of change of vocal tract causes coar-
ticulation which is the blurring of acoustic features. Bitar 
and Espy-Wilson measured some signal properties like the 
energy in certain frequency bands, formant frequencies to 
define phonological features as a function of these measure-
ments (Bitar and Espy-Wilson 1995a, b, 1996).

Ali et al. used auditory models with explicit analysis to 
detect different phoneme classes (Ali et al. 1998, 1999, 2000, 
2001, 2002). They proposed an acoustic–phonetic feature 
and knowledge-based system to identify some features based 
on the place of articulation for certain segment of phonetic 
classes (Ali et al. 1999). They also classified the fricative 
and stop consonants using acoustic features (Ali et al. 1998, 
2001). The fricative detection task was comprised of two 
sections, detection of voicing regions of speech and detec-
tion of the place of articulation. They achieved accuracy as 
93% in voicing detection and 91% in place of articulation 
detection task. Overall fricative detection accuracy was 87% 
(Ali et al. 2001). The researchers executed their study on 
stop consonant detection task with initial and medial stop 
consonants of TIMIT corpus. They obtained stop consonant 
detection accuracy as 86% (Ali et al. 2001). Three features of 
voicing were analyzed as voicing during the closure, voice 
onset time (VOT), and duration of the closure. For robust 

detection of formants, they proposed average localized syn-
chrony detection (ALSD) method (Ali et al. 2000, 2002). 
ALSD produced better performance in vowel recognition 
task with an accuracy of 81% for clean speech and 79% for 
noisy speech with 10 dB of Signal-to-Noise Ratio (SNR). 
Phonological features were also extracted from the speech 
signal using a bottom-up, rule-based approach and decoded 
into lexical words (Lahiri 1999; Reetz 1999).

King and Taylor conducted their experiments of phono-
logical feature detection (King and Taylor 2000) by compar-
ing the features of the sound pattern of English (SPE) with 
multivalued features. They also compared the Government 
phonology system with a set of structured primes (Harris 
1994). They achieved 92% accuracy in case of SPE features 
whereas 86% for multivalued features. King et al. also com-
pared the performance of HMM and ANN-based system in 
SPE and multivalued feature detection task and observed 
that ANN is performing better than HMM for both of SPE 
and multivalued feature detection task (King et al. 2000).

Frankel and King proposed a hybrid approach for articu-
latory feature recognition (Frankel and King 2005). They 
discussed the modeling of inter feature dependencies. Six 
features as manner, place, voicing, rounding, front-back, 
and static were used, and probabilities of each feature were 
evaluated by Recurrent Neural Network. The Artificial Neu-
ral Network (ANN) and Dynamic Bayesian Network based 
hybrid model performed better than the ANN/HMM-based 
hybrid system in probability estimation of the features (Fran-
kel and King 2005).

Automatic Speech Attribute Transcription (ASAT) was 
another ASR model with a bottom-up structure that first 
observed a group of speech attributes and combined them 
for linguistic validation (Lee et al. 2007). The goal of ASAT 
was to incorporate different information related to speech 
waveform, linguistic, spectral, and temporal knowledge in 
the speech recognition system to improve the performances 
of existing ASR systems. The group of information is col-
lectively known as the speech attributes. The speech attrib-
utes are not only important to deliver high performance in 
speech recognition but also useful for many applications like 
speaker recognition, speech perception, speech synthesis, 
language identification, etc. (Lee et al. 2007). ASAT model 
tried to combine different knowledge sources in the bottom-
up structure. ASAT was also applied to various tasks as res-
coring of HMM detection output (Siniscalchi and Lee 2009), 
estimating of speaker specific height and vocal tract length 
from speech sound (Dusan 2005), recognition of continuous 
phoneme (Siniscalchi et al. 2007), cross-language attribute 
detection and phoneme recognition using minimal target 
specific training data (Siniscalchi et al. 2012), and spoken 
language recognition (Siniscalchi et al. 2009).

Application of Deep Neural Network (DNN) is a recent 
trend in ASAT project. Siniscalchi et  al. developed an 
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MLP-based, bottom-up stepwise knowledge integration 
technique in large vocabulary continuous speech recogni-
tion (LVCSR) (Siniscalchi et al. 2011) and replaced the MLP 
method with DNN (Siniscalchi et al. 2013) to achieve supe-
rior performance. DNN based speech recognition systems 
provided good results in phoneme (Mohamed et al. 2010, 
2012) and word recognition (Dahl et al. 2011; Seide et al. 
2011; Yu et al. 2010). About the ASAT model, a group of 
speech attribute detectors was designed to identify place and 
manner based phonological features (Yu et al. 2012; Sinis-
calchi et al. 2013). A DNN was modeled then to combine 
all the outputs of the attribute detector together and produce 
phoneme posterior probability.

In this study, first, the Bengali phonemes are recognized 
and classified form continuous Bengali speech and the over-
all phoneme confusion matrix is derived. Then the phono-
logical features are incorporated into the classification mod-
ule to obtain better phoneme classification result. A DNN 
based classification module has been developed where the 
DNN based model is pre-trained by a stacked autoencoder. 
Three autoencoders are stacked to form the deep network.

Described method of manner based phoneme classifi-
cation will be used in prosodic and phonological feature 
based Bengali speech recognition system. It is a multilevel 
approach for speech recognition. In the first stage, the con-
tinuous speech signal is broken into sub-segments (prosodic 
word) based on prosodic parameters (F0 contour). After that, 
each prosodic word is labelled based on the manner of artic-
ulation of phoneme to generate some pseudo word repre-
sentation of the prosodic word (Bhowmik 2017). A Lexical 
Expert System (Das Mandal 2007) will be used offline for 
the classification of the pseudo words during the continuous 
speech recognition procedure.

2 � Speech material

This present study deals with the Bengali language, the 
part of the Indo-Aryan (IA) or Indic group of languages 
which is the dominant language group in the Indian subcon-
tinent and a branch of Indo-European language family also. 
Bengali is one of the most important Indo-Aryan (IA) lan-
guages. It is the official state language of the Eastern Indian 
state West Bengal and the national language of the country 
Bangladesh. Bengali is the fifth largest spoken languages 
in the world with nearly 250 million speakers (Lewis et al. 
2016). In India, most of the Bengali speaking population 
is found in West Bengali (85%), Tripura (67%), Jharkhand 
(40%), Assam (34%), Andaman and Nicobar Islands (26%), 
Arunachal Pradesh (10%), Mizoram (9%), and Meghalaya 
(8%) (online census data). Dialect wise Bengali language is 
divided into two main branches; eastern and western. East-
ern branch is mainly used in Bangladesh while the western 

branch Bengali is mostly used in West Bengal. The western 
branch Bengali is further clustered into Rarha, Varendra, and 
Kamrupa based on dialects. These dialects are most com-
monly used in southern, north-central, and northern region 
of West Bengal respectively. Rarha is further subdivided 
into South-Western Bengali (SWB) and Standard Colloquial 
Bengali (SCB). The SCB is spoken around Kolkata (Bhat-
tacharya 1988). The present study is based on Standard Col-
loquial Bengali (SCB).

3 � Phoneme set of Bengali

Altogether 32 consonants and seven vowels are found in 
Bengali phoneme set (Chatterji 1926). The phoneme set 
of SCB is shown in Fig. 1. The consonants /e̯/ and /w/ are 
treated as the semivowels (Bhattacharya 1988). There exist 
total 20 stop consonants in Bengali (Chatterji 1926). The 
phonemic variation among the stop consonants depends only 
on the transitory parts of the corresponding phonemes. The 
duration of the occlusion part for the unvoiced stop conso-
nant is much higher than the length of the transitory part 
for the stop consonants. So these phonemes only has differ-
ence in their transitory part with smaller duration. The spec-
trogram of four unvoiced phoneme /k/, /ʈ/, /t̪/, /p/ is found 
in Fig. 2, from where it is found that the occlusion period 
spans over a significant portion of the total duration of each 
unvoiced stop consonant. The transitory part comes after the 
occlusion period and it spans over a very small duration. So 
sometimes, it becomes difficult to distinguish the unvoiced 
stop consonants. The same goes for voiced consonants. For 
voiced stop consonants, the voiced segment of the corre-
sponding phoneme is expanded for the higher duration than 
the transitory part. As a result, confusion occurred between 
voiced stop consonants also in the case of continuous speech 
recognition. In case of affricates, the sound of phoneme /ʧ/ 
is very close to phoneme /ʃ/ because both have similar place 
and manner of articulation as post-alveolar and unvoiced 
respectively. The phoneme /ʧ/ starts with a complete stop-
page of airflow at the post-alveolar point of articulation. 
From the IPA notation, it might be thought that /ʧ/ has pro-
nunciation similarity to that of /t̪/ in that stoppage segment. 
However, /ʧ/ is pronounced more at post-alveolar point of 
articulation. As it is also an unvoiced, stop consonant, so it 
also has occlusion period which spans a significant duration. 
Sometimes phoneme recognizers treat this occlusion period 
as silence and the rest of the section of /ʧ/ is recognized 
as /ʃ/. This results a confusion between /ʧ/ and /ʃ/ in Ben-
gali continuous speech. In Bengali there are four affricates 
/ʧ/, /ʧʰ/, /ʤ/ and /ʤh/. The segments of all the affricates are 
shown in Fig. 3. Apart from this, all the phonemes from 
nasal, lateral, trill and tap/flap manners are voiced phonemes 
whereas the fricatives fall in unvoiced class. All the place 
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and manner of articulation and the corresponding Bengali 
consonants are given in Table 1.

There are seven vowels in the Bengali phoneme set. In 
Fig. 1 the vowels are categorized on the basis of tongue posi-
tion. The vowels are also classified based on the lip round-
ness. Some of the vowels like /u/, /ɔ/ and /o/ are rounded and 
the remaining four vowels are unrounded.

Phonological features are categorized in term of place and 
manner of articulation of different speech sound. The place 

where the obstruction occurs is called the place of articula-
tion. In Human speech production system the primary source 
of energy for speech production is the air in lungs. At the 
time of articulation, the lungs with the aid of diaphragm 
and other muscles force the air to pass through the glottis 
between the vocal cords and the larynx to the three primary 
cavities of the vocal tract, the pharyngeal, oral, and nasal 
cavities. The airflow exits through the mouth from the oral 
cavity whereas the same occurs through the nose from the 

Consonants 

Bengali Phonemes 

Voiced Unvoiced 

Unaspirated 

Aspirated 
/ / 

/ h/ 

Unaspirated 

Aspirated 

/ / 

/ h/ 

Affricate Fricative 

Unvoiced 
/ /, /s/, /h/ 

Voiced 

Nasal 

/m/, /n/, / / 

Trill 

Voiced 

/r/ 

Tap/Flap 

Voiced 

/ / 
Unaspirated 

Aspirated 

/ h/ 

Vowels 

Front Centre Back 
/æ/ 
/e/ 
/i/ 

/u/ 
/o/ 
/ / 

/a/ 

Lateral 

Voiced 

/l/ 

Aspirated 

Voiced Unvoiced 

Unaspirated Unaspirated 

/g/, / /, /d/, /b/ 

/gh/, / h/, /dh/, /bh/ 

/k/, / /, /t/, /p/ 

Aspirated 

/kh/, / h/, /th/, /ph/ 

Plosive 

Voiced 

Approximant 

/w/, / / 

Fig. 1   Phoneme set of Bengali

Occlusion Occlusion 

Occlusion Occlusion 

/  / ( ) /k/ ( ) 

/p/ ( ) / / ( ) 

Burst 

Burst Burst 

Burst 

Fig. 2   Occlusion period of unvoiced, unaspirated, stop consonants
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nasal cavity. So depending on the state of the vocal cord 
speech sound are two type voiced and unvoiced.

The vocal tract is the above air passages of the larynx. 
The vocal tract consists of the pharynx, oral cavity within 
the mouth, and the nasal cavity within the nose. The sections 
of the vocal tract, which are utilized to produce different 
speech utterances, are called articulators. The articulators 
that form the lower surface of the vocal tract often move 
towards those that form the upper surface. There are differ-
ent principle parts of the upper surface of the vocal tract. 
Those are the lip, teeth, alveolar ridge, hard palate, soft pal-
ate, velum, and uvula. Similarly, there are different parts 
of the lower surface; the lip and the blade, the tip, front, 
centre and back of the tongue. During the articulation of 
the consonants, the airstreams through the vocal tract must 
be obstructed in some way. The manner of articulation is 
concerned with airflow i.e. the paths it takes and the degree 
to which vocal tract constrictions impede it.

In the case of vowel sound production, none of the 
articulators come very close together, and the passage 

of the airstream is relatively unobstructed. Thus vowels 
are described regarding three factors (a) the height of the 
raised part of the tongue, (b) the front-back position of the 
tongue, (c) the roundness of lip.

4 � Methodology

In this experiment, first, the phonemes are recognized and 
classified from Bengali continuous speech. Then the pho-
nological features are incorporated into the classification 
module to enhance the system performance. To execute 
this, the manners of articulation are detected and classi-
fied, and the phonemes are classified based on the detected 
manners to produce better performance. The basic block 
diagram is shown in Fig. 4.

Time 
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Voiced Occlusion Fricative 

Aspirated Voice Onset Time Phoneme ‘ h’ 
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Time 
Fricative Voiced Occlusion 

Unaspirated Voice Onset Time 

Time 
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A
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Unvoiced Occlusion Fricative 

Aspirated Voice Onset Time Phoneme ‘ h’ 

Time 

Phoneme ‘ ’ 

Fig. 3   Example of segments of different affricates
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4.1 � Detection and classification

Detection and Classification are two different aspects of 
ASR. In detection process, sequential, frame-by-frame pro-
cessing of speech waveform is performed first, and the pos-
terior probability is calculated. The possibility of detecting 
a particular feature as present is determined based on the 

probability value is above a predecided threshold or not. 
In this method, there is no need to have any preliminary 
knowledge about sentence (Hou 2009) but the detector needs 
to be trained with entire training data to achieve good detec-
tion result.

In the classification task, first the speech signal is seg-
mented, and then the segment is classified within some 

Table 1   Phonological features 
and associated Bengali 
consonants in IPA notation 
(Bhattacharya 1988; Hayes and 
Lahiri 1991)

Attributes Phonemes

Place of articulation
 Velar /k/, /kh/, /g/, /gh/, /ŋ/
 Post-alveolar /ʧ/, /ʧʰ/, /ʤ/, /ʤh/, /ɽ/, /ɽh/, /ʃ/
 Alveolar /ʈ/, /ʈʰ/, /ɖ/, /ɖʰ/, /n/, /l/, /r/, /s/
 Dental /t̪/, /t̪ʰ/, /d̪/, /d̪ʰ/, /n/
 Bilabial /p/, /pʰ/, /b/, /bʰ/, /m/
 Glottal /h/
 Palatal /ɳ/, /e̯/

Manner of articulation
 Plosive /k/, /kʰ/, /g/, /gʰ/, /ʈ/, /ʈʰ/, /ɖ/, /ɖʰ/, /t̪/, /t̪ʰ/, /d̪/, /d̪ʰ/, /p/, /pʰ/, /b/, /bʰ/
 Affricate /ʧ/, /ʧʰ/, /ʤ/, /ʤh/
 Fricative /ʃ/, /s/, /h/
 Nasal murmur /m/, /n/, /ŋ/, /ɳ/
 Lateral /l/
 Trill /r/
 Retroflex /ʈ/, /ʈʰ/, /ɖ/, /ɖʰ/, /ɳ/
 Flap/tap /ɽ/, /ɽh/
 Approximant /e̯/, /w/

Voicing
 Unvoiced /k/, /kʰ/, /ʧ/, /ʧʰ/, /ʈ/, /ʈʰ/, /t̪/, /t̪ʰ/, /p/, /pʰ/, /ʃ/, /s/, /h/
 Voiced /g/, /gʰ/, /ʤ/, /ʤh/, /ɖ/, /ɖʰ/, /d̪/, /d̪ʰ/, /b/, /bʰ/, /m/, /n/, /ŋ/, /ɳ/, /l/, 

/r/, /ɽ/, /ɽh/, /e̯/, /w/
Aspiration
 Unaspirated /k/, /g/, /ʧ/, /ʤ/, /ʈ/, /ɖ/, / t̪/, /d̪/, /p/, /b/
 Aspirated /kʰ/, /gʰ/, /ʧh/, /ʤh/, /ʈʰ/, /ɖʰ/, /tʰ/, /dʰ/, /pʰ/, /bʰ/

Fig. 4   Proposed basic block 
diagram of the system
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group of speech features or phonemes. In this thesis, seven 
numbers of consecutive speech frames have been considered 
to form a context of speech segment. The duration of each 
speech frame was 25 ms. 10 ms of frame shift was used to 
prevent data loss. It needs to train the classifier with the 
speech parameters related to the set of features inside a class.

4.2 � Evaluation metric

Phoneme Error Rate (PER) is used to estimate the recog-
nition accuracy for the entire phoneme recognition model. 
PER is calculated as PER = [(S + I + D)/N] × 100%, where 
S, I, D, N represents the number of substitution errors (pho-
nemes being recognized as another), number of insertion 
errors (insertion of wrong extra phonemes), number of dele-
tion errors (correct phonemes overlooked), and total number 
of phonemes respectively.

The classification accuracy of a phoneme class is cal-
culated with the numbers of correctly classified samples 
divided by the total number of samples. If a particular 
phoneme class is considered as ‘Pi’ then the classifica-
tion accuracy for Pi will be measured as Pi = (t/n) × 100% 
where t stands for number of correctly classified samples 
and n stands for total number of sample cases. The confu-
sion matrix is generated between predicted class and actual 
class with all the true positive (TP), false positive (FP), false 
negative (FN), and true negative (TN) values. Precision and 
Recall values for all the phonemes are calculated. Precision 
is measured as the percentage of predicted items which are 
correct, and it is calculated as TP/(TP + FP). The recall is 
obtained as the proportion of the exact items which are pre-
dicted and calculated as TP/(TP + FN). The f-score com-
bines the precision and the recall values. It is used to cal-
culate the weighted average of the precision and recall. The 
overall accuracy of the system is calculated as (TP + TN)/
(TP + TN + FP + FN) (Fawcett 2006). The conditions related 
to the confusion matrix are shown in Table 2.

5 � Deep neural network

A DNN is a feed-forward, artificial neural network consists 
of more than one layer of hidden units between its input and 
output. In general, each hidden unit uses a logistic function 
to map its entire input to output layer (Hinton et al. 2012):

where,

In the above equations, bj is the bias of unit j, i is the 
index of the input layer, and wij is the weight of the connec-
tion from unit i to unit j. In our experiment, we are about to 
recognize multiple phonemes. For multi-class classification, 
the total input xj of unit j is converted into a class probability 
pj in the output layer with the use of softmax nonlinearity 
(Hinton et al. 2012).

here k is an index of all classes.
Discriminative training is found in the case of DNN with 

backpropagation of derivatives of the cost function which 
measure the deviation of actual output from the target out-
put for each training case (Rumelhart et al. 1986). At the 
time of softmax normalization, the natural cost function C 
acts like the cross entropy between target probability and 
softmax output.

where d, the target probability usually takes the value of one 
or zero, and this is the supervised information used to train 
the DNN classifier. The softmax output is denoted by p. Usu-
ally, for the large training sets, computation of derivatives on 
a small, random mini batch of training cases is more efficient 
than the whole training set before the update of weights in 
gradient scale (Hinton et al. 2012). The biases are updated 
by considering them as the weights on connections coming 

Yj = logistic
(

xj
)

=
1

1 + e−xj

xj = bj +
∑

i

yiwij

pj =
exj

∑

k e
xk

C = −
∑

j

dj log pj

Table 2   Outcomes of confusion 
matrix

Target class

Total population Target condition positive Target condition negative

Predicted class Predicted condition positive True positive (TP) False positive (FP)
Predicted condition negative False negative (FN) True negative (TN)

Precision = TP/(TP + FP), Recall = TP/(TP + FN)
F-score = (2 × Precision × Recall)/(Precision + Recall)
Overall accuracy = (TP + TN)/(TP + TN + FP + FN)



240	 International Journal of Speech Technology (2018) 21:233–250

1 3

from units with a state of one. DNNs with numbers of hid-
den layers are difficult to optimize. The initial weights of a 
fully connected DNN are given small random values to pre-
vent from having an exactly same gradient to all the hidden 
units in a layer. Glorot and Bengio state that gradient descent 
from a starting point which is very close to the origin is not 
the best way to find a better set of weights, and to obtain that 
initial scales of weights are deliberately chosen (Glorot and 
Bengio 2010). Due to the presence of large numbers of hid-
den layers and hidden units, the DNNs are a very adjustable 
model with huge numbers of parameters. That is why DNNs 
are capable of designing complex and non-linear relations 
between inputs and outputs. This ability is crucial in bet-
ter acoustic modeling (Hinton et al. 2012). The deep model 
needs generative pre-training to ensure effective training of 
the complex and non-linear relationship.

5.1 � Generative pre‑training

The idea of generative pre-training is to learn one layer of 
input features at a time where the feature states that layer 
will act as the data to train the next layer. After this pre-
training phase, the deep-structured network finds a better 
starting point for the discriminative fine-tuning phase. Dur-
ing the fine-tuning, the backpropagation procedure through 
the DNN slightly modifies the weights which are observed 
in pre-training phase (Hinton and Salakhutdinov 2006). The 
generative pre-training finds a set of weight vectors through 
which the fine-tuning process can have rapid progress and 
pre-training also reduces overfitting (Larochelle et al. 2007). 
In this study, the Stacked Autoencoder (SAE) is used for 
pre-training purpose.

5.2 � Classical autoencoder

Figure 5 depicts a basic Autoencoder (AE) structure. It 
consists of three layers as an input layer, hidden layer, and 
output layer (Vincent et al. 2010). The AE first takes the 
input and maps it to a hidden representation with a nonlinear 
function. In Fig. 5, the input data is represented by x. When 
the input is mapped to the hidden layer with a nonlinear 
function, the input is encoded in the hidden layer, and the 
output y is generated. W represents the weight matrix, and 
b stands for the input bias. In this study, the Rectified Linear 
Unit (ReLU) is used as the nonlinear function. So the gener-
ated output in the hidden layer is represented as

where ‘s’ stands for the nonlinear function. So in this experi-
ment s will be

y = s(Wx + b)

s = ReLU
(

xi
)

= max(0, xi)

Now the output ‘y’ acts as the input in the next level to 
produce the output ‘z’ of the system. So z is represented as

In an AE, the target output is the input itself. Here, z is 
the reconstructed form of input x. z is derived by decoding y 
which is an encoded form of input x. So an AE consists of an 
encoder and a decoder in a single structure, and that is why 
it is called as an Autoencoder. The reconstructed version z 
is not an exact representation of x, rather z is a probabilistic 
distribution that can produce x with high probability. As a 
result, a reconstruction error is generated, and a loss func-
tion measures that. For binary input (0, 1), the loss function 
is represented as

When the input is real valued, the loss function is meas-
ured as the sum of squared error

A traditional Autoencoder has the parameter set con-
sists of W, b, W′, b′. Here, W′ is the weight matrix of the 
decoding process and W′ = WT. This is cited as tied weights 
(Bengio 2009). This parameter set needs to be optimized 
to minimize the average reconstruction error. The encoded 
form y is considered as a lossy compression of x. So for all 
x, it can not be a very good compression. Due to optimiza-
tion, it becomes a good compression technique for training.

The encoded form of y is considered as a distributed 
representation which can capture the coordinates along the 
important factors related to the variation of data like the 
projection of principal components would handle the main 
variational factors of input data (Yu and Deng 2014). If the 
mean squared error criterion is used to train a network with 

z = s(W �y + b�)

L(x, z) = −
∑

k

xk log zk + (1 − xk) log(1 − zk)

L(x, z) =
1

2

∑

k

(z − x)2

Fig. 5   Basic structure of an autoencoder
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one hidden layer consists of k hidden units, then the k num-
ber of units learn to project the input in the span of first k 
numbers of principal units of the data. In a case of a non-
linear hidden layer, the AE acts differently from PCA. AEs 
can capture multimodal aspects of input distributions. The 
separation from PCA is more important when it needs to be 
stacked up and forms Stacked Autoencoder.

5.3 � Denoising autoencoder

In a Denoising Autoencoder (DAE) model, the Autoencod-
ers are trained to reconstruct the input from a corrupted 
version of the same. The structure of a DAE is same as a 
traditional AE model. The only difference is that the noisy 
input data is fed into the input layer of the Autoencoder. 
So in reference to Fig. 5, the input data x becomes x + r 
where r is noise. Hence, the output in the hidden layer will 
be y = s[W(x + r) + b] and from this, the reconstruction of 
uncorrupted input data can be possible as z = s(W′y + b′). 
Here the parameter set (W, b) and (W′, b′) are trained to 
minimize the reconstruction error instead of minimizing the 
loss function L(x + r, z). The output z needs to be as close as 
possible to the uncorrupted input x.

In general, a DAE performs two tasks. It tries to preserve 
the information about the input and tries to undo the effect 
of corruption process into the input of the AE by measur-
ing the statistical dependencies between the inputs (Vincent 
et al. 2008).

5.4 � Stacked autoencoder

The Autoencoders are stacked to create the deeper structure, 
the Stacked Autoencoder (SAE). The output from one AE 
is fed as input into next AE. Unsupervised training is done 
for one layer at a time to minimize the reconstruction error 
(Bengio 2009). After the completion of generative pre-train-
ing of all the layers, the supervised fine-tuning phase starts 
for the deep network. Pre-training is performed by follow-
ing the efficient approximation learning algorithm (Vincent 
et al. 2010). Pre-training process adjusts hidden weights in 
a way such that the system keeps away from local minima at 
the time of supervised fine-tuning. During pre-training, each 
of the AE layers is learned using the one step Contrastive 
Divergence (CD-1) algorithm (Hinton et al. 2006).

Stacked Denoising Autoencoder (SDAE) is an extension 
of Stacked Autoencoder. With the availability of both the 
noisy and clean speech data, an SDAE can be pre-trained 
and fine-tuned by noisy and clean speech features respec-
tively. The SDAE can be used to remove noise from speech 
and to reconstruct various speech features with sufficient 
phonetic information (Feng et al. 2014).

Random noises are included in the input data in SDAE 
architecture. This leads to several advantages for the model. 

It helps the model to avoid to learn the trivial identity map-
ping function. Due to the addition of random noise, the 
learning of the model would be robust, and it can handle the 
same kind of distortions in the test data. The chance of over-
fitting can be reduced since the corrupted input increases the 
training size (Deng and Yu 2013).

5.5 � Fine‑tuning

The final fine-tuning of the deep network is executed by 
incorporating a softmax or multinomial regression layer on 
top of the network. The softmax regression is used when it 
needs to classify between multiple classes. The training of 
softmax layer is executed in supervised way (Hinton and 
Salakhutdinov 2006). In this experiment, softmax regression 
is necessary as the classification is evaluated between 49 
phoneme classes. The output of DNN is improved by per-
forming backpropagation on the whole multilayer network. 
This process is referred to as Fine-tuning. In this process, the 
entire network is retrained on the training data in a super-
vised manner (Hinton et al. 2012).

6 � Experimental setup

6.1 � Speech corpus

The Bengali speech corpus from Centre for Development 
of Advanced Computing (CDAC), India has been used for 
continuous spoken Bengali speech data (Mandal et al. 2005). 
That is a high quality Bengali speech corpus labeled at both 
the phone level and the word level. Total 13 types of sen-
tences, read by ten speakers, and are randomly selected from 
the speech corpus for this study. There are six male speakers 
and four female speakers aged about 12–53 years, and their 
speech rate varies from 4 to 6 syllables per second.

The system is also trained in the English language to 
validate the experiment. For training in English, the TIMIT 
corpus (Garofolo and Consortium 1993) has been used. This 
corpus consists of a total of 6300 sentences. The sampling 
frequency of all the recorded sentences was 16,000 Hz. Due 
to computational limitation, a subset was selected from 
TIMIT corpus. The details about the selected speech cor-
pora about duration and number of sentences are mentioned 
in Table 3.

6.2 � Input features

The Mel Frequency Cepstral Coefficient (MFCC) features 
have been used as input features for this study. The Mel 
frequency scale is better resembled to human auditory sys-
tem compared to other parameters (Davis and Mermelstein 
1980). 12 MFCC features plus the 0th cepstral coefficient is 
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computed for each frame. 13 numbers of D and DD coef-
ficients are also computed as Δ(n) = [x(n + 1)–x(n–1)] and 
ΔΔ(n) = [0.5x(n + 1)–2x(n) + 0.5x(n–1)] respectively to get 
a complete 39 dimensional input dataset. A contextual rep-
resentation of seven frames per context has been taken to 
prevent data loss; three frames in the back and three frames 
ahead. In the absence of a speech frame, zero is appended 
to complete the context. Due to this, input data dimension 
becomes 39 × 7 = 273. The input feature detail is described in 
Table 4. Here pre-emphasis is executed to flatten the magni-
tude spectrum and balance the high and low frequency com-
ponents. In general, it is a first order, high pass filter with the 
time domain equation y[n] = x[n]–αx[n–1] where y[n] is the 
output, x[n] is the input, and 0.9 ≤ α ≤ 1.0. Default values 
are kept for other parameters. The matlab toolkit ‘voicebox’ 
is utilized to use the ‘melcepst()’ function (MATLAB 2015) 
for mfcc feature extraction.

6.3 � Proposed model

A recognition model has been designed using DNN to exe-
cute the phoneme recognition process on Bengali continuous 

speech. A functional block diagram of this DNN-based 
model is given in Fig. 6. While considering the deep archi-
tecture, during pre-training, denoising autoencoders are 
trained. In this experiment, three autoencoders are stacked 
to form the deep architecture. For each autoencoder, the Rec-
tified Linear Unit (ReLU) function has been used as the non-
linear activation function. 200 hidden units are used in each 
hidden layer. In output layer, classification has been done 
between 49 phonetic classes. In Table 1, all the Bengali pho-
nemes are represented. In continuous Bengali speech there is 
almost no difference in pronunciation between the phoneme 
‘ɽ’ and ‘ɽh’. That is why these two phonemes have been con-
sidered as a single class in this experiment. Apart from this, 
we found ‘silence’ as another class as each continuous spo-
ken sentence possesses some silent regions in the initial and 
final position of the sentence. Continuous utterances also 
may have some small pauses in between utterances. This is 
considered as another class named ‘short pause’. There exist 
diphthongs in Bengali. A diphthong is a vowel–vowel com-
bination. Two of them are found in the selected sentences 
of the Bengali speech corpus. So in the output layer, there 
are total 49 nodes have been considered. The learning rate 
is kept as one, and the mini batch size is fixed at 120. The 
input zero masked fraction value is taken as 0.5. In input and 
output layer, there are the MFCC features and the posterior 
probabilities respectively. A deep learning toolbox has been 
used for this recognition model (Palm 2012).

6.4 � Hardware

A DELL Precision T3600 workstation is used for this experi-
ment. This workstation is a six-core computer with a CPU 
clock speed of 3.2 GHz, 12 MB of L3 cache memory and 

Table 3   Duration and number 
of sentences in selected speech 
corpora

Corpus Duration of sentences (in min) Number of sentences

Selected 
subset

Training Validation Testing Selected subset Training Validation Testing

CDAC 90 66 14 10 1480 1130 200 150
TIMIT 85 65 10 10 1400 1100 180 120

Table 4   Detail information about MFCC extraction

Sampling frequency (fs) 16,000 Hz
Window type Hamming
Analysis frame duration 25 ms
Analysis frame shift 10 ms
Pre-emphasis Yes
Number of filters in filterbank Floor (3 × log(fs)) = 12
Number of Cepstral coefficients 13

Fig. 6   Functional block diagram of the DNN-based system
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64 GB DDR3 RAM and a NVIDIA Quadro 4000 General 
Purpose Graphical Processing Unit (GPGPU).

7 � Results and discussion

The overall recognition and classification results are shown 
in Tables 5 and 6 respectively. The performance for train-
ing, validation, and testing for both the CDAC and TIMIT 
corpus are depicted here. The leave-one-out cross-valida-
tion method has been used for this study as it is reasonably 
unbiased though it may suffer from some high variance in 
some cases (Efron and Tibshirani 1997). In both the cases 
of CDAC and TIMIT corpus, the deep-structured model per-
formed better than the baseline methods.

The details about phoneme classification result are repre-
sented in Table 7. The overall classification result with the 
precision, recall and f-score values of all the Bengali pho-
nemes are reported here. Most of the phonemes are classified 
with good precision and recall values. Analysis and observa-
tion of the speech corpus reveal that some of the phonemes 
occur fewer numbers of times. Classification result for those 
phonemes is not so satisfactory. Either the precision or the 
recall values are found to be low for them which results in a 
less f-score result. Some of the nasal vowels are not found 
in the Bengali sentences of the speech corpus. So no results 
are produced for them.

Based on the results, the phoneme confusion matrix 
(PCM) for all the 49 phoneme classes is generated. Some 
segments of the overall PCM is depicted in Fig. 7.

From the confusion matrices of Fig.  7a, b it can be 
observed that almost each unaspirated consonant has con-
fusion with the aspirated one irrespective of voiced or 

unvoiced. This is because in Bengali continuous speech 
sometimes it becomes quite difficult to separate the unaspi-
rated and aspirated stop consonants. The duration of glottal 
aspiration is very less for continuous speech data, and that 
is why sometimes it becomes difficult to separate them. As 
a result sometimes the Bengali word ‘sat’̪(in English: seven) 
is confused with the word ‘sat̪h’(in English: together with). 
There are more examples like this also.

Regarding all the unvoiced phonemes it is observed from 
the spectrogram that each of them contains an occlusion 
period which is a silence due to the blockage of nasal and 
air passage of mouth (Mandal et al. 2011). The occlusion is 
nothing but silence. The difference between these phonemes 
are observed only in the transitory part that comes after the 
occlusion, and it spans along a very little duration. As a 
result, sometimes it becomes difficult for a recognizer to find 
differences between them in continuous speech.

In continuous Bengali speech it is hard to pronounce 
separately trill /r/ and the flap/tap consonants /ɽ/, /ɽh/. That 
is why the phoneme ‘ɽ’ has confusion with ‘r’. The lateral 
phoneme /l/ and the trill /r/ has confusion between them also.

All the Bengali phonemes are separated into some groups 
based on all of these confusions are found between them in 
Bengali continuous speech. The groups are listed in Table 8.

Nine groups of phonemes are created based on the con-
fusion matrices. The classification task is performed once 
again to classify these nine groups. So this time the out-
put node becomes nine. After performing the classification 
task, this time the overall classification accuracy becomes 
98.7%. The confusion matrices are shown in Fig. 8. Con-
sidering the classification accuracy of individual groups, 
it is found that GR1 to GR7 which consist almost all of 
most happening phonemes of continuous Bengali speech, 

Table 5   Phoneme error rate for 
different models

Methodologies Phoneme error rate (PER) (%)

CDAC corpus TIMIT corpus

Training Validation Testing Training Validation Testing

DNN 22.54 22.87 23.37 19.17 20.79 21.46
HMM 26.43 27.31 27.85 20.97 21.33 22.39
MLP 26.96 27.63 28.24 21.53 22.87 23.28

Table 6   Phoneme classification 
accuracy for different models

Methodologies Phoneme classification accuracy (%)

CDAC corpus TIMIT corpus

Training Validation Testing Training Validation Testing

DNN 87.80 86.12 82.53 85.31 84.67 83.42
HMM 77.64 75.43 74.37 79.23 78.34 76.82
MLP 76.89 75.71 72.48 78.64 77.29 76.26
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obtained high precision and recall value of more than 96%. 
So the phonemes which were classified with low precision 
and recall value earlier, after the grouping they obtained 
good precision and recall value. For example, the phoneme 
/ʤh/ has only 66.7% of precision and 29.3% of recall value, 
resulting in an f-score of 40.71% while classifying as an 
individual phoneme. But after grouping with other affricates, 

the corresponding group ‘GR3’ achieved 99% precision and 
98.7% recall value which results in an F-score of 98.85%.

The precision and recall values for each of the group is 
visible in the confusion matrix in Fig. 8 and they are listed 
along with the f-score values in Table 9 also.

In the second phase of the experiment, the phonological 
features are classified first. The same classification model 

GR1 
/k/ /kh/ h/ /

 / h/  /p/ 
/ph/ 

Precision 
(%) 

 /k/ 7537 185 106 8 237 38 91 21 87.9 

 /kh/ 64 1985 6 9 7 28 1 33 88.6 

81 13 1407 43 52 5 24 3 79.0 
h/ 8 5 36 761 1 5 1 3 89.2 

 / 251 18 170 13 8068 204 116 10 87.8 

 / h/ 13 19 5 6 58 538 3 9 70.3 

 /p/ 159 6 77 13 114 9 4806 17 89.5 

 /ph/ 5 6 5 1 5 5 6 167 67.1 
Recall 

(%) 88.8 85.7 69.7 88 91.0 54.3 91.6 49.6 

GR4 h/ / 
Precision 

(%)

1918 125 46 9 87.9 

h/ 158 4551 24 27 94.7 

/ 52 25 3954 57 91.5 

5 3 4 44 66.7 

Recall 
(%) 83.6 95.5 92.4 29.3 

GR5   /l/  /r/ / Precision 
(%)

  /l/ 3339 27 2 90.9 

 /r/ 76 7372 102 87.1 

/ 5 53 386 81.8 

Recall 
(%) 85.0 89.2 72.8 

GR6 
/s/ 

 /h/ Precision 
(%)

9839 48 24 98.8 

 /s/ 24 2963 0 97.2 

 /h/ 16 0 2813 90.2 

Recall 
(%) 98.8 97.2 91.7 

GR7  /m/  /n/ / Precision 
(%)

  /m/ 3413 168 67 88.7 

 /n/ 328 9130 107 89.1 

/ 57 42 996 86.2 

Recall 
(%) 86.1 93.0 81.2 

GR2 
/g/ /gh/ h/ h/ /b/ /bh/ 

Precision 
(%) 

 /g/ 803 3 5 0 24 5 35 17 76.5 

 /gh/ 6 243 0 0 0 5 1 26 71.7 

4 1 186 4 6 2 5 0 74.1 
h/ 6 6 3 48 1 8 0 2 43.2 

69 1 37 8 3110 31 67 10 85.6 
h/ 6 7 0 9 34 1168 0 28 80.5 

 /b/ 105 2 14 0 56 0 5000 37 91.1 

 /bh/ 6 53 2 15 4 14 19 1004 78.8 
Recall 

(%) 63.2 53.3 56.2 31.8 88.4 82.9 92.4 77.9 

GR3 /w/ 
/u/ /o/ 

  /a/ 
/æ/ /e/ /i/ 

Precision 
(%) 

3168 16 2 11 4 109 26 149 45 89.2 

/w/ 21 254 1 18 3 28 3 2 1 77.2 

 /u/ 0 0 1782 201 12 2 0 50 22 79.9 

 /o/ 18 23 252 15276 631 133 8 119 17 89.5 

2 1 10 367 8156 297 1 4 0 91.9 

 /a/ 138 14 2 102 193 19982 157 123 0 94.9 

/æ/ 46 0 0 9 0 108 1918 64 11 88.5 

 /e/ 438 2 35 93 17 141 140 19615 930 90.0 

 /i/ 124 2 22 18 0 3 17 1052 13444 89.4 
Recall 

(%) 79.5 81.4 78.4 92 90.0 95.6 83.7 91.5 91.4 

(a) 

(b) 

(e) 

(c) 

(d) 

(f) 

(g) 

Fig. 7   Confusion matrices of different phonemes using DNN based classification model
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which was used for phoneme classification is used for this 
purpose also. The only change was done on the output node. 
Some robustly ideltified group of manners (Das Mandal 
2007) are applied to rearrange the manner of articulation. 
This combination produced 15 manners of articulation based 
groups which were kept as output nodes in this classification 
process. The confusion matrix which is developed for this 
classification process is shown in Fig. 9.

This classification procedure produces an impressive 
overall classification accuracy of 98.9%. The manners 
and corresponding phonemes are listed in Table 10. The 

individual precision, recall, and f-score for every group are 
shown in Table 11. It is observed that almost each group 
possesses the precision and recall values of above 90%. In 
the case of ‘GR8’, the precision and recall value is found as 
81.8 and 51.5%. So the f-score value becomes 63.21%. So 
the classification performance of this group is not satisfac-
tory. From Table 10 it is found that only the phoneme ‘ʤh’ 
is situated in ‘GR8’. In general the phoneme ‘ʤh’ is occurred 
for less number of times in continuous Bengali speech. That 
is why ‘GR8’ is classified with low recall value.

Now, it is important to discuss how the incorporation of 
phonological features improves the system performance. 
We compare two confusion matrices of Figs. 8 and 9. The 
overall classification accuracy observed in two systems as 
98.7 and 98.9% respectively. These two results are almost 
equal. However, when we follow the phoneme sets of these 
two systems in Tables 8 and 10, we found that the number 
of phonemes in a single group is less in Table 10 comparing 
to Table 8. It is very helpful to have increased recognition 
accuracy for an individual phoneme. Let us explain with an 
example. From the confusion matrix of Figs. 8 and 9, it is 
observed that the group GR1 has 98 and 98.3% classification 
accuracy respectively. However, in Table 8, there are eight 
phonemes fall in GR1 class whereas Table 10 show only 

Table 8   Grouping of Bengali 
phonemes

Group Phonemes

GR1 k, kh, ʈ, ʈh, t̪, t̪h, p, ph

GR2 g, gh, ɖ, ɖh, d̪, d̪h, b, bh

GR3 ʧ, ʧh, ʤ, ʤh

GR4 ʃ, s, h
GR5 m, n, ŋ
GR6 l, r, ɽ
GR7 e̯, w, u, o, ɔ, a, æ, e, i
GR8 Nasal vowels
GR9 Diphthongs and others

Fig. 8   Confusion matrix of 
phoneme groups. (Color figure 
online)
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four phonemes in GR1. So when it needs to get individual 
phoneme classification accuracy for the class GR1, we will 
have a (8 × 8) confusion matrix in earlier system whereas a 
(4 × 4) confusion will be observed in the manner based sys-
tem. This will increase the system performance concerning 
phoneme recognition and classification accuracy. The Same 
thing is applicable for GR2 also. GR3 of Table 8 is redivided 
into four groups in Table 10. This leads to improved clas-
sification accuracies for individual phonemes.

Improvement of classification result after incorporation 
of manner of articulation is more clearly observed when 
the classification results for ‘ʧ’, ‘ʧh’, ‘ʤ’ and ‘ʤh’ from 
Tables 7 and 11 are compared. All of the precision, recall 
and f-score results are improved when the classification 

Table 9   Precision, recall and F-score for phoneme groups

Groups Precision (%) Recall (%) F-score (%)

GR1 98.0 98.0 98.00
GR2 96.5 95.7 96.10
GR3 99.0 98.7 98.85
GR4 99.7 99.7 99.70
GR5 97.4 97.7 97.55
GR6 97.2 96.4 96.80
GR7 99.3 99.6 99.45
GR8 93.1 70.0 79.91
GR9 99.3 99.6 99.45

Fig. 9   Confusion matrix of group of manners. (Color figure online)
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system is incorporated with manner of articulation based 
phonological features.

8 � Conclusion

From the result of this experiment, it is very clear that inclu-
sion of manner of articulation is very much useful to obtain 
improved performance in phoneme classification task. Both 
in the first and second phase of this experiment the vowels 

are kept in a single class. The duration of the transitory part 
of each phoneme is very small. For unvoiced phonemes, the 
occlusion period consists most of the duration of the pho-
nemes whereas for voiced phoneme the voicebar does the 
same thing. That is why it becomes very difficult to classify 
the place of articulation based phonological features. The 
inclusion of different places of articulation in the Bengali 
phoneme classification model is the next target.

In the next phase of this experiment the manner based 
labeling of the phonemes will be performed on the speech 
corpora and a lexical expert system (Das Mandal 2007) will 
be used offline to complete the speech recognition task.
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