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1 Introduction

Speaker verification is a technique to automatically verify 
the speaker’s identity based on the speaker’s physiologi-
cal and behavioral characteristics and features. In recent 
years, speaker verification technologies have reached an 
early level of maturity and have been widely deployed in 
commercial applications. Generally, speaker verification 
systems can be divided into text-dependent and text-inde-
pendent ones. Text-dependent speaker verification requires 
users to pronounce according to a particular or fixed utter-
ance text, training and test corpus must be text consistent. 
This type of speaker verification systems can normally 
achieve much better performances than the text-independ-
ent ones, given that the enrollment speech data is sufficient 
enough. However, they need users to cooperate because of 
the fixed texts. In text-independent systems, there are no 
constraints on the words which the speakers are allowed to 
use (Kinnunen and Li 2010). The training and the test utter-
ances may have completely different content, which makes 
the text-independent speaker verification tasks much more 
challenging. However, because the enrollment and test-
ing sessions are normally extremely short, text-dependent 
speaker recognition technology is particularly well suited 
for deployment in large-scale commercial applications 
(Hébert 2008). In this paper, we also focus on the short-
time text-dependent speaker verification, the effectiveness 
of the proposed AMF features will be investigated.

Abstract During our pronunciation process, the position 
and movement properties of articulators such as tongue, 
jaw, lips, etc are mainly captured by the articulatory move-
ment features (AMFs). This paper investigates to use the 
AMFs for short-duration text-dependent speaker verifica-
tion. The AMFs can characterize the relative motion trajec-
tory of articulators of individual speakers directly, which 
is rarely affected by the external environment. Therefore, 
we expect that, the AMFs are superior to the traditional 
acoustic features, such as mel-frequency cepstral coef-
ficients (MFCC), to characterize the speaker identity dif-
ferences between speakers. The speaker similarity scores 
measured by the dynamic time warping (DTW) algorithm 
are used to make the speaker verification decisions. Exper-
imental results show that the AMFs can bring significant 
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The exploration of an effective front-end feature extrac-
tion which can capture the intrinsic characteristic of the 
individual speaker plays an important role in speaker veri-
fication task. The traditional acoustic features based on 
the spectral analysis, such as mel-frequency cepstral coef-
ficients (MFCCs), linear predictive coding cepstral coeffi-
cients (LPCCs) (Young et  al. 2002) and perceptual linear 
prediction coefficients (PLPs). However, these features are 
borrowed from speech recognition and they are not the best 
ones for speaker verification, especially for the short-time 
text-dependent verification systems, since these features are 
very easily affected by background environments or noises. 
Therefore, in recent years, more and more research efforts 
start to emphasize the contribution of looking for new fea-
tures (Fu et al. 2014; Ganapathy et al. 2011).

To improve the speaker verification performances in 
reverberant environments, Ganapathy et  al. (2011) pro-
posed a frequency domain linear prediction (FDLP) feature 
to estimate long-term envelopes of speech in narrow sub-
bands. Long et al. (2011) proposed a new feature based on 
the spectral subband energy ratios (SSERs) to characterize 
the speaker identity information resides in short-duration 
utterances. Smiliar to the SSERs, Alam et  al. (2015) pro-
posed a method to combine the amplitude spectrum, phase 
spectrum, and joint amplitude-phase based front-ends at 
score level to incorporate the complementary information. 
In recent years, with the development of deep neural net-
work (DNN), various distinctive features have been pro-
posed for the DNN-based estimation algorithms, such as, 
Guo et al. (2016) introduced a subglottal acoustic features 
estimated by using a DNN-regression model to better the 
performances of short-duration speaker verification tasks; 
Fu et  al. (2014) presented three different types of deep 
features extracted from DNN and used them in a Tandem 
fashion to improve the text-dependent speaker verification; 
while Qian et al. (2016) investigated to use the bottleneck 
features and multilingual DNNs to narrow the gap caused 
by the data mismatch of i-vector system and DNN to 
improve the system performances. All of the features men-
tioned above do bring a better speaker recognition system. 
However, all of them are extracted still acoustic based fea-
tures, they still can’t avoid the distortion from background 
environments and noises.

Different from the previous works, in this paper, we 
exploit the speaker identity information from another 
aspect. We know that the speech is generated from the 
interaction movement of our articulators. Since the 
physiological structure of the articulator is unique for 
each speaker, in this paper, we assume that the features 
derived from the articulatory movement would be more 
robust and stable than traditional spectral based acoustic 
features for recognizing the speaker identities. We call 
these features the articulatory movement feature (AMF). 

Compared with the traditional acoustic features, AMFs 
have two advantages: (1) the articulatory features may 
be acquired by capturing the relative movement position 
of articulators directly, they are not influenced by acous-
tic and environmental background noises. Therefore, the 
AMFs can be more noise-robust and stable for captur-
ing speaker individual characteristics than other acoustic 
features. (2) Due to physical constraints, articulatory fea-
tures evolve in a relatively slow and smooth way. Hence, 
they are well-suited for speaker modeling with statistical 
models (Ling et al. 2009). Actually, with these potentially 
beneficial properties, the AMFs have been widely used in 
speech synthesis to improve the synthesized speech qual-
ity in the recent years (Ling et al. 2009; Cai et al. 2012; 
Toda et  al. 2004). However, in this paper, instead of 
speech synthesis, we aim to investigate the possibilities 
by applying these AMFs to improve the short-duration 
text-dependent speaker verification systems. We invested 
great amount of time, resources, and efforts, to achieve 
spectacular improvement of performance, when com-
pared to the traditional speech-based MFCC, on our own 
database, using some very old and very simple utterance 
matching technique. The dynamic time warping (DTW) 
algorithm is used to measure the AMF similarities 
between different speakers. Experiments are conducted 
on the 4-s training and 4-s testing verification task to val-
idate the effectiveness of the proposed features.

The remainder of this paper is organized as follows. 
Section  2 presents the brief introduction to articulatory 
movement feature extraction. Section  3 introduces the 
speaker modeling frameworks. Section  4 demonstrates 
the experimental details and analysis of results. This 
paper is summarized in Sect. 5.

2  Articulatory movement feature extraction

Electromagnetic articulography (EMA) (Schönle et  al. 
1987) has the advantages such as convenient, accurate, 
real-time, compared with X-ray microbeam cinematogra-
phy (Kiritani 1986), magnetic resonance imaging (MRI) 
(Baer et  al. 1987), ultrasound (Akgul et  al. 1998), and 
video motion capture of the external articulators (Sum-
merfield 1987) etc. Therefore, similar to the AMF feature 
extraction in Ling et al. (2009) and Cai et al. (2012) for 
speech synthesis, we use EMA to collect AMF features. 
In this paper, the NDI wave equipment is used to record 
the articulatory movement positions and correspond-
ing speech segments. As NDI wave uses EMA to collect 
AMFs, the articulatory movement features have been also 
called EMA parameters in some speech synthesis papers.
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2.1  Feature extraction

To acquire the movement positions, four important posi-
tions for articulators and nose bridge are chosen to place 
sensors for our AMFs extraction. The placement posi-
tions of these sensors are shown in Fig.  1, and the labels 
are shown in Table 1. Each sensor records its space locati-
ossn of the corresponding articulators during the articula-
tory process. For each sensor receiver, coordinates in three 
dimensions spaces were recorded, the x axis represents 
from left to right of articulators, y axis represents from 
front to back of articulators, and z axis represents from bot-
tom to top of articulators (Cai et al. 2012). Therefore, for 
each speech frame, we can obtain 15 position values from 
the five sensors with each sensor records 3-dimensional 
coordinate values. All five sensors were placed in the mid-
sagittal plane of the speaker’s head.

The 15 position values recorded by NDI wave are the 
original coordinate position values, it is not the best way to 
use them directly for speaker verification tasks, because the 
articulatory property of each individual speaker is reflected 
by the relative movement information of articulators to 
avoid the interference caused by head shaking of speakers. 
Hence, the original coordinate position values must be nor-
malized. As the nose bridge and upper lip always remain 
relatively stationary with the head of the speaker, we take 
the nose bridge or upper lip as reference points, the relative 
positions of the low lip, tip tongue, middle tongue to the 
reference point formed the final AMF features used in this 
paper. They can be formulated as Eq. (1):

(1)g(∇xi,∇yi,∇zi) = a(xi, yi, zi) − r(x0, y0, z0)

where a(xi, yi, zi) represents the three-dimensional coordi-
nates of the low lip, tip tongue, middle tongue, r(x0, y0, z0) 
represents the three-dimensional coordinates of reference 
points, and g(∇xi,∇yi,∇zi) represents the AMF features.

2.2  Database

We designed a short-duration text-dependent speaker veri-
fication database to validate the effectiveness of the pro-
posed AMFs. Six speakers in total are included, with three 
male and three female speakers. The articulatory posi-
tion values and its corresponding speech file are produced 
simultaneously during NDI wave recording. The range 
of these speakers ages are between 20 and 30 years old. 
Twenty-five different sentence-level texts are designed for 
speech recording. Each speaker read the 25 text utterances 
twice at different time. The length of each speech record-
ing is around 4 s with 22.05 kHz sampling frequency. The 
articulatory position values are sampled at a frequency of 
400 Hz.

During the recording of EMA parameters, it is normal 
to occur the burr phenomenon that, some EMA parameters 
of speech frames are not well collected by the NDI wave 
system because of the sensitivity of the sensors placed on 
our articulators. Therefore, we can not guarantee that all 
of the recorded speech recordings have a completely well-
collected EMA parameters saved in the parameter file, 
the EMA parameters of some speech frames are missing. 
Some researchers used the parameter interpolation method 
to alleviate this problem (Tachibana et al. 2005), however, 
the accuracy of those interpolated parameters still need to 
be greatly improved. Therefore, in our experiments, we 
recorded four times for each text per speaker then selected 
the needed data files without missing EMA parameter to 
construct the training and testing speaker verification trials.

3  Speaker modeling

By using feature vectors extracted from a given speaker’s 
training utterance(s), a speaker model is trained to repre-
sent the claimed speaker identity and stored into the system 
database for testing. For text-dependent speaker verifica-
tion, the speaker model is normally utterance-specific and 
it includes the temporal dependencies between the feature 
vectors. The classical approach used to measure the degree 
of similarity between training and test feature vectors is the 
dynamic time warping (DTW) (Furui 1981) and the hidden 
markov model (HMM) (BenZeghiba and Bourland 2006; 
Naik et  al. 1989). In this paper, we use the DTW for our 
short-duration text-dependent speaker verification tasks.

DTW is one kind of dynamic programming techniques 
(Furui 1981). Since the length of the feature vectors for 

Fig. 1  Placement of the five EMA sensors

Table 1  Position labels for EMA sensors

Label Position Label Position

T2 Middle tongue UL Upper lip
T3 Tip tongue LL Lower lip
BN Nose bridge
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training and test utterances may vary in time or speed 
in speaker verification tasks. The unequal length of two 
series of feature vectors represents different speech rates 
of different speakers, even the same speaker may has dif-
ferent speech rates in different speech recordings. There-
fore, before comparing the similarity between training 
and test feature vectors, one or two sequences need to 
be warped non-linearly along its time axis so as to find 
the corresponding regions between the two time series 
(Muda et  al. 2010). In speaker verification, an overall 
cumulative distance between the test and the training 
feature vectors is obtained using the DTW, this cumu-
lated distance is then used to compare with a thresh-
old to determine whether to accept or reject an identity 
claim.

Suppose we have two sequences of feature vectors Q 
and C, whose lengths are n and m respectively:

In order to align these two sequences with DTW 
algorithm, an n × m matrix grid need to be constructed, 
matrix elements  (ith,  jth) denotes the alignment distance 
d(qi,  cj) between the two feature vectors  qi and  cj. The 
similarity between each pair of sequence Q and C is that, 
the smaller the distance, the higher the similar degrees. 
The Euclidean distance is used to calculate the distance 
between two feature vectors:

Then, the accumulated distance is measured by 
Eq. (4):

4  Experiments

4.1  System configuration

The database used for our experiments is recorded by 
NDI wave. This database consists two parts: the first part 
is EMA feature parameters collected by five sensors, the 
second part is the speech audio files recorded by micro-
phone. The detail to obtain the speech and EMA param-
eters, the AMF feature pre-processing methods can be 
referred to Sect. 2. Three-dimensional feature is used. In 
our experiments, 150 target speaker enrollment utterances 
and 150 test utterances are included, 150 speaker models 
are build. In total, we have 150 target speaker trials and 
750 imposter speaker trials for the system evaluation.

(2)
Q = q1, q2,… , qi,… , qn;

C = c1, c2,… , cj,… , cm;

(3)d(qi, cj) = (qi − cj)
2

(4)
D(i, j) = min[D(i − 1, j − 1), D(i − 1, j), D(i, j − 1)] + d(qi, cj)

4.2  Speaker discrimination in feature space

4.2.1  AMF discrimination

Figure  2 illustrates the discrimination in the AMF fea-
ture spaces between two different speakers with different 
(female speaker-spkA and male speaker-spkB) and the 
same speaker gender information (male speakers, spkB 
and spkC). These AMFs are the 3rd dimension, which rep-
resents the articulators movement trajectory relative to the 
low lip reference points of tip tongue (a, d), middle tongue 
(b), and low lip (c) respectively. All of the speakers said the 
same sentence “7点40 喊我起床 (wake me up at 7:40)” in 
Chinese. It can be seen from the first three subfigures (a–c) 
that, the trajectories of the same dimension of AMFs are 
similar for both speakers, because they said the same con-
tent. However, when comparing the amplitude values, it is 
easy to note the big difference of AMFs in the ∇Zi when 
they speaking, because the physiological and behavio-
ral characteristics are different for different speakers even 
they say the same sentence. Furthermore, when comparing 
the subfigure (a) and (d), we can observe that, even spkB 
and spkC are the same gender speakers, the AMFs’ differ-
ence between them is still big. Therefore, motivated by the 
observations from these amplitude differences between dif-
ferent speakers, we expect that the AMF features may pro-
vide better discrimination than other traditional acoustic 
feature to build a speaker recognition system.

4.2.2  MFCC discrimination

In order to see the traditional acoustic feature discrimina-
tion between two speakers, we take the MFCC C0 as an 
example. The distribution of MFCC C0 and its first and 
second order derivatives from the female and male speakers 
(spkA, spkB) are shown in Fig. 3. The same as the AMFs 
in Fig. 2, both of the two speakers said the same sentence 
“7点40喊我起床 (wake me up at 7:40)” in Chinese. Differ-
ent from the big discrimination we observed from Fig. 2, 
the trajectories and the distributions of MFCC C0 between 
two speakers are very similar, even these two speakers with 
totally different gender information.

4.3  Baseline system

We take the results from the traditional 39-dimensional 
MFCC features (13 dimensional MFCCs and their first and 
second order derivatives) as our baseline. As presented in 
Sect. 3, the DTW algorithm is used to obtain the speaker 
identity similarities between the train and testing speech 
utterances for both the MFCCs and the AMFs.

We use the equal error rate (EER) as the evalua-
tion metric to examine the system performances, and an 
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EER = 6.27% is obtained from the baseline system. The 
performances derived from the AMFs will be compared 
with this baseline EER to show their effectiveness for 
speaker verification.

4.4  AMFs evaluation

Table 2 illustrates the EER performances derived from the 
AMFs derived from the low lip, tip tongue, and middle 
tongue respectively.

From Table 2, it’s clear to see that, the reference point 
plays an important role during the collecting of AMF 
features. There are big EER gaps between the AMFs col-
lected from the low lip, tip tongue and middle tongue 
by using the nose bridge and up lip as reference points. 
Moreover, the behaviors of AMFs derived from different 
articulators are also different. Compared with using the 

nose bridge as reference point, the AMFs from low lip 
and tip tongue achieved much lower EERs when using 
the up lip as the reference point. However, the behavior 
of AMFs derived from the middle tongue goes in the 
opposite direction.

In addition, compared with the baseline with MFCC 
features, the AMFs achieved much better or similar per-
formances with different articulators by taking the up lip 
as reference point. Therefore, we expect that, the combi-
nation of all the three articulators will give us the best 
results, because in the common sense, we think that, the 
interaction movement of all the articulators is more com-
plex than the single articulator, the combination of AMFs 
from all of the three articulators may provide stronger 
discrimination of the identity for each speaker than any 
of the AMFs shown in Table 2.
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Fig. 2  Illustration of the AMFs’ discrimination for different speak-
ers. a The 3rd dimension of AMFs (collected from tip tongue). b The 
3rd dimension of AMFs (collected from middle tongue). c The 3rd 

dimension of AMFs (collected from low  lip). d The 3rd dimension of 
AMFs (collected from tip tongue) for two male speakers
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4.5  Feature and system fusion

The effectiveness of combining the AMF features both in 
the feature and system level is examined in this section.

In the feature combination level, we just directly con-
catenate each 3-dimensional AMFs derived from the low 
lip, tip tongue and middle tongue to form a 9-dimen-
sional AMF feature vector, taking the upper lip as their 
reference point during AMF feature extraction. These 
9-dimensional AMFs are then used as the input features 
for DTW-based speaker verification. However, in the sys-
tem fusion level, we train three speaker verification sys-
tems independently on each of the 3-dimensional AMFs 
which are used to form the 9-dimensional AMF feature 
vector, then three of the DTW similarity scores are aver-
age as the final score for each test trial to make the accept 
or reject decision. Results are shown in Table 3.
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Fig. 3  The distribution of MFCC C0 comparison for different speakers. a Distribution of C0. b Distribution of △C0. c Distribution of △△C0

Table 2  EER% with different AMFs

Reference point Articulators

Low lip Tip tongue Middle 
tongue

Nose bridge 13.6 11.5 1.8
Up lip 2.1 4.7 6.8

Table 3  EER% after feature and system fusion

Feature fusion System fusion

EER 1.53% 0.49%
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According to Table 3, it is clear to obtain that both the 
feature and system fusion work very well for speaker veri-
fication and give significant EER reduction than the num-
bers in Table 2. This tell us that the interaction movement 
of different articulators do provide more discriminative 
information than single one, it has a better speaker iden-
tity characterization ability. In addition, we can see that the 
system fusion at the score level is superior to the combina-
tion at the AMF feature level, a relative 68% improvement 
is obtained, reducing the EER from 1.53 to 0.49%.

5  Conclusion

In this paper, a new feature of AMFs is proposed for short-
time text-dependent speaker verification. The idea is bor-
rowed from the articulator movement parameters used 
in speech synthesis. Experimental results show that the 
proposed AMFs work very well, they can provide much 
stronger discriminative information to distinguish different 
speakers than the conventional MFCC features for speaker 
verification. Although the AMFs are proved to be effec-
tive, at present, the high cost and scale of effort needed for 
implementing EMA is still a disadvantage, which does not 
facilitate the practical use of such technology, however, 
this research provides a new perspective on using EMA 
parameters to distinguish speaker identities, which is away 
from the mainstream research. In our future research, we 
will focus on exploring effective method to solve the burr 
problem to improve the AMF feature extraction, applying 
the AMFs to text-independent speaker verification tasks to 
see its effectiveness, and investigating some state-of-the-
art machine learning techniques to model the AMFs more 
effectively.
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