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that the adopted method of extraction is consistent with 
0.83 F-measure.
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1  Introduction

Thanks to the democratic transitional phase that the Arab 
spring’s countries are passing through, Arabic citizens are 
becoming more actively engaged in political issues and 
more and more relying on online newspapers (than the 
traditional media) to get informed of the latest news and 
events. It’s a normal change that is due to the easy access 
and use of on-line contents. In fact, online medias publish 
constantly a large variety of political information and opin-
ions. As a result, they began to have the power to influence 
the people’s political decisions (elections, voting…) in a 
much stronger manner. That’s why political actors consider 
that they must have knowledge about their actual standing 
on the web media (Online newspapers…). In this paper, 
we develop an opinion mining system capable of measur-
ing, sentiments vis-à-vis political actors, in the content of 
web media using NooJ1)). NooJ is a linguistic engine that is 
based on large coverage dictionaries and grammars (Silber-
ztein 2015).

Opinion mining is a new challenging application in nat-
ural language processing domain that is born from the pro-
liferation of the internet and online medias. It’s the process 
that allows a user to analyze a huge amount of unstructured 
text data transmitted over the web in order to extract infor-
mation related to the opinions and evaluations of the author 

Abstract  Since the continuous proliferation of the jour-
nalistic content online and the changing political landscape 
in many Arabic countries, we started our current research 
in order to implement a media monitoring system about 
the opinion mining in political field. This system allows 
political actors, despite of the large volume of online data, 
to be constantly informed about opinions expressed on the 
web in order to properly monitor their actual standing, ori-
ent their communication strategy and prepare the election 
campaigns. The developed system is based on a linguistic 
approach using NooJ’s linguistic engine to formalize the 
automatic recognition rules and apply them to a dynamic 
corpus composed of journalistic articles. The first imple-
mented rules allow identifying and annotating the different 
political entities (political actors and organizations). Then 
these annotations are used in our system of media moni-
toring in order to identify the opinions associated with the 
extracted named entities. The system is mainly based on a 
set of local grammars developed for the identification of 
different structures of the political opinion phrases. These 
grammars are using the entries of the opinion lexicon that 
contain the different opinion words (verbs, adjectives, 
nouns) where each entry is associated with the correspond-
ing semantic marker (polarity and intensity). Our devel-
oped system is able to identify and properly annotate the 
opinion holder, the opinion target and the polarity (positive 
or negative) of the phraseological expression (nominal or 
verbal) expressing the opinion. Our experiments showed 
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as they are expressed vis-à-vis objects (a product, organiza-
tion...) or a concept (a service, an individual, a decision...) 
(Bing 2010). This paper is divided into four parts. The 
first part deals with a discussion about the related works in 
opinion mining field. The second part of this paper begins 
by laying out the theoretical dimensions of the research in 
order to specify the adopted approach. The third part pre-
sents a description of the preconized approach based on 
the linguistic platform NooJ. The fourth part describes the 
evaluation and synthesis of our opinion mining system and 
some of challenges faced. Finally, we discuss the results 
and perspectives of our research.

2 � Related work

There is a large volume of published studies describing 
various methods of opinion mining especially, in Latin lan-
guages. Several studies have led to the creation of lexical 
resources, in particular for English such as the dictionary 
WordNet-Affect (Strapparava and Valitutti 2004) which 
contains 1903 concepts related to mental or emotional and 
SentiWordNet (Esuli and Sebastiani 2006). For the French 
language, there is the lexicon of feelings developed by 
(Yannick 2005) which has a 1000 simple words expressing 
feelings, emotions and psychological states. It is an ontol-
ogy containing words which are divided into 38 different 
classes. Previous cited studies have based their methods on 
using large coverage linguistic resources. In contrast, sev-
eral studies have been introduced in the literature based 
only on machine learning techniques. Pang et  al. (2002) 
tested different learning techniques (Naive Bayes, Maxi-
mum Entropy and SVM) in the field of ‘movie reviews’ 
in order to classify comments and advices into two classes 
(positive, negative). They showed that the use of maximum 
entropy classifier gave a higher value of F-measure. As for 
Wiebe et  al. (1999), they used a naive Bayes classifier to 
determine whether a sentence is objective or negative. This 
system has obtained an F-measure equal to 81.5%. Thus, 
we mention the study of (Farra et  al. 2010) that used a 
SVM classifier to automatically classify sentiments in the 
political field. The classification is based in two levels: at 
the document level or at the sentence level. This system has 
achieved 89.3% F-measure for classification at the sentence 
level and 87% for the document level. Generally, manu-
ally developed dictionaries and resources (SentiWordNet, 
WordNet-Affect...) are often combined with automatic 
techniques (SVM) in order to take advantage of machine 
learning approaches. In this context that the work of (Ver-
nier and Monceaux 2009) attempt to construct automati-
cally a lexicon of subjective terms from 5000 blog posts 
and comments. This method relies on the indexation of the 

language constituents (adjectives, adverbs, nominal and 
verbal expressions) by using a web search engine and a 
large number of queries.

On the other hand, few amount of literature has been 
published on sentiment analysis in Arab world. Most of 
the studies are mainly based on machine learning tech-
niques. In a study of (Abdul-Mageed and Diab 2012b) 
which is an extension of their work (Abdul-Mageed and 
Diab 2012a, b), the authors present the system AWATIF 
which is an Arabic multi-genre annotated corpus for sen-
timent and subjectivity analysis. The corpus is tagged 
using two methods of sourcing. It can be used to assist 
in the construction of subjectivity and sentiment analy-
sis systems, such as the attempt of (Abdul-Mageed and 
Diab 2012b). We note that this corpus is not available to 
the public. In another major and recent study, (Abdul-
Mageed et al. 2014) have developed the system SAMAR 
which is a supervised machine learning system for sub-
jectivity analysis in Arabic language. The advantage of 
this study is that the authors have created a multi-genre 
corpus (from four types of social media) of a text written 
in Standard Arabic (MSA) and Dialectal Arabic (DA). 
In fact, this is the first research that addresses the dialec-
tal Arabic language (Egyptian dialect). The authors have 
created manually a lexicon of 3982 adjectives. Each of 
the adjectives is marked as positive, negative or neutral 
adjective. For classification, they have adopted a two-
phased approach: (objective/subjective classification 
and positive/negative classification). Indeed, most of 
the proposed automatic approaches in Arabic language 
are based on the semantic similarities between words 
in order to classify the words with unknown polar-
ity. For example, (Amira et  al. 2013) propose an auto-
matic approach for emotion detection in Arabic texts. 
This approach relies on the construction of a moderate 
size lexicon that contains emotions and feelings terms 
to annotate stories for children. SVM model aims to 
classify these stories into six basic emotions (joy, fear, 
sadness, anger, disgust and surprise) by calculating 
the degree of similarity between words and emotions 
already annotated. This approach has achieved 64.5% 
F-measure for the six emotions. According to the recent 
study of (Alaa El-Dine and Fatma El-zahraa 2013), the 
authors have developed an annotated corpus in Arabic 
language for sentiment analysis. This corpus is used to 
classify new comments. Then, they used a various learn-
ing algorithms (decision tree, SVM...) to implement the 
sentiment analyzer. The best result was obtained by the 
SVM classifier with an F-measure reached 73.4%. We 
also include the study of (Abdul-Mageed et  al.  2011) 
who annotated a corpus of 200 documents from the Penn 
Treebank Arabic (Maamouri et al. 2004), which is com-
posed of subjective journalistic texts. They applied three 
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different learning algorithms on the corpus to automati-
cally classify sentences. This approach has achieved a 
very high F-measure which is equal to 99.48% with the 
SVM classifier (Table 1).

We notice that the most of the works in Arabic opinion 
mining field has mainly used machine learning methods 
in order to classify sentiments in Arabic texts. We also 
notice that the opinion analysis is confined to classify the 
extracted opinion sentence into two polarities (positive or 
negative) without taking into account the other opinion 
variables (opinion holder, opinion target, intensity…).

3 � Implementation

The approach we follow for developing our Arabic opinion 
mining system is mainly based on a linguistic approach. The 
named entities recognition is a potentially important pre-pro-
cessing for the opinion mining field. However, this task repre-
sents a serious challenge, given the specificities of the Arabic 
language. For this purpose, we have adapted a rules-based 
approach to recognize the Arabic named entity and political 
organization, using different grammars and gazetteer.

NooJ linguistic engine is based on large coverage dic-
tionaries and grammars. It uses finite state transducers 
(FSTs) to parse text corpora made up of hundreds of text 
files in real time and associate each recognized entry with 
its related information, such as morpho-syntactic informa-
tion (POS—part of speech, gender, number, etc.), syntac-
tic and semantic information (e.g., transitive, human, etc.). 
NooJ is a well known linguistic environment (see http://
www.nooj4nlp.net) that is already used to formalize more 
than 20 languages. Nevertheless, we used to make some 
specific tools to be able to deal with the specificities of the 
Arabic language (Mesfar 2010). For the following parts of 
this work, we will use the Electronic Dictionary for Ara-
bic “El-DicAr” resources (Mesfar 2008) as the basis for our 
sentiment analysis system.

The recognition process consists on identification of 
lexical entities using dictionaries and grammars, and the 
transformation of grammars into transducers. For the real-
ization of our process, we will adopt the spiral life cycle 
model witch manage risks and evaluate all alternatives in 
each step. Changes can be introduced later in the life cycle 
as well.

Table 1   Summary table of Arabic opinion mining studies

ML machine learning, SVM support vector machine, MSA modern standard Arabic, DA dialectal Arabic

Studies Meth. Corpus Advantages Disadvantages

Abdul-Mageed et al. (2011) ML Journalistic 200 annotated documents corpus
Many classifiers
F-measure: 99.48% (SVM)

Only classification on the phrase 
level

MSA only
Farra et al. (2010) ML (SVM) Journalistic Bilevel classification (phrase and 

document)
Generalization of the opinion 

phrase structure
F-measure: 89.3% on the phrase 

level et 87% on the document 
level

A small amount of test data
MSA only

AWATIF (Abdul-Mageed and 
Diab 2012a)

ML Annotated multi-type Classification of the subjectivity et 
the sentiments

F-measure: 71.44

Only classification on the phrase 
level

SAMAR (Abdul-Mageed et al. 
2014)

ML Social media Building a lexicon of 3982 adjec-
tives, manually

Classification of the subjectivity et 
the sentiments

The system does not take into 
account neutral and mixed 
polarity

DA and MSA
Amira et al. (2013) ML (SVM) Stories for kids Construction of sentiment lexicon

Considering the similarity 
between words

Classification according to six 
emotions

F-measure: 64.5%

Moderate volume lexicon
MSA only

Alaa El-Dine and Fatma El-zahraa 
(2013)

ML Annotated corpus More than a method of automatic 
classification

The SVM classifier has obtained 
the best result: F-measure: 
73.4%

MSA only

http://www.nooj4nlp.net
http://www.nooj4nlp.net
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3.1 � Linguistic resources

We begin with building a new lexicon representing the dif-
ferent opinion and political vocabularies (verbs opinions, 
adjectives, nouns). Each opinion word is integrated in the 
dictionary associated with a set of linguistic and seman-
tic information: grammatical category, gender and num-
ber, syntactic information. We have extracted 933 subjec-
tive terms from our training corpus, which are commonly 
used in the journalistic media. Since we have limited our 
research in one field (politics), we consider these rates 
high. We note that the nouns represent more than half of 
all entries in the opinion lexicon (60%), followed by adjec-
tives (27.5%), verbs (12.5%). All the recognized subjective 
words in our dictionary are associated with the correspond-
ing semantic markup: +Polarity = pos for positive terms 
and +Polarity = neg for negative terms (Table 2).

We show in the Table 3 below some examples of entries 
in our opinion mining lexicon and grammars:

We have also extracted some neutral verbs that express 
opinions depending on the constituents of the phrase in 
which they appear. To determine the polarity of the phrases 
containing these verbs, we use syntactic rules describing 
their structure. We give some examples of neutral verbs 
such us ( , to manifest), ( , to announce), ( , to 
express)... These verbs can express positive or negative 
expressions all depends on the phrase’s constituents.

3.2 � Named entities recognition: ENAMEX

The political opinion mining application first requires 
that the corpus annotation using political entities and par-
ties. To do that, we developed series of grammars in order 

to annotate, in a first stage, the political organizations and 
actors.

The approach we take for Named Entity recognition is a 
rule based one which is quite similar to that used by (Mes-
far 2008). The named entity recognition module is able to 
find mentions of persons, locations and organizations, as 
potential opinion targets. For this purpose, The NER sys-
tem is based on the use of lists containing gazetteers and 
lexical markers that are known beforehand and have been 
classified into named entity types. We also use lists of trig-
ger words which indicate that the surrounding tokens are 
probably named entity constituents and may reliably per-
mit the type of the political named entity to be determined 
(minister, president…). Lists of triggers, such us ( , 
president) and ( , sir) for political actors recognition and 
( , Ministry) ( , Movement) for political organiza-
tions recognition, were produced manually from the train-
ing corpus. The triggers (43 political actors and 54 politi-
cal organizations) are tagged as result of the morphological 
analysis, and are used in named entity grammar rules. A 
syntactic grammar represents word sequences described 
by manually created rules, and then produces some kind of 
linguistic information such as function of the recognized 
political actor. We note that all NooJ’s syntactic codes are 
described in Annex (Fig. 1).

Beyond the recognition of the political actors name’s 
and their functions, we will also save the recognized 
sequence in a variable to be used later. We will use this 
NooJ’s functionality to store the name of the named 
entity in the variable “NOM” and its political function 
(president, minister…) in the variable “FONCTION”. 
We will use these variables later in our opinion mining 
system in order to identify the different variables of an 
extracted opinion (Fig. 2).

The NER grammar “ENAMEX PERS” will be 
launched in the linguistic analysis of the corpus. As 
shown in the example below, its role is to enhance the 
corpus by associating annotations to its various textual 
segments: named entities, political organizations. The 
generated annotations are used in the description of syn-
tactic rules for the identification of opinions in the jour-
nalistic texts.

Table 2   Number of the opinion dictionary entries

Category Number of 
entries

Polarity Total

Positive Negative

Verbs 127 46 71 117
Nouns 480 225 335 560
Adjectives 256 132 124 256
Total 403 530 933

Table 3   Examples of the lexicon’s entries
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The subgraph “NomPersonne” contains a combina-
tion of context for the categorization of a person’s name 
in a text. In order to formalize the rules, we will use the 
list of names and family names that exist in “Al-DicAr”. 
They are recognizable using the semantic markup 
(N + Prenom) or (N + Prenom + Compound).

3.3 � Opinion mining grammar

The approach we take for sentiment analysis is mainly 
based on the entries of our opinion lexicon (933 opinion 
entries) and the generated annotations of the named enti-
ties grammar. Initially, we try to collect the maximum of 
morphological and structural information for contextual 
forms of the opinion sentences in Arabic language. In 

this purpose, we need to deeply understand the morpho-
logical nature of Arabic political texts. Indeed, we need 
to study the syntactic–semantic organization of political 
Arabic text-structure. There are several challenges that 
complicate this task in Arabic language. Those difficul-
ties are essentially due to the complexity and the specific 
characteristics of Arabic such as the vocalization and the 
agglutinated words that complicate the syntactic analy-
sis. Texts in web contents (especially in social media) 
make use of noisy language with capitalization, unusual 
punctuation, use of hashtags and derivations. This lack of 
precision in texts can give rise to ambiguities. A second 
challenge is that people do not always express opinions 
the same way (each author expresses the information in 
its own way). However, based on the training corpus, we 
have identified three general structures of opinion sen-
tences (either verbal sentences or nominal or sentences 
containing a relative pronoun). To better explain this, we 
take the example below that express the same opinion 
phrase and can be written in three different grammatical 
structures.

Fig. 1   ENAMEX NooJ syntac-
tic grammar (28 subgraph)

Fig. 2   ENAMEX NooJ syntac-
tic grammar
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The collected information will be used within syntactic 
rules (local grammars) in order to locate and annotate rele-
vant opinion sequences of text. A grammar rule is generally 
made of a trigger word and tagged words from the opinion 
lexicon.

After studying the nature of Arabic language carefully, 
we found that the syntactic structure of opinion sentences 
is highly dependent on Arabic opinion verbs. Furthermore, 
we noticed that active Arabic verbs are generally placed in 
the beginning of phrases. For these reasons, we will use the 
extracted opinion verbs as the basic triggers in our local 
grammars as shown in the grammar below (Fig. 3):

Then, we will enrich the dictionary Al-DicAr with the 
different opinion nouns and adjectives associated with their 
semantic markup (+Polarity = neg, +Polarity = pos) and 
contextual information. For the existing terms, we only 
enrich them with semantic information. These informa-
tion will be used to formalize our grammar rules with NooJ 
using the extracted syntactico-semantic structures of opin-
ion Arabic phrases. NooJ syntactic grammars respect some 
heuristics when applying rules. They locate the longest 

match for one grammar and all matches for the whole of 
grammars (Fig. 4).

To classify opinions in journalistic texts, we create anno-
tations (+Opinion = positive or +Opinion = negative) on 
the subjective segments in the corpus, as shown in Fig. 3 
(subgraphs in yellow).

Negation plays an important role in sentiment analysis as 
it can completely reverse the meaning of the sentence. Tak-
ing into account the specificities of Arabic and its various 
negation’s prepositions comparing with Latin languages 
(English and French), we considered each subjective adjec-
tive preceded by negation preposition (  is not) as a 
subjective compound adjective expressing its reverse polar-
ity. In other words, the grammar can recognize the negative 
adjective ( , dictator) and the negative compound 
adjective ( , not dictator). Similarly, we use the 
prefix ( , not) for nouns negation. We also have consid-
ered a whole subjective verbal phrase that is preceded by 
the verbal negation preposition ( , not) as a phrase express-
ing its reverse polarity.

Fig. 3   Local grammar “opinion verbs as triggers“
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Our system is able to extract and classify the expressions 
of opinion in journalistic texts and identify their different 
variables.

4 � Evaluation

Data were collected using a program of online extract-
ing regular journalistic texts. Then, the texts are analyzed 
using NooJ’s linguistic engine. The studied corpus is 
composed of a set of journalistic articles published dur-
ing the period between 05/12/2013 and 12/08/2013: At 
this time we loaded 1000 articles from different Arabic 
web media.

Traditionally, the scoring report compares the answer 
file with a manually annotated file. The system was evalu-
ated in terms of the complementary precision and recall 
metrics. Briefly, precision evaluates the noise of a system 
while recall evaluates its coverage. These metrics are often 
combined using a weighted harmonic called the F-measure.

4.1 � Challenges of Arabic language processing using 
NooJ

Compared to the big amount of available resources and lex-
icons in Latin languages, particularly English, the Arabic 
sentiment analysis domain is still immature. Unfortunately, 
the lack of Arabic opinion mining resources that are pub-
licly available makes the progress of sentiment analysis in 
this language very difficult.

Several obstacles make the analysis of Arabic text-
structures so complicated: the high inflectional nature 
(uses internal patterns for its grammatical processes), the 
agglutinated form of pronouns and prepositions, the variant 

sources of ambiguity (unvowled journalistic texts, rich met-
aphoric script), the dual forms for pronouns and verbs, and 
the absence of the upper case in the beginning of named 
entities. These specificities of Arabic language represent 
the most challenging problems for Arabic NLP researchers.

Finally, another important limitation regarding Ara-
bic sentiment analysis field may result from the fact that 
the absence of a robust general grammatical structures of 
Arabic opinion phrases makes it difficult to extract opinion 
sentences hence harden the extraction of its variables. Ara-
bic expressions in news articles are generally so long.

4.2 � Evaluation of electronic dictionaries

To test the lexical coverage of our dictionary, we launch 
the linguistic analysis of our corpora. The linguistic analy-
sis shows that the corpus contains about 57,957 different 
forms in which we have recognized about 57,303 forms 
(654 unknown forms). In other words, the result of lexical 
analysis shows that the vocabulary of the corpora is recog-
nized to 98.3% by our lexical and morphological resources. 
In fact, the non-recognition is due to two main reasons or 
the absence of certain words in our dictionaries or the fre-
quent mistakes in journalistic texts. For example:

•	 False vocalization of words such as (misplaced vowels);
•	 Common typographical errors such as confusion 

between Alif and Hamza or the substitution of ( ) and 
( ) at the end of the word;

•	 The false writing of Hamza ( , they arrived);
•	 The addition or omission of a character in a word;
•	 The lack of white between two terms as ( , and this);
•	 The transcription of foreign names. (  David);
•	 Neologisms such as ( , Diploma) (twitter, ).

Fig. 4   Opinion mining syntac-
tic grammar (67 subgraph)
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4.2.1 � Discussion

The recognition rate in the corpus is high. This shows that 
the developed resources El-DicAr in the thesis of (Mes-
far 2008) as well as our specialized political lexicons are 
rich and wide. They can probably cover the journalistic 
discourse used in articles. This will ensure a maximum of 
lexical recognition for our opinion mining system.

4.3 � Evaluation of the NER grammar

To evaluate our NER local grammars, we analyze our cor-
pus to extract manually all the named entities (the whole 
named entity’s sentence is considered: name of the per-
son and his function). Then, we compare the results of our 
system with those obtained by our manual extraction. The 
application of our local grammar gives the following result 
(Table 4):

The table above presents the recall and precision and 
F-measure obtained by the application of the NER gram-
mar on our corpus. It is clear that we have reached a 

reasonable result of recognition with 0.81 F-measures. This 
result is encouraging given the rate achieved by the systems 
participating in MUC. In fact, in our system, we consider 
only the information completely extracted (named entities 
and their functions).

In the figure below there are several sources for error. 
The main error is the bad formalization of the recogni-
tion rules. Concerning the silence in our NER module, it 
is often due to the absence of some recognition rules; naive 
indices (upper case) and triggers. This explains why the 
rate of recall is low 0.77%. Other reasons, we can men-
tion the obstacle of the transcription into Arabic language 
(different variants of a single word). The application of the 
NER grammar gives the results below.

As we see in the correlation table, the grammar is able to 
extract the name of the political entity as well as his func-
tion (job) (Fig. 5).

This is an example of an annotation generated by our 
system as shown in the figure below (the example circled 
in bold red):

Table 4   ENAMEX grammar 
experiments on our corpus

Precision Recall F-measure

0.86 0.77 0.81

Fig. 5   ENAMEX + PERS’s 
correlation table
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4.3.1 � Automatic annotation

4.3.2 � Translation of the matching sequence

The departed President Al Hbib Bourguiba.

4.3.3 � Translated annotation

/<ENAMEX + Pers + Présidents +F = The departed Presi-
dent +N = Al Hbib Bourguiba>.

4.3.4 � Discussion

Despite the problems (circled in red) described above and 
the Arabic language specificities, the used techniques seem 
to be adequate and display very encouraging recognition 
rates. Indeed, a minority of the rules may be sufficient 
to cover a large part of the patterns and ensure coverage. 
However, many other rules must be added to improve the 
recall.

4.4 � Evaluation of the opinion mining grammar

To evaluate our opinion mining local grammars, we 
also analyze our corpus to extract manually the opinion 

sequences and expressions related to the political actors. 
Then, we compare the results of our system with those 
obtained by our manual extraction. The application of our 
local grammar gives the following result (Table 5):

According to these results, we have obtained an accept-

able identification of political opinion sentences. Our 
evaluation showed 0.83  F-measure. We note that the rate 
of silence in the corpus is low, which is represented by the 
recall value 0.77. This is due to the fact that this assessment 
is mainly based on the results of the NER module. There-
fore, we can say that some cases of silence in the corpus are 
due to silence at the module named entity recognition. It is 
very important to note that journalistic texts of our corpus 
are heterogeneous and extracted from different resources. 
For this reason, we find an infinite structure of sentences 
expressing opinions. Another major source of uncertainty 
is the absence of some recognition rules of a given struc-
ture. The application of the opinion mining local grammar 
produces the results below (Fig. 6).

This is an example of an annotation generated by our 
opinion mining system as shown in the figure below 
(Fig. 6):

Table 5   Opinion mining 
grammar experiments on our 
corpus

Precision Recall F-measure

0.92 0.77 0.83

Fig. 6   ENAMEX + PERS’s 
concordance table
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4.4.1 � Automatic annotation

4.4.2 � Translation of the matching sequence

The Current President Jacob Zuma has praised the previous 
President of South Africa Nelson Mandela.

4.4.3 � Translated annotation

/<ENAMEX + Opinion = positive + Structure = Ver-
bal + OpinionHolder = Jacob Zuma + Target = Nelson 
Mandela + FonctionTarget = previous President of South 
Africa>.

As shown in the correlation table and the example 
below, our developed syntactic resources are able to distin-
guish and identify all the opinion elements:

•	 The opinion target: can only be a political actor (recog-
nizable through grammar ENAMEX + PERS).

•	 The opinion holder: can be a political 
actor (ENAMEX + PERS), an organization 
(ENAMEX + ORG), a country (N + LOC) or other 
sources of opinion holders such as ( , the people) 
( , protesters) ( , citizens).

•	 Features: we identified a few explicit features associated 
with political features such as ( , the army 
of Bashar al-Asad), ( , the system of Bashar 
Al-Asad) ( , supporters of Bashar al-Asad).

•	 The polarity of opinion: we classified the extracted 
opinion sentences using annotations: =  Positive Opin-
ion for positive sentences and =  negative for negative 
sentences.

•	 Intensity of opinion: we distinguished between adverbs 
of intensity and frequency adverbs that come to rein-
force or reduce the degree of polarity. Then, we anno-
tated and classified adverbs of intensity and frequency 
according to their intensity (+Intensity = HIGH, +Inten-
sity = LOW...)

•	 The political function of the opinion target.

In fact, the target of the opinion and polarity are two 
obligatory variables for the categorization and classifica-
tion of an opinion sentence. The other variables are com-
plementary and optional depending on the structure of the 
opinion sentence. We note that in our system, it is useful to 
implement the task of identifying the source of the opinion 
(which can be a person or organization).

By visualizing the extracted terms in concordance tables 

after the application of our syntactic grammars, we see the 
emergence of some false sequences. This is due to:

•	 Problems related to the procedure for recognition of 
named entities;

•	 Problems related to ambiguity of Arabic language (jour-
nalistic texts are usually unvowled);

•	 A word can be both a personal name and an entry in our 
lexicon of opinion. This can lead the system to extract 
noisy information (noise).

4.4.4 � Discussion

Errors are often due to the complexity of opinion sentences 
and the presence of the agglutinated form of pronouns and 
prepositions in Arabic language that can restrain recogniz-
ing opinion expression’s structures. The errors are due also 
to the absence of some structures in our system (and in the 
learning corpus). In fact, the Arabic sentences in news arti-
cles are usually very long, which set up obstacles for opin-
ion mining analysis. Despite the problems described above, 
the developed method seems to be adequate and shows very 
encouraging extraction rates. However, other rules must be 
added to improve the result.

5 � Conclusion and perspectives

Information, thoughts and opinions are shared prolifically 
on the social web these days. Tracking these opinions in 
web contents using NLP tools has become a crucial step in 
order to make sense of all the information that could influ-
ence the public’s choices.

Through this paper, we have described a new method of 
political opinion mining system.

With this system, we have successfully analyzed senti-
ment in Arabic language and achieved its main tasks; the 
development of Arabic subjectivity linguistic resources 
and lexicons, the opinion polarity identification, Opinion 
elements identification task. Our experiments showed that 
the adopted method of extraction is consistent. We have 
also developed a system allowing the identification of NEs 
(organizations and political actors) in Arabic texts.

More broadly, research is also needed to compress the 
long sentences in news articles, which can set up obstacles 
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for further opinion mining steps. Sentence compression is 
the task of producing a brief summary at the sentence level.

6 � Apppendix

See Table 6.
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Table 6   NooJ’s syntactic categories

Syntactic codes
 <ADJ> Adjective
 <V> Verb
 <N> Noun
 <ADV> Adverb
 <CONJ> Conjunction
 <PREP> Preposition
 <PREF> Prefix
 <PRON> Pronoun
 <REL> Relative pronoun
 <PART> Particle
 <E> Empty character
 <P> Ponctuation sign

Inflectional codes
 <s> Singular
 <p> Plurial
 <m> Male
 <f> Female

Semantic codes
 <LOC> Location
 <Nationalite> Nationality
 <ENAMEX + ORG> Organisation named entity
 <ENAMEX + PERS> Person named entity
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