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Abstract This paper investigates the feed forward back

propagation neural network (FFBPNN) and the support

vector machine (SVM) for the classification of two

Maghrebian dialects: Tunisian and Moroccan. The dialect

used by the Moroccan speakers is called ‘‘La Darijja’’ and

that of Tunisians is called ‘‘Darija’’. An Automatic Speech

Recognition System is implemented in order to identify ten

Arabic digits (from zero to nine). The implementation of

our present system consists of two phases: The features

extraction using a variety of popular hybrid techniques and

the classification phase using separately the FFBPNN and

the SVM. The experimental results showed that the

recognition rates with both approaches have reached

98.3 % with FFBPNN and 97.5 % with SVM.

Keywords Maghrebian dialect recognition � Feed forward

back-propagation neural network (FFBPNN) � Support
vector machines (SVM) � Principal component analysis

(PCA)

1 Introduction

Arabic is the sixth most widely spoken language in the

world. It is the language of over 24 countries and spoken by

more than 3000 millions of speakers. In Arabic language,

we distinguish three varieties. The Classical Arabic (CA),

which is the language of the Curran, the Modern Standard

Arabic (MSA), usually used in media and studied at school,

and the dialect.

There are two major groups in Arabic dialect (AD): the

western AD (Maghreb or North Africa) and the eastern one

(Levantine Arabic, Gulf Arabic and Egyptian Arabic). In

this study, we focus on the dialect of two Maghrebian

countries: Tunisia and Morocco. The dialect is the daily

spoken language which is different from CA and modern

Arabic. The principal Tunisian AD called ‘‘Darija’’ and

sometimes ‘‘Tounsi’’ has two important forms, which are

the urban dialect and the rural dialect. There are also some

regional variations in these dialects: The variety of Tunis

region, the Sahelian variety, the Sfaxian, etc.

The Moroccan Arabic is characterized by the competi-

tion of Arabic, Berber and French. Moroccan dialect con-

sists especially of Darija AD (Cobert 2003) and Tamazight

(Berber dialect) (Amour et al. 2004; Boukous 1998) dis-

tinguished five main dialect varieties in Morocco: The

urban speaking called (Mdini), the mountain speaking

called (Jebli), the bedouin talks called (arubi, bedwi), the

Hassane variety that is called (aribi). The diversity of

dialects in Maghreb is related to the presence of the French

language, which is the language of the old colonial power

and the existence of Substratum Berber.

The aforementioned dialects are significantly different

from MSA on all linguistic levels and from the point of

view of vocal or transcription forms. We distinguish the

absence of the contingencies endings, modification of the
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paradigm of the conjugation, different order of words in the

sentence, the use of terms borrowed from western lan-

guages (Hamdi 2007). Moreover, several informal tran-

scription forms of AD are today observed. Users of AD

online write in different scripts (Arabic, Romanizations

interspersed with digits), they also sometimes write

phonemically. Similar to other languages (not unique to

AD) in these informal genres, we observe rampant speech

effects such as elongations and the use of emoticons within

the text which compounds the problem further for pro-

cessing AD (Dasigi and Diab 2011). Our paper is moti-

vated by the crucial complexity of AD and presents an

initial attempt at classifying Moroccan and Tunisian

Dialects.

This paper is organized as follows: In Sect. 2, we shed

some lights on basic related works. In Sect. 3, we describe

some theoretical backgrounds. The suggested methodology

is detailed in Sect. 4, while Sect. 5 describes experimental

results. The main results are discussed in Sect. 5. Finally,

conclusion is given in Sect. 6.

2 Related works

Most studies and processing tools for Arabic language

classification are designed for MSA and a little researches

addressed AD classification because it is an under

resourced language (Lack of experimental corpora for

Maghrebian dialect). What follows is a literature review of

previous works examining ADs identification and classifi-

cation. Previously (Barkat-Defradas et al. 2004) were

interested in identifying two ADs: Middle-east Arabic and

Maghrebian Arabic based on phonetic, phonologic and

rhythmic features. Their work was carried out in two

methods: perceptual identification and automatic identifi-

cation. During the perceptual experience the two dialects

were distinguished in two geographic zones with 98 %

performance. The automatic identification was performed

by the automatic detection of vowel segments, the Fre-

quency cepstral coefficients (MFCC and DMFCC), the

derivative of energy, the duration of vowel segments and

finally by a pseudo-syllables representation. In this case,

the system realized a classification rate by vowel and by

rhythm parameters of 82 and 73 % respectively. It con-

cluded that the distribution of the vowels in the acoustical

space, the ratio of long vowels by short vowels and the

rhythm were of primordial importance in dialect

discrimination.

Alorifis and et al. utilized a combination of the MFCC,

DMFCC, energy and an ergodic HMM to build an AD

identification system focusing on two major Dialects:

Egyptian dialect and Gulf dialect (Alorifis 2008). The

identification system reached a result of 96.67 % correct

identification. In another research developed by (Sadat

et al. 2014), it is a comparative study to identify ADs of

eighteen Arabic countries based on social media texts. Two

methods were used: The character n-gram Markov lan-

guage models and the naı̈ve Bayes classifier using three

n-gram models, uni-gram, bi-gram and tri-gram. Firstly it

was shown that naı̈ve Bayes classifier performs better than

n-gram Markov models, secondly with naı̈ve Bayes clas-

sifier based on character bi-gram model, more accurate

results were obtained than with other classifiers (uni-gram,

bi-gram) and provides an F-measure of 80 % and an

accuracy of 98 %.

Biadsy and et al. showed in their paper that four Arabic

colloquial ADs (Gulf,Iraqi, Levantine and Egyptian) and

MSA can be distinguished using a phonotactic approach

with a good accuracy (Hirschberg and Habash 2009). They

employed a parallel phone recognizer (PRLM), and found

that the most distinguishable dialect among the five vari-

ants considered here is MSA (F-measure is always above

98 %). Egyptian Arabic is second (F-measure 90.2 %)

followed by Levantine (F-measure of 79.4 %).

Habash and et al. presented CODA, a Conventional

Orthography for writing AD (Habash et al. 2009). Pasha

and et al. presented ‘‘MADAMIRA’’ (Pasha et al. 2014), a

system for morphological analysis and disambiguation of

AD that combine the best aspects of two systems. The first

is ‘‘MADA’’ (Habash et al. 2013), which adopts a mor-

phological analyzer for MSA written texts and apply SVM

and N-gram models to produce a prediction per word for

different morphological features. The second is ‘‘AMIRA

which is a written text analyzer that takes mainly a multi-

step approach to tokenization, part-of-speech tagging and

lemmatization (Diab et al. 2007).

A supervised system with a Naı̈ve Bayes classifier was

implemented for performing identification between MSA

and Egyptian Arabic dialect (EAD) based on sentences

level. This system uses two kinds of features: Core Fea-

tures and Meta Features to train the classifier to predict the

sentences labels of an input text. The obtained results

reached 85.5 % of correct identification (Elfardy and Diab

2103).

Dasigi and et al. built a system, which is called

CADACT to identify orthographic variations in AD texts

by clustering the similar strings (Dasigi and Diab 2011).

Three basic similarity measures were used: String based

Similarity as direct Levenshtein Edit Distance; string based

similarity biased edit distance; and contextual string simi-

larity. To measure the performance of this system, two

ADs were targeted: Egyptian Arabic dialect (EAD) and

Levantine Dialect. The system achieved the highest

Entropy of 0.19 for Egyptian (corresponding to 68 %

cluster precision) and Levantine (corresponding to 64 %

cluster precision) respectively.
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H. Bǒril and al investigated the Arabic language iden-

tification (LID) and AD identification (DID) using two

corpora (Boril et al. 2012). The first one contains Con-

versational Telephone Speech (CTS) collections of ADs

distributed through the Linguistic Data Consortium (LDC)

and the second was an in house pan-arabic corpus. Their

work is conducted in two parts: The first was concerned by

analyzing channel and noise characteristics of the already

mentioned corpora. It was found firstly that these charac-

teristics are unique and fairly distinctive for each dialect

corpus, secondly silence regions were found to be sufficient

information for DID with 83 % average accuracy. In the

second part of the study, a phonotactic recognition system

is introduced where 9 non-Arabic phone recognizers and 4

SVM classifiers were tested on the two aforementioned

corpora. In this case, the system realized 14.5 and 32.3 %

average error rates for the LDC’s and Pan-Arabic corpora

respectively (Boril et al. 2012).

Lachachi and et al. presented two approaches based on

SVM multi-class for reducing the Universal Background

Model in the automatic dialect identification system (Nour-

Eddine and Abdelkader 2015). The approaches were tested

on five Maghrebian dialects of spontaneous conversation

and the results are compared to those of the base line

system. The results proved that both approaches realized an

improvement of dialect identification, an absolute precision

of 80.49 % for the first and 74.99 % for the second.

3 Theoretical background

3.1 Features extraction phase

To extract the relevant information, minimize noise and

remove redundancy from the speech, feature extraction

methods are needed. These methods can be used separately

or jointly such as: The perceptual linear prediction and its

first order temporal derivative (PLP and DPLP), the relative
spectral perceptual linear prediction (Rasta-PLP), the Mel

frequency cepstral coefficients and its first order temporal

derivative (MFCC and DMFCC). Besides, to reduce

dimensionality by preserving the main intrinsic information

in the speech signal, the obtained features were followed

separately by vector quantization of Linde-Bruze and Gray

(VQLBG) and by principal component analysis (PCA).

3.1.1 The mel frequency cepstral coefficients (MFCCs)

The MFCCs are dominant in speech recognition areas; this

feature extraction technique uses a non-linear frequency

scale which is the Mel scale in order to simulate the fre-

quency response of the human auditory system. MFCCs are

based on known variation of the human ear’s critical

bandwidth with frequency (Price and Sophomore student

2005; Lindasalwa et al. 2010). It is a psychoacoustic

measure of pitches judged by human that is linear in bot-

tom of 1000 Hz (Semet and Treffo 2002) and logarithmic

above. The MFCCs provide a compact representation of

the given speech signal.

We describe as follows the different steps used to extract

the MFCCs features from the ten Arabic digits from zero to

nine.

3.1.1.1 Pre-emphasis Each signal corresponding to each

digit is pre-emphasized to increase the contribution of the

high frequencies in the speech signal.

3.1.1.2 Windowing In this stage, the pre-emphasized

signal is divided into frames of 25 ms and multiplied by an

overlapped sliding Hamming window with an overlapping

step of 10 ms to avoid leakage and spectral distortion at the

beginning and at the end of each frame. The Hamming

window is given by:

hðnÞ ¼ 0:54� 0:46 cos p
2pn
N � 1

� �
if 0� n�N � 1

0 otherwise

8<
:

ð1Þ

where N is the number of samples in the window.

This window was chosen since it generates lesser

oscillations than other windows and has reasonable side

lobe and main lobe characteristics which are required for

the DFT computation. The hamming window has effec-

tively better selectivity for large signals and is commonly

used is speech processing (Hassine et al. 2015).

3.1.1.3 Discrete Fourier transform (DFT) DFT is used to

convert each frame of N samples from the time domain to

the frequency domain, which yields to the signal spectrum.

3.1.1.4 Mel filters bank Since the frequencies range

obtained in the previous step is wide, a filter bank in the

Mel scale is built to pass the speech signal through it and to

avoid huge calculations. The Mel filters bank are series of

overlapped triangular filters which are built in such a way

that the low boundary of a filter is situated at the center of

the previous filter and the upper boundary is at the next

filter.

3.1.1.5 Discrete Cosine transform (DCT) In this step the

discrete Cosine transform is done which yields to the Mel

Cepstral coefficients.

3.1.1.6 The first-order temporal derivative coefficients of

MFCCs (DMFCCs) DMFCCs are also known as
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differential coefficients. They correspond to the trajectories of

the basicMFCCs coefficients over the time (Srinivasan 2011).

To calculate the delta coefficients, the following formula

is used:

di ¼
PN

n¼1 nðCnþi � Cn�iÞ
2
PN

n¼1 n
2

ð2Þ

where di is the delta coefficient at frame i computed in

terms of the corresponding basic Cepstral Coefficients cn?I

to cn-i. A typical value for N is 2.

3.1.2 Perceptual Linear prediction coefficients (PLP)

Perceptual Linear prediction (PLP) coefficient is another

feature extraction technique which emulates the human

auditory system and uses a Bark scale which is different

from the Mel scale used in MFCCs. There are three main

concepts behind PLP (Gunawan and Hasegawa-Johnson

2001). They are critical band frequency

The following steps describe the computing of PLP

coefficients:

The three first steps are similar to that of the MFCCs, the

difference here is the use of a filter bank in Bark scale

instead of Mel scale and the remaining steps are:

3.1.2.1 Equal-loudness curve The role of equal-loudness

curve is to approximate the sensitivity of human hearing at

various different frequencies.

3.1.2.2 Intensity-loudness power law In this step the non-

linear relationship between signal intensity and perceived

loudness is applied (Hermansky 1990).

3.1.2.3 Inverse discrete Fourier transform (IDFT) and

Cepstral analysis Here, an inverse discrete Fourier

transform (IDFT) is applied to the result found in the

previous stage and then Levinson-Durbin Algorithm is

applied to the obtained result to compute the linear pre-

diction coefficients (LPC). These will be converted to PLP

cepstral coefficients (Antoniol et al. 2005).

3.1.2.4 The first-order temporal derivative coefficients of

PLPs (DPLPs) The PLP feature vector describes only the

power spectral envelope of a single frame, however dif-

ferential coefficients give information about the dynamic

evolution of the PLP coefficients over the time. DPLPs
coefficients are computed similarly as in Eq. 1.

3.1.3 Principal component analysis (PCA)

The principal component analysis technique is used for

reducing dimensionality of the obtained features by

conserving the intrinsic original information. We used PCA

as a modeling tool of the extracted features because it is a

simple, non-parametric method of extracting relevant

information from confusing data sets. Here our purpose of

using PCA is to facilitate the recognition since this tech-

nique allows us to represent each letter by a minimum

number of vectors (Shlens 2003).

In practice and to apply PCA, we follow the steps below:

• Calculate the covariance matrix of the features on

which we will apply PCA;

• Find the eigenvectors of the obtained covariance matrix;

• Extract diagonal of matrix as vector;

• Sort the variances in decreasing order;

• Project the original data set.

3.1.4 Vector quantization (VQ)

Vector quantization is a process of mapping vectors from a

vector space to a finite number of regions in that space.

Here the LBG algorithm is used and implemented by the

following recursive procedures:

1. Design a 1-vector codebook: this is the centroid of the

entire set of training vectors (hence, no iteration is

required here).

2. Double the size of the codebook by splitting each

current codebook Yn according to the rule:

Yþ
n ¼ Ynð1þ eÞ

Y�
n ¼ Ynð1� eÞ

Where n varies from 1 to the current size of the

codebook, and e is a splitting parameter (we choose

e = 0.01).

3. Nearest-Neighbor Search: for each training vector, find

the codeword in the current codebook that is closest (in

terms of similarity measurement), and assign that

vector to the corresponding cell (associated with the

closest codeword).

4. CentroidUpdate: update the codeword in each cell using

the centroid of the training vectors assigned to that cell.

5. Repeat steps 3 and 4 until the average distance falls

below a preset threshold

6. Repeat steps 2, 3 and 4 until a codebook size of M is

designed (Ameen et al. 2012).

3.2 Recognition phase

In the recognition phase, we have used two methods based

on feed-forward back propagation neural networks

(FFBPNN) and the support vector machine (SVM).
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3.2.1 Neural network

The FFBPNN is the most popular Multilayer architecture

used for automatic speech recognition. It is formed by an

input layer (Xi), one intermediary or hidden layer (HL) and

an output layer (Y). A weight matrix (W) can be defined

for each of these layers.

This artificial neural network topology can solve classi-

fication problems involving non-linearly separable patterns

and can be used as a universal function generator (Haykin

2009). Important issues in MLP design include specification

of the number of hidden layers and the number of units in

these layers. The number of input and output units is defined

by the problem (there may be some uncertainty about pre-

cisely which inputs to use) (Venkateswarlu et al. 2011).

3.2.2 The support vector machine (SVM)

The support vector machine is a statistical method for super-

vised binary classification (Yu and Kim 2012) based on two

notions: The margin maximization and the kernel functions.

The margin is the distance between the separation border of

the two classes and the nearest samples called the support

vector machines. When the problem is linearly separable the

SVM algorithm searches the optimum hyperplan which sep-

arates the two classes, while in non linearly ones it uses a

kernel function to project data in a high dimension space

where they become linearly separable. The SVM is used in

numerous learning problems, particularly in speech recogni-

tion, face recognition, bioinformatics andmedical diagnostics

(Burges 1998; Smola and Scholkopf 1998).

Mathematically the SVM consists of building a function

f which corresponds to an output

y ¼ �1; 1f g for each input X 2 <d

f : <d ! �1; 1f g
X ! y

So a discrimination function h is obtained by linearly

combination of an input vector X ¼ ðx1; x2; . . .xdÞ.
hðXÞ ¼ wX þ b ð3Þ

Where w is a vector perpendicular to the hyperplan,b is a

bias vector and hðXÞ is the hyperplan equation.

The class of X is determined by the sign of hðXÞ, if
hðXÞ� 0 then X 2 class ?1 otherwise.

X 2 class� 1.

4 Methodology

The methodology of our work is performed in the fol-

lowing steps:

4.1 Speech recording and preprocessing

For the speech corpus, we choose the ten digits from zero

to nine. The recording was realized in suitable conditions

where professional acoustical materials were used. A dig-

ital mixing console (Studer on air 2000 M2), a dynamic

microphone (MD 421) and a professional software (Sound

Forge 6.0). The speech was recorded in Mono wave files, at

a sampling rate of 44100 Hz and coded in 16 bits.

Since AD is under-resourced language, we prepared a

proper corpus: where eight speakers: four Tunisians (2

males and 2 females) and four Moroccans (2 males and 2

females) pronounced the ten digits five times in their cor-

responding dialects (Tunisian or Moroccan dialect). The

speech signal of each digit was stored in a proper wave file.

A trial consists in pronouncing all the digits by one speaker

one time, so each speaker participates in the present corpus

by five trials, hence the digits corpus involves 40 trials

which counts 400 wave files. The training corpus was built

by 80 % of the entire digits corpus. The test corpus con-

sisted of 20 % of the entire digits corpus which have not

been in the training corpus. The validation corpus repre-

sents 20 % of the entire digits corpus and it involves data

which have been in the training corpus.

Table 1 describes the SAMPA phonetic transcription of

the ten digits in Tunisian and Moroccan dialects.

4.2 Applying the features extraction techniques

After pre-emphasizing the speech signal of each digit, the

already mentioned feature extraction techniques were

applied using two hybrid techniques: Mel Frequency

Cepstral Coefficients or Perceptual Linear Prediction fol-

lowed by their first temporal derivative

(MFCC ? DMFCC) and (PLP ? DPLP). In this stage a

matrix of features including 26 lines and a variant column

number is obtained for each digit speech signal. In order to

reduce dimensionality of these features and redundancy by

Table 1 SAMPA phonetic

transcription of the digits in

both dialects

Digits Tunisia Morocco

0 sfir sifr

1 wa:Xid waXd

2 Tni:n zuz

3 tla:Ta tlata

4 ?arb?’a Rb?’a

5 xamsa xamsa:

6 Sitta Stta

7 Sab?’a Sb?’a

8 Tmanja tmnja

9 Tis?’a Ts?’ud
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conserving the intrinsic information, the Vector Quantiza-

tion algorithm of Linde-Bruze and Gray (LBG) and the

principal component analysis technique (PCA) were used

separately. Finally, the obtained vectors were concatenated

in order to represent each digit with one vector only.

4.3 Applying FFBPNN

The features already found (in the feature extraction sec-

tion) were stored in a matrix which is then composed of

vectors corresponding to all the digits (one vector for each

digit). The latter matrix was provided to the neural network

as an input. In our work, FFBPNN has been trained in

supervised mode. We used the binary code of 7 bits:

(1,000,000) as a Target for all the vectors that represent the

Tunisian dialect and a code of (0,100,000) for that of the

Morrocan dialect. We chose a number of neurons between

70 and 90 and the Tangent sigmoid ‘‘TanSig’’ activation

function for the hidden layer. For the output layer, we

chose seven neurons and the logistic sigmoid ‘‘LogSig’’

activation function. The learning algorithm was stochastic

gradient descent and the used epochs have been varied

between 23 and 41. The performance function is mean

square error (MSE) and the training function is that of

Levenberg–Marquardt ‘Trainlm’. The remaining parame-

ters are taken by default.

A MATLAB Neural Network Toolkit has been used.

The feed-forward N-layer NN is created by newff

MATLAB command (2006).

4.4 Applying SVM

In this stage, OSU-SVM toolbox for matlab is applied. It

uses the algorithms of the package LIBSVM of Chih-Jen

Lin and Chih-Chung Chang (Chang and Lin 2004). These

routines are coded in C?? and OSU-SVM toolbox is used

through Malab MEX libraries, which allows for greater

speed calculation and better memory management.

OSU-SVM includes some Matlab functions which are

easy to use, such as functions for learning. In this section,

the radial basic function kernel RBFSVC is used. This

function described by the following equation:

RBFSVCðU;VÞ ¼ e�c U�Vj j2 ð4Þ

U;V are two vectors and c is a constant.

RBFSVC takes as inputs, the digits features, the corre-

sponding labels,c and the parameter C which controls the

‘‘trade-off’’ between classification error and the security

margin.

OSU-SVM includes some other functions which are

used in this work respectively after RBFSVC.

– The test function SVMTest, which provides the clas-

sification rate and the confusion matrix for every

classification process.

– The classification function SVMClass, which takes the

digits features and some parameters as inputs and

provides a vector of labels corresponding to the

classification result.

The features used in the training phase consist of 160

vectors corresponding to the Tunisian dialect and labeled

by ‘‘1’’ and 160 other vectors to the Moroccan dialect

labeled by ‘‘-1’’, meanwhile the features in the test phase

consists only of 40 vectors for each dialect labeled by ‘‘1’’

and ‘‘-1’’ respectively for the Tunisian and the Moroccan

dialect.

5 Results and discussion

Our work is conducted in two experiments where features

extraction and classification were implemented in Matlab

Software 7. In the first experiment, the classification was

realized using FFBPNN. We let Matlab program prepared

for our classification system running until one of the known

multi-layer perceptron (MLP) stop criteria is reached. We

notice then each time the corresponding error rates.

The stop criteria imply training stops early when any of

these conditions occurs:

– The maximum number of epochs (repetitions) is

reached.

– The maximum amount of time for training the

FFBPNN is exceeded.

– The Performance is minimized to the goal.

Table 2 Classification performance with FFBPNN

Techniques Training error (%) Validation error (%) Test perf. (%) Rec. time (s) Epochs

PLP ? DPLP ? PCA ? FFBPNN 139.223e-016 214.80-017 98.18 7159.920543 38

MFCC ? DMFCC ? PCA ? FFBPNN 753.987e-015 815.53e-015 96.94 7287.829331 41

PLP ? DPLP ? VQLBG ? FBPNN 264.782e-014 1.1669e-014 98.30 3628.540361 23

MFCC ? DMFCC ? VQLBG ? FFBPNN 0.00446429 0.0018 97.07 5000.895744 31

Bold value indicates the best performance obtained by using these techniques
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– The performance gradient falls below minimal gradient

(min_grad).

– ‘‘mu’’ exceeds mu max, where mu is the learning rate.

– The validation performance has increased more

than max_fail times since the last time it decreased

(when using validation).

The parameters maximum number of epochs, maximum

amount of time, goal, min_grad, mu max and max_fail

time are chosen by the user.

During the whole experiment, we noticed that PLP

followed firstly by D PLP and secondly by VQLBG has

realized the best classification rate which is 98.30 %. PLP

followed firstly by DPLP and secondly by PCA has

occupied the second order in term of performances with

98.18 % classification rate. the stop criterion was ‘‘reach-

ing min_grad’’.

In Table 2, the training error, the validation error, the

test performance (classification success) and the computa-

tional time (Rec.time) taken by the FFBPNN are presented

with each hybrid technique.

In Fig. 1, the different lines blue, green and red corre-

spond respectively to training error, validation error and

test error.

In the second experiment, the automatic classification

was realized by SVM. The best classification rate has been

obtained by PLP followed firstly by D PLP and secondly by

PCA with 97.5 %. In this experiment, PCA proved to be

better than VQLBG which realized 81.25 % classification

rate.

Fig. 1 Error rate curves with PLP, deltaPLP, VQLBG and FFBPNN

Table 3 Classification results of the dialects with hybrid techniques and SVM

Techniques Classification rate (%) Confusion matrix Classification time (s)

PLP ? DPLP ? PCA ? SVM 97.50 0:9500 0:0500
0 1:0000

� �
0.073080

MFCC ? DMFCC ? PCA ? SVM 90.00

0:8750 0:1250
0:0750 0:9250

� � 0.059511

PLP ? DPLP ? VQLBG ? SVM 81.25

0:7500 0:2500
0:1250 0:8750

� � 0.059677

MFCC ? DMFCC ? VQLBG ? SVM 85.00 0:85000:1500

0:15000:8500

" #
0.067487

Bold value indicates the best performance obtained by using these techniques

Table 4 Performance evolution

depending on c and C
C 21 22 23 24 25 26 27 28 29 210 211 212

c 2-1 2-2 2-3 2-4 2-5 2-6 2-7 2-8 2-9 2-10 2-11 2-12

Perf. % 65.00 81.25 93.75 95.00 96.25 95.00 95.00 95.00 95.00 97.50 90.00 88.75

Fig. 2 Classification curves of the two dialects with

PLP ? DPLP ? PCA ? SVM
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In Table 3, the classification rate, the confusion matrix

and the classification time for each hybrid technique are

shown.

c and C were tested in the range indicated in the Table 4

by using hybrid techniques PLP, DPLP and PCA. For the

other used hybrid techniques, we obtained almost the same

evolution of the performances.

Here we chose c ¼ 2�10 : C ¼ 210 because these values

realized the best performance.

In Fig. 2, the result of classification after applying

SVMClass is represented. The curve in blue color repre-

sents the original labels provided to SVM: labels for

Tunisian dialect (the first 40 vectors) are represented by

�-1� and that of Moroccan (to the second 40 vectors) by

�-1�. The found labels after applying SVM are repre-

sented by a red color.

The results mentioned in both previous tables prove that

FFBPNN is better than SVM in term of performance with a

greater computational time. The computational time was

equal to 0.073080 s when using SVM and 3628.540361 s

when using FFBPNN. It is worth mentioning that our

system has realized satisfactory results with both classifi-

cation techniques.

6 Conclusion and future work

In this paper, we proposed a Maghrebian dialect classifi-

cation system based on hybrid recognition techniques for

feature extraction and separately FFBPNN then SVM for

classification phase. The reached classification rates were

98.3 and 97.5 % with FFBPNN and SVM respectively.

FFBPNN outperformed SVM in term of performance but

with a higher computational time. Moreover, we noticed

that PLP followed by DPLP has realized the best perfor-

mance with either FFBPNN or SVM. In the future, we are

planning to expand our database in order to cover many

ADs, extend our work for continuous AD classification and

use more advanced techniques such as gammatone filter

cepstral coefficients (GTCC), Gammachirp filter and

Boosting Algorithm.
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