
Semantic similarity based approach for reducing Arabic texts
dimensionality

Arafat Awajan1

Received: 19 February 2015 / Accepted: 28 May 2015 / Published online: 9 June 2015

© Springer Science+Business Media New York 2015

Abstract An efficient method is introduced to represent

large Arabic texts in comparatively smaller size without

losing significant information. The proposed method uses

the distributional semantics to build the word-context

matrix representing the distribution of words across con-

texts and to transform the text into a vector space model

(VSM) representation based on word semantic similarity.

The linguistic features of the Arabic language, in addition

to the semantic information extracted from different lexi-

cal-semantic resources such as Arabic WordNet and named

entities’ gazetteers are used to improve the text represen-

tation and to create word clusters of similar and related

words. Distributional similarity measures have been used

to capture the words’ semantic similarity and to create

clusters of similar words. The conducted experiments have

shown that the proposed method significantly reduces the

size of text representation by about 27 % compared with

the stem-based VSM and by about 50 % compared with the

traditional bag-of-words model. Their results have shown

that the amount of dimension reduction depends on the size

and shape of the windows of analysis as well as on the

content of the text.

Keywords Text dimensionality reduction · Distributional

semantics · Word-context matrix · Semantic vector space

model · Arabic language processing · Word similarity

1 Introduction

Texts are high-dimensional objects in which every word

may be considered as an independent attribute. With the

increasing size of available texts in electronic form,

reducing text dimensionality becomes an important issue to

be addressed in many natural language processing (NLP)

tasks, as these tasks perform well with low-dimensional

texts and poorly in high-dimensional texts. Therefore the

techniques that reduce the text dimension while minimiz-

ing information loss are essential, as they positively

impacts the time and space efficiency and improves the

quality of different NLP tasks’ results (Martins et al. 2003).

Different techniques have been proposed for reducing

text dimensionality. They are always incorporated in the

model used for text representation. They aim to identify a

low-dimensional representation of original text through

eliminating redundancy of terms and shortening the num-

ber of features representing the text in preserving, as much

as possible, the original text content. The reduction of text

dimensionality can be tackled based on knowledge speci-

fied manually by experts, derived automatically from

corpus statistics, or computed from linguistic resources.

The accumulated knowledge from these different levels of

analysis leads to special feature selection mechanisms able

to reduce the text dimension without losing significant

information.

Generally, NLP applications receive textual documents

as “bags of words”. Two main representations of texts are

used in literature: feature vector representation and graph

representation. In the feature vector representation, a doc-

ument is presented by a vector built according to the vector

space model (VSM), where the components represent the

different features of the text, principally its terms or words

(Salton et al. 1975). The graph representation is an
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alternative representation in which the terms are repre-

sented by nodes and the relations between them, such as

their co-occurrence, are represented as edges (Mihalcea

and Tarau 2004; Biemann 2006). However, these two

different representations have limitations related to their

high dimensionality. In addition, the VSM representation

suffers from lack of semantics relations among its

components.

The distributional semantics (DS) approach has been

used as a paradigm to model languages and represent

naturally occurring texts. It is a statistical-based model that

uses the statistical distribution of words along with their

contexts to determine the degree of semantic similarity

between them. This model describes the words by context-

vectors built on the distributional hypothesis, which states

that similar words appear in similar contexts (Hagiwara

2008).

Our objective is to demonstrate that using the linguistic

features of natural languages may yield to improve the text

representation of texts and can be used to reduce the

dimensionality by removing redundancies. We extend our

previous work on Arabic text representation that aimed to

obtain normalized and compact text representation by

investigating the possibility of using the rich morphologi-

cal structures of Arabic language for building a new,

semantically enriched and reduced VSM of semantics of

Arabic text (Awajan 2015). We have incorporated lexical

relations and semantic information from word thesauri

such as the Arabic WordNet and from named entities (NE)

gazetteers to improve the text representation by adding

semantic information and relations to this representation.

The proposed method creates clusters of similar or related

words extracted from the same root or stem and regrouped

along with their synonyms. The distributional similarity is

used for discovering words’ semantic information that

allows us to group similar words and eliminate word

redundancy from the text (Hagiwara 2008).

This paper is organized as follows. After overviewing

related works in Sect. 2, the features and characteristics of

Arabic language are described in Sect. 3. We present the

different NLP tools used for preprocessing the text and

extracting its main linguistic features in Sect. 4. Section 5

describes the proposed model. The results and the evalu-

ation of the proposed system are summarized in Sect. 6.

2 Related work

The VSM was proposed by Gerard Salton in the early

1970s in order to have a dense representation of textual

document in which the terms are listed and weighted based

on their frequencies in the text (Salton et al. 1975). Since

its introduction, the VSM has had great success in the field

of NLP, mainly in indexing, information retrieval, infor-

mation extraction, document categorization, and keyword

extraction.

The VSM was introduced to represent collections of

documents. It has been used for measuring the similarities

of natural language texts. In a collection of n documents

that contains m unique terms, each document Di is repre-

sented by a vector Di =\di1, di2,…, dim[of dimension m

that represents a vector in the vector space. The component

dij represents the frequency or the weight of the jth term in

the document Di. Then a collection of documents can be

represented as a term-by-document matrix of column

vectors Di such that the m rows represent terms and the n

columns represent documents. In the vector Di, the

sequential order of the words, the structure of phrases is

lost. However, these vectors mainly capture the similarity

of documents that may be seen as an important aspect of

semantics (Turney and Pantel 2010).

Turney and Pantel (2010) surveyed three different

classes of VSMs: term-document, word-context, and pair-

pattern based representations yielding three different clas-

ses of applications. The term-document representation is

used to measure the documents’ similarity, the word-con-

text measures the similarity of words, and the pair-pattern

measures the similarity of relations. The word-context

matrix, where the focus is on the word vectors, is used by

different authors to extract semantic representation of

words and to measure the words’ similarity (Bullinaria and

Levy 2012). In this representation, the context is given by

words, phrases, sentences, or such patterns. The context is

always very difficult to define, but in written text, the

context of a word is often given by its neighbor words that

occur in the same sentence; hence it can be measured by

the co-occurrence frequency.

Reducing VSM dimensionality is one of the active

research areas in the information retrieval and NLP

research communities. There are two different approaches

for dimensionality reduction: language-independent

approach and language-dependent approach. Among the

language-independent reduction methods, the singular

value decomposition and independent component analysis

are the most common. They reduce the dimensionality of

the vector space by providing a reduced rank approxima-

tion in the column and row space of the document matrix

(Baker 2013). This approach ignores the linguistic features

of the text’s language and considers the words as abstract

orthogonal dimensions.

The language-dependent techniques investigate the use

of linguistic features of the text language to reduce the

representation of text. Van Rijsbergen (1979) suggested the

usage of the language-dependent approach based on

stemming techniques for reducing the size of index term

and therefore achieving a high degree of relevancy in
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information retrieval. He found that the text representation

based on stems reduces the size of the document by 20–

50 % compared with the full words representation.

Works on Arabic text representation and dimensionality

reduction used several approaches. Most of these works are

based on language-dependent techniques. They use stems

of words for building the language model and representing

the manipulated texts (Duwairi et al. 2009; Harrag et al.

2010; Froud et al. 2012). However, other alternatives may

be used to achieve a more concise representation of Arabic

text. Duwairi et al. (2009) compared three techniques for

reducing Arabic texts: stemming, light stemming, and word

clustering. Stemming techniques replace the words by their

roots, light stemming removes suffixes and prefixes

attached to the words, and word clustering groups syn-

onyms. They found that the stemming technique gives the

best results in term of size reduction. Harrag et al. (2010)

compared and evaluated five dimension reduction tech-

niques: stemming, light-stemming, document frequency

(DF), term frequency–inverse document frequency (TF–

IDF), and latent semantic indexing (LSI). The results

showed that the DF, TF–IDF, and LSI techniques are more

effective and efficient than the two other methods.

The analysis of the previous studies on Arabic texts

shows that they ignore the semantics of words, which leads

to regrouping terms that may have different meaning

according to their contexts; hence they may produce errors

in the results of the NLP applications. In addition, using

light stemming techniques creates multiple entries in the

VSM for different words that carry the same meaning or

concepts, yielding a larger size of the representation. For

example, the words (schools- سرادملا ), (teaching— ةساردلا ),

and (teache— نوسردم ) have different stems, while they are

generated from the same root (teach, d r s— سرد ) and carry

related key information. However, grouping words

according to their root may generate incoherent results as

different words referring to different concepts could in

some cases share the same root. Therefore, there is a need

to develop new techniques that take all these considerations

into account and result in a more accurate and reduced

representation of Arabic texts.

3 Linguistic features of Arabic words

The most important issue facing the representation of

Arabic text and the reduction of its dimensionality is the

abundance of unique word forms resulting from its rich

morphology (Hmeidi et al. 1997). Figure 1 shows the

growth in vocabulary of Arabic compared to the growth in

English (Kirchhoff et al. 2006; Heintz 2010). To resolve

this problem, we propose to study the features of Arabic

language that negatively impact its VSM representation

and to use its relevant properties to obtain more reduced

representation of texts without losing information.

Arabic language is characterized by its complex inflec-

tional and derivational morphology system able to generate

a large number of words from well-defined basic forms

called roots. The word formation rules in Arabic are

characterized by the presence of templatic morphemes in

addition to concatenative morphemes (Habash 2010). In

the templatic morphology of Arabic, the word stems are

derived from the roots according to a predefined set of

patterns or templates, which results in the creation of many

lexical variations. The root associated with a stem gener-

ally carries the main concept or abstract meaning of the

word, and its pattern involves its possible part of speech

and has a predictable semantic effect on the word. For

example, the words ( بعلم،ةبعل،بعلا،بعل ) (in English: play,

player, game, playground) are generated from the same

root (to play: بعل ) according to four different patterns

(Awajan 2007).

In its concatenative morphology, Arabic language

allows adding two close classes of concatenative mor-

phemes to stems in order to create the surface form of

words: the affixes (prefixes and suffixes) and the clitics

(proclitics and enclitics). The affixes determine the word’s

various attributes, such as person, gender, number, and

tense, while the clitics, which in other languages such as

English appear as separate words, are concatenated to the

words to indicate definiteness, conjunction, various

prepositions, and possessive forms (Shaalan 2014). These

clitics can be attached to nouns “ مهنيسردمف ”, to verbs

“ مهنولماعيو ” as well as to each other “ مهيف ”. The concatenative

morphology of Arabic language allows the creation of an

important number of variants of a same single word stem.

Beesley (1998) estimated that the various combinations of

prefixes and suffixes with stems generate more than

72,000,000 abstract words.

Based on the above, we can classify Arabic words into

two categories: derivative and non-derivative words. The

derivative words are generated according to the deriva-

tional and inflectional rules where a word pattern usually

combines with a vast number of roots. The non-derivative

words include fixed words and words borrowed from for-

eign languages, even though words borrowed from other

languages can also be used to derive new words according

to Arabic derivational rules. The fixed Arabic words are

generally functional words or stop words such as pronouns,

prepositions, conjunctions, question words, and the like.

Other challenges imposed by the language should be

faced. First, certain letters can be written in different ways,

leading to sparser representation. For example, the letter

ALIF may appear with or without HAMZA or MADDA.

Second, special marks called diacritics are used as short

vowels and may appear optionally in texts. Although these
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marks are omitted in most Modern Standard Arabic (MSA)

texts, we can still find words in some texts with these marks

(Xu et al. 2002). Third, Arabic language is rich in syn-

onyms because they are in general appreciated in written

Arabic texts as they are considered to be an element of

good writing style (Hasnah and Al-Ja’am 2002). However,

manipulating synonyms or grouping them is challenging,

as perfect synonyms are rare. We need always to check the

context of the words to decipher their meaning and deter-

mine if they are synonyms carrying the same information.

Furthermore, the recognitionofNE,which is oneof themost

important task in NLP applications, is another important

challenge facing the representation and semantic analysis of

Arabic texts. This difficulty is due mainly to the lack of capi-

talization, the lack of uniformity of writing styles and the

shortage of available and annotated resources. Unlike in

European languages, capitalization is not a distinguishing

orthographic feature of Arabic script for recognizing NEs such

as proper names, acronyms, and abbreviations, which leads to

ambiguities in the interpretation and recognition of NEs

(Shaalan 2014). For example, the word “ نيرحبلا ” may be

interpreted as a named entity representing the name of the

Arabic country “Bahrain,” or it may be interpreted as “the two

seas” in the sentence “ نايقتلينيرحبلاجرم ”. Furthermore, most NE

are difficult to differentiate from common nouns and

adjectives. For example, the company name “ دادحبيذمةكرش :

MudiabHaddad Company”may be considered as three words:

two common nouns, “ دادح : blacksmith” and “ ةكرش : company,”

and an adjective, “ بيذم : solvent.” Thus, the morphological

analysis of the texts should include a component able to detect

and extract the NE before performing the analysis at the word

level.

4 Text preprocessing

The proposed method proceeds in four phases, namely: text

preprocessing, word-context matrix construction, similarity

measurement, and semantic VSM representation. Different

NLP tools are used in the preprocessing stage in order to

tokenize the text, normalize letters, recognize NE, extract

stems and roots, and remove stop words. It is applied and

tested using undiacritized MSA texts. MSA texts are used

today in written media, official speeches, and lectures, and

they represent most of the available electronic texts

throughout the Arabic world.

The first phase preprocesses the text and transforms it

into a sequence of tokens in which each one is labeled to

identify its category: derived, non-derived, and stop words,

and, for the derived words, their root and pattern. The

result of the text processing phase is a new presentation in

which each word except the NE is described according to

the following general structure where the characters []

delimit the optional components:

Proclitic sð Þ½ � þ Prefix esð Þ½ � þ Stem Rootþ Patten½ �
þ Suffix esð Þ½ � þ Enclitic½ �:

4.1 Tokenization and normalization

The preprocessing phase starts with the text tokenization.

The tokenizer breaks the text into sentences and tokens

(words) by detecting the sentences’ boundaries and iso-

lating the individual words. As the clitics represent tokens

that are attached to the word (preposition, conjunction,

definite article, or object pronoun), they have to be taken

out from the word and isolated as independent tokens. The

tokenizer works in two passes; the first pass isolates the

sentences and the words; the second pass removes all the

clitics (proclitics and enclitics) from each detected word.

Normalization of letters is also needed to solve the

problem we face when some Arabic characters are written

in several ways which create different surface forms for the

same word. This is the case we face with the letters ALF

”أ“ and YA .”ي“ For example, in modern writing style, the

word دمحأ is usually written as دمحا . In this work, by

normalization, we mean transforming all these different

shapes of the same letter into a normalized one.

Fig. 1 Growth of unique words

in Arabic and English texts

(Heintz 2010)
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4.2 Named entities identification

The extraction of NEs is important for both the reduction of

text dimensionality and the semantic analysis of text. As

previously described, NE recognition for Arabic text is

challenging due to the rich morphology of Arabic language

and its script. Our approach in dealing with NE recognition

and extraction has been limited to satisfy our objective in

obtaining reduced representation of texts. We integrated a

manually constructed gazetteer of NEs in the preprocessing

phase of our proposed system. The text is scanned to rec-

ognize and extract the NEs and to replace each one by a

code representing its entry in the gazetteer. This code

conveys additional semantic features of the NE, such as its

category (names of persons, organizations, locations, date,

etc.).

4.3 Morphological analysis

Morphological analysis is used to reduce the words to their

basic form and to obtain information on the morphological

structure of each word. All the texts’ words except the

previously detected NEs are analyzed to extract their

stems. The extracted words’ features are then used to

determine the category of each word (stop words, deriva-

tive words, or non-derivative words) as well as its

morphological structure.

The text words are analyzed using both the Alkhalil

Morph-Syntactic System (AMSS) (Boudlal et al. 2010) and

the Stanford Arabic part-of-speech (POS) tagger (Green

and Manning 2010). These two analyzers are freely

available at their official websites. The AMSS identifies all

the possible morphological and syntactic features, specifi-

cally proclitics, prefixes, stem, word type, word pattern,

word root, POS, suffixes, and enclitics. Meanwhile, the

Stanford Arabic parser provides the POS tag associated

with the words, given that they are already tokenized. The

POS tags provided by the Stanford Arabic parser are

compared with those provided by AMSS, and only com-

patible solutions provided by AMSS will be retained as

final features of the word. A simple greedy regular

expression expression-based stemmer is developed to

extract the stems of non-derivative words that AMSS fails

to analyze. This stemmer is repeatedly applied until the

word stops changing, producing a new representation of

each word as a sequence of clitics, suffixes, and stems. The

preprocessing phase assigns to each input word a category

(derivative, non-derivative, or stop word), its stem, its POS

tag, and the root and pattern for the derivative words.

Table 1 illustrates the results of the preprocessing phase

applied to the sentence “ تابساحلاباهنوجلاعيسو ” which means

in English “and they will process it by the computers”.

4.4 Stop word removal

Although stop words are limited in number, their total

number would be approximately one-third of the total

number of words in normal text. Their lexical meaning is

not clearly separable from their surrounded words, and they

are generally considered uninformative terms with little

semantic discrimination power.

A table of stop words is used in the removal process.

This table includes the most frequent words in the language

that are considered as uninformative terms in addition to

the list of clitics. This process reduces the size of the text

by about 35 %. There are two basic advantages to

removing these words. First, it reduces the size of the text

representation. Second, it allows computing similarity

between sentences to be more accurate and easier to depict

(Salton and McGill 1986).

The text is transformed at the end of the preprocessing

phase into a basic vector space S, where each entry rep-

resents a named entity or a stem associated with the

number of words in the text generated from this stem. The

main results of the morphological analyzer such as the

stem’s category (derived or non-derived), its morphologi-

cal structure (pattern, root), and part of speech are also

provided with each entry of S. The list of items in S rep-

resents on average\60 % of the original size of the text

bag of words. The delimiters of sentences are saved at this

level because the sentence information is needed in the

semantic analysis of words, as this analysis is done only at

the level of sentences.

5 Semantic similarity analysis

Our approach to reducing the dimensionality of Arabic text

is based mainly on the analysis of semantic similarity.

Similar words are regrouped in clusters and represented by

a single index. The DS principle is used to identify the

similar words based on analysis of the contexts where the

words appear in the text. The analysis of word context is

conducted at the local level analysis of the word occurrence

and used to compute the word-context matrix. The

semantic of a word is defined by the set of contexts in

which it occurs in texts. A window of analysis that repre-

sents a sequence of words surrounding the current word is

defined to represent the local context of the word.

5.1 Word-context matrix

The word-context matrix is the result of extracting infor-

mation about semantic properties of words using text-based

statistics, which is extremely common in semantic-based

NLP applications. This matrix can be used to induce the
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semantic similarity and the aspect of the meaning of words

represented by their stems from their contexts in text.

The word-context matrix is derived from basic counts of

words appearing in the predefined contexts. It is a co-oc-

currence matrix D representing a document where the row i

represents an entry Si from the vector S produced at the end

of the preprocessing phase, and the column j represents a

context Cj. Herein, a context Cj of a stem Si is given by

another stem of the vector S that occurs with Si in the same

window. Consequently, the element Di,j of this matrix

represents the number of times that the stem Si occurs with

the context Cj (or the stem Sj). The raw Di: corresponds to

one of the vector S entries, and the column D:j represents a

context. Table 2 represents a set of stems and a set of

contexts, their meaning in English and their frequency in a

selected text.

Table 3 shows the word-context matrix of a sample text

calculated for a window with variable size determined by

the boundaries of the current sentence. The working win-

dow is passed over the text being analyzed, and the words

and contexts within this window are recorded. The element

(i,j) of the matrix represents the number of times that the

stem Si appears in the context Cj.

The word-context matrix is used to measure the words’

similarity and to build a new representation of the text. In

this presentation, the similar words under certain condi-

tions are clustered and considered as one entry in the VSM.

Our approach is based on the distributional hypothesis,

declaring that words occurring in similar contexts tend to

have similar meanings (Harris 1954). Two words have the

same context if they always occur with the same words,

which can be translated by having similar vectors in the

word-context matrix.

The pointwise mutual information (PMI) is commonly

used instead of the direct count of the frequency of co-

occurrence of pairs of words Si and Cj (word and context).

PMI measures how often a word Si occurs in a context

represented by Cj, compared with what is expected if they

were independent. The PMI is given by:

PMIðSi;CjÞ ¼ log2
PðSi;CjÞ
P Sið ÞPðCjÞ

Table 1 Results of the tokenizer passes

Text تابساحلاباهنوجلاعيسو

Pass 1 (Tokenization) تابساحلاب اهنوجلاعيسو

Pass 2 (Tokenization) تابساح لا ب اه نوجلاعيس و

Stemming تا بساح لا ب اه نو جلاعي س و

Morpheme type Suffix

Plural

feminine

Stem Clitic

definite

article

Clitic

preposition

Clitic

object

pronoun

Suffix

plural

Stem Prefix

Future

tense

Clitic

conjunction

(and)

Retained stems Computer: بساح Process: جلاعي

Root extraction بسح جلاع

Table 2 The words and contexts of the selected window and their count

Selected stems

Symbol S1 S2 S3 S4 S5 S6 S7

Stem ةسردم ةكرش ةأشنم دهعم ةسارح ةيانع مامتها
English meaning School Company, corporation Plant, facility Institute Guarding Care, attention Interest

Count 6 5 4 6 3 2 2

Selected context

Symbol C1 C2 C3 C4 C5 C6 C7

Context سردم عورشم سدنهم بيردت ريدم لامسأر بلاط
English meaning Teacher, tutor Project Engineer Training Director Capital Student

Count 9 5 4 6 4 5 9
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where P Si;Cj

� � ¼ Di;jPN

k¼1

PN

l¼1
Dl;k

, P Sið Þ ¼
PN

j¼1
Di;j

PN

k¼1

PN

l¼1
Dl;k

, and

P Cj

� � ¼
PN

i¼1
Di;jPN

k¼1

PN

l¼1
Dl;k

:

However, the word-matrix is sparse, with most of the

entries equal to zero, representing unseen combinations of

stem-context. As the PMI is biased toward these infrequent

situations, we use the Laplace smoothing algorithm before

applying the PMI. This algorithm adds 1 to all the entries.

Finally, we use the positive pointwise mutual information

(PPMI) to represent the word-context matrix, as the PPMI

replaces the negative values of PMI with zeros.

To reduce the dimension of the texts, we propose to

regroup the words using two different types of knowledge.

The first type corresponds to the knowledge that can be

extracted from the word-context matrix, which mainly

measures the distributional similarity of words based on

their contextual appearance in the text. The second is based

on knowledge obtained from linguistic resources, mainly

the morphological structure of words, the list of potential

synonyms in the language, and the co-referent NEs. For

example, the stems generated from the same root and their

synonyms are considered as candidates to be regrouped if

the first level of knowledge is satisfied, as such words with

the same contextual appearance tend to represent the same

concept.

5.2 Similarity measures

The similarity between pairs of words is a measure of the

degree of correspondence between their contexts and can

be seen as the distance between their two vectors in the

context space represented by the word-context matrix. The

more correspondence there is, the smaller the distance

between them and the greater their similarity. Let Si and Sj
are two stems of the text represented by the two row

vectors Di: and Dj: where Di: is the vector\Di,1, Di,2,…,

Di,N [ and Dj: is the vector\ Dj,1, Dj,2,…, Dj,N [. Two

words are similar in meaning if their vectors are similar,

whereas they have similar neighbors.

Different distances are always used to capture the sim-

ilarity of words including the Euclidean distance, cosine

distance, Jaccard distance, and Dice distance. The distance

between two word-vectors Di: and Dj: is used to measure

their semantic similarity where the points that are close

together are semantically similar and points that are far

apart are semantically distant (Turney and Pantel 2010). In

this work, we consider the cosine distance as a measure of

the words’ similarity. Cosine similarity encodes the simi-

larity between two words by giving the cosine of the angle

between their corresponding vectors. The similarity of the

two stems Si and Sj represented in the word-context matrix

by the vectors Di: and Dj: representing the PPMI values for

the stems Si and Sj is given by:

CosSim Si; Sj
� � ¼ Di: � Dj:

Di:j jjDj:j ¼
PN

k¼1 Di;k � Dj;kffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
k¼1 D

2
i;k

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
k¼1 D

2
j;k

q

Distributional similarity has been widely used to detect

similar words that occur in the same context. However,

these captured words are not necessarily carriers of the

same meaning or concept. Therefore, the results of the

similarity measurement should be considered only for the

words that may have similar meaning: the potential syn-

onyms and the stems generated from the same root.

5.3 Grouping similar name entities

An NE may appear in different forms, and several co-ref-

erence expressions referring to the same entity may be

found in a text. For dealing with the problem of matching

co-referent NEs in text, we manually reshape the manually

constructed gazetteer of NEs by grouping the names enti-

ties referring to the same entities in clusters. In the

manipulated text, all the NEs belonging to the same cluster

and referring to the same entity will be replaced by the

shortest NE considered the cluster representative. Table 4

represents some entries of the clustered NE.

5.4 Synonym grouping

Synonym is defined by Merriam-Webster On-Line as “one

of two or more words of the same language that have the

same or nearly the same meaning in some or all contexts”.

Two words are synonyms if they are syntactically identical,

and the substitution of Y for X in a declarative sentence

does not change its meaning. Synonyms cover all kind of

words (noun, adjectives, verbs, and adverbs), but identi-

fying them is a challenging task, as perfect synonyms are

rare. Two words may often be considered to be synonyms

Table 3 The word-context matrix of counts computed for Window

matching sentences’ boundaries

Stems Contexts

C1 C2 C3 C4 C5 C6 C7

S1 4 0 0 2 1 0 5

S2 0 2 2 0 1 2 0

S3 0 2 1 1 1 2 0

S4 3 0 1 3 1 0 4

S5 0 3 0 0 1 1 0

S6 2 0 0 0 0 0 1

S7 2 0 0 1 0 0 1
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in some contexts but not in other contexts. Therefore, the

process of synonym grouping must address this issue by con-

sidering the contextual information measured by the cosine

similarity. For the purpose of this work, two stems are syn-

onyms of each other if they satisfy the following conditions:

1. They have the same POS.

2. They are linguistically considered as potential

synonyms.

3. They appear in the text in similar context.

To address this problem we combine the distributional

similarity with available language resources that can pro-

vide sets words’ synonyms. A table of synonyms is built as

a prototype for testing the proposed method. It includes

synonyms from different linguistic resources: the Arabic

WordNet (AWN), Almaany (2014) and Parkinson (2005).

Table 5 shows some entries of the synonyms tables. AWN

is composed of groups of near-synonyms, instantiates a

sense or concept, called synsets (synonym sets). It is con-

structed according to the development process of Princeton

WordNet and Euro WordNet as an open-source electronic

lexical database. It provides a list of synsets related to a

given term and the relationships with other concepts, as

well as information about the corresponding English/Ara-

bic synsets (Elkateb et al. 2006). These resources provide

lists of potential synonyms, but they don’t themselves

provide a word-pair similarity metric.

The following algorithm represents the detection of

synonyms task:

1. For each word, we extract all the possible synonyms

from the table of synonyms.

2. For each stem Si, compare its synonyms list against all

the other stems Sj (j = 1,…, N).

Table 4 Named entities clusters

Named entity cluster

entry

English meaning Examples of clustered NE members

ندرلأا Hashemite Kingdom of Jordan

يدوعسلاكلملا The King of Saudi Arabia

سيدابنب Abdelhamid Ben Badis

رياني January

ةيندرلااةيكلملا Royal Jordanian

تسوبنطنشاولا The Washington Post

Table 5 Examples from the table of synonyms

Word types Arabic word English meaning Synonyms

Nouns لصأ Origin, source

باجح Veil

زاهج Apparatus

Verbs كرت To leave

أدب To begin

ءاج To come

Adjective تباث Firm
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2:1. If Sj is a synonym of Si and they have the same

POS

2:1:1. Calculate the similarity measure Cos-

Sim(Si,Sj).

2:1:2. If CosSim(Si,Sj) [ Threshold, merge

the two vectors Di: and Dj: by accumu-

lating their statistics, and remove the

row Dj: from the word-context matrix.

3. End.

5.5 Stems grouping

The derivational morphology system in Arabic allows the

production of different stems from the same root according

to different patterns or templates. The different stems gen-

erated from the same root may or may not carry the same

meaning according to the meaning added by the pattern. For

example, the stems ( ) are generated from

the same root ( سرد ) according to different patterns, and they

refer to the same concept. On the contrary, the words

( ) respectively (subscription, book) carry different

meanings, although they are generated from the same root

( ). Therefore, we have to consider the context, as two

different stems generated from the same root may have dif-

ferent meanings if they appear in different contexts.

The different stems generated from the same roots are first

tested to calculate their similarity. They are grouped toge-

ther, and their statistics are accumulated if they are found to

be similar. This operation considerably reduces the number

of rows in the word-context matrix without changing the

number of contexts in order to keep the contexts as varied as

possible. The following algorithm represents the clustering

stems generated from the same root:

1. For each stem Si, compare its root against all the other

stems roots Sj (j = 1,…, N and i ≠ j).

1:1. If Sj is derived from the same root as Si,

Calculate the similarity measure CosSim

(Si,Sj).

If CosSim(Si,Sj)[Threshold, merge the two

vectors Di: and Dj: by accumulating their

statistics, and remove the row Dj: from the

word-context matrix.

2. End.

5.6 Text representation

The new representation of the text is built from the final

word-context matrix after merging related or similar rows.

The document is transformed at the end of this phase into a

semantic vector space model where each entry represents

an equivalence class that clusters terms representing

equivalent meaning and concept. The new representation

has two types of entries: NE and stems. Each cluster of

stems is represented by the most frequent of its members.

On the other hand, the shortest named entity is selected to

represent the list of co-reference NE found in the text. A

weight is provided with each entry representing the accu-

mulated frequencies of all its cluster members. The entry

weight is used to reflect the importance of the concept or

meaning associated with the cluster in the document.

6 Experiments

We have tested the proposed approach on a set of docu-

ments from the BBC Arabic news collection in order to

evaluate its performance in term of dimensionality reduc-

tion (Saad and Ashour 2010). We select texts belonging to

six different categories: Middle East news, World news,

Business, Sport, Sciences, and Arts. Texts from the same

category were then merged together to produce six text

files of different sizes.

We have used the publicly available Alkhalil Morph-

Syntactic System (AMSS) and Stanford Arabic part-of-

speech tagger in addition to home-built modules that

combine the results of the two systems to come up with

more accurate morphological analysis of texts. A built-in

list of stop words, a manually constructed table of NE and a

table of synonyms are used in the implementation of the

proposed method. The performances of the different text

representations are described in terms of the dimension

reduction ratio (DRR) defined by:

DRR ¼ Size of the Reduced Representation of Text

Size of the Original Text without Stop Words

The results of two text representations i and j are

compared using the improvement gain realized by the

presentation model i compared to the presentation model j

defined by:

Gainði; jÞ ¼ 1� DRRðiÞ
DRRðjÞ

Three experiments were conducted to evaluate the per-

formances of the proposed approach in terms of reduction

ratios and the impacts of the text size, the windows of

analysis size, and the text category.

6.1 Experiment 1

The proposed new representation is implemented and tested

on the dataset files. The results were compared with both the
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traditional text representation based on the bag-of-words

representation and the traditional VSM representation. In the

bag-of-words representation, the text is represented as a

vector of uniquewords. The traditional VSMusing the stems

of words is the general representation used by almost all of

the published works in the Arabic language.

Table 6 shows the amount of reduction for each one of

the three representations. The results show that the pro-

posed approach has considerably reduced the dimension

of text. The reduction is improved on average by a

factor of 18–33 % compared with the methods that

consider only stems, and by a factor of 30–65 % com-

pared with the bag of words (unique words). The results

show the impact of the size of the text on the perfor-

mance of the different tested methods. The performance

of all the approaches is better on larger texts; perfor-

mance increases with the increase of the total number of

words in the text.

6.2 Experiment 2

This experiment aims at analyzing the impact of the size of

the window of analysis on the performance of the proposed

text representation. Table 7 compares the reduction ratios

obtained with bigram, trigram, and variable sized windows.

Our best results were achieved for the variable size of

window that matches the sentence containing the analyzed

word.

6.3 Experiment 3

In the third experiment, we tested the system using six files

of about 50 KB each. These files represent six different

categories of texts: Middle East news, World news, Busi-

ness, Sport, Science and Technology, and Arts and Culture.

Table 8 shows how the amount of dimensionality reduction

varies with the text category. It shows that the best per-

formances are obtained with scientific texts. The worst

results are found when the texts are related to business

issues.

7 Conclusion

This work has presented a new method by which high-

dimensional Arabic texts can be represented by a reduced-

size semantic vector space. It uses semantic similarity

analysis to capture similar words and regroup them in

clusters. The proposed approach creates a semantic vector

space model that extends the standard VSM by embedding

linguistic information extracted from lexical resources such

as Arabic WordNet and gazetteer of NE. The dimension of

the text representation is reduced dramatically by

regrouping synonyms and similar words generated from the

same roots. The associated weight of each retained word or

feature is computed by accumulating the weights of its

synonyms and class terms. Experiments on different data-

sets have shown that using semantic similarity for grouping

Table 6 Dimension reduction ratio and gain

Size of the

original text

DRR Gain

Text without

stop words

Bag-of-words

(Unique words)

Stem-based

reduction

Proposed

approach

Proposed approach

compared to stem-

based approach

Proposed approach

compared to bag-

of-words approach

1 KB 0.67 0.95 0.77 0.63 0.18 0.34

3 KB 0.71 0.56 0.50 0.40 0.20 0.29

30 KB 0.63 0.29 0.19 0.13 0.32 0.55

50 KB 0.65 0.24 0.15 0.10 0.33 0.58

80 KB 0.60 0.20 0.11 0.08 0.27 0.60

100 KB 0.64 0.17 0.09 0.06 0.33 0.65

Table 7 Dimension reduction ratio in different windows of analysis

Size of the

original text

DRR

Bigram Trigram Variable size

of the window

1 KB 0.74 0.72 0.63

3 KB 0.47 0.46 0.40

30 KB 0.17 0.15 0.13

50 KB 0.13 0.11 0.10

80 KB 0.10 0.09 0.08

100 KB 0.09 0.07 0.06

Table 8 Dimension reduction ratio for different text categories

Text

category

Middle

east

news

World

news

Business Sports Science

and

technology

Arts

and

culture

DRR 0.10 0.12 0.13 0.10 0.08 0.09
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text’s features significantly reduces the size of text repre-

sentation by about 27 % compared with the stem-based

vector space model and by about 50 % compared with the

traditional bag-of-words model. The results have shown

that the amount of dimension reduction depends on the size

and shape of the windows of analysis as well as on the

nature of the text and its category. Future work could focus

on the analysis of the impacts of the proposed approach on

the performance of different NLP applications, especially

text classifications, and text summarization.
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