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Abstract Gaussian mixture model (GMM) based approach-
es have been commonly used for speaker recognition tasks.
Methods for estimation of parameters of GMMs include
the expectation-maximization method which is a non-
discriminative learning based method. Discriminative classi-
fier based approaches to speaker recognition include support
vector machine (SVM) based classifiers using dynamic ker-
nels such as generalized linear discriminant sequence ker-
nel, probabilistic sequence kernel, GMM supervector ker-
nel, GMM-UBM mean interval kernel (GUMI) and inter-
mediate matching kernel. Recently, the pyramid match ker-
nel (PMK) using grids in the feature space as histogram
bins and vocabulary-guided PMK (VGPMK) using clusters
in the feature space as histogram bins have been proposed
for recognition of objects in an image represented as a set
of local feature vectors. In PMK, a set of feature vectors is
mapped onto a multi-resolution histogram pyramid. The ker-
nel is computed between a pair of examples by comparing
the pyramids using a weighted histogram intersection func-
tion at each level of pyramid. We propose to use the PMK-
based SVM classifier for speaker identification and verifi-
cation from the speech signal of an utterance represented
as a set of local feature vectors. The main issue in building
the PMK-based SVM classifier is construction of a pyramid
of histograms. We first propose to form hard clusters, using
k-means clustering method, with increasing number of clus-
ters at different levels of pyramid to design the codebook-
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based PMK (CBPMK). Then we propose the GMM-based
PMK (GMMPMK) that uses soft clustering. We compare
the performance of the GMM-based approaches, and the
PMK and other dynamic kernel SVM-based approaches to
speaker identification and verification. The 2002 and 2003
NIST speaker recognition corpora are used in evaluation
of different approaches to speaker identification and veri-
fication. Results of our studies show that the dynamic ker-
nel SVM-based approaches give a significantly better per-
formance than the state-of-the-art GMM-based approaches.
For speaker recognition task, the GMMPMK-based SVM
gives a performance that is better than that of SVMs us-
ing many other dynamic kernels and comparable to that of
SVMs using state-of-the-art dynamic kernel, GUMI kernel.
The storage requirements of the GMMPMK-based SVMs
are less than that of SVMs using any other dynamic ker-
nel.

Keywords Speaker identification · Speaker verification ·
Kernel methods · Support vector machines · Dynamic
kernel · Pyramid match kernel

1 Introduction

Speaker recognition tasks include speaker identification
and speaker verification (Reynolds 1995; Kinnunen and Li
2010). Speaker recognition tasks involve processing contin-
uous valued feature vectors extracted from the speech signal
of an utterance. For a text independent speaker recognition
task, the sequence information in the utterance is not consid-
ered to be important. Therefore an utterance is represented
by a set of feature vectors. The size of the set is depen-
dent on the duration of the utterance. The generative models
such as Gaussian mixture models (GMMs) (Reynolds 1995;
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Reynolds et al. 2000) are commonly used for classifica-
tion of varying length patterns represented as sets of fea-
ture vectors. The maximum likelihood (ML) based method
is commonly used for estimation of parameters of the GMM
for each class. The ML based method yields robust esti-
mates of the model parameters only when the sufficient
training data is available. When the amount of training
data available in each speaker is limited, robust estimates
of model parameters can be obtained through maximum a
posteriori (MAP) adaptation of the class-independent GMM
(CIGMM) (also called as the universal background model
(UBM)) to the training data of each speaker (Reynolds et al.
2000). Recently, the discriminative training based large mar-
gin method has been proposed for estimation of parameters
of GMM (Sha and Saul 2006). In this method, the parame-
ters of the GMMs of all the classes are estimated simultane-
ously by solving an optimization problem to maximize the
distance between the boundaries of the classes. When the
number of classes is large, the optimization problem solving
in the large margin method for GMMs is computationally
highly intensive.

The discriminative model based approaches such as the
support vector machine (SVM) based approaches (Burges
1998) construct the decision boundaries between the classes
without having to capture the distributions of the data of
the classes. The choice of the kernel function used is im-
portant for the performance of SVM-based approaches, and
several kernel functions have been proposed for static pat-
terns. The kernel functions designed for static patterns are
called static kernels. Recently, the SVM-based approaches
have been proposed for varying length pattern classifica-
tion tasks in which a varying length pattern is represented
by a set of feature vectors. These approaches are suitable
for speaker recognition tasks in which the speech signal
of an utterance from a speaker is represented by a set
of feature vectors. The main issue in building an SVM-
based classifier for varying length patterns represented by
sets of feature vectors is the design of a suitable kernel
function that gives a measure of similarity between a pair
of varying length patterns. Kernel functions designed for
varying length patterns are referred to as dynamic ker-
nels (Wan and Renals 2002). Different approaches to de-
signing dynamic kernels are as follows: (1) Explicit map-
ping based approaches (Campbell et al. 2006a), (2) Proba-
bilistic distance metric based approaches (Campbell et al.
2006b), and (3) Matching based approaches (Boughorbel
et al. 2005). Recently, several types of dynamic kernels have
been proposed and the SVM-based classifiers using these
dynamic kernels have been developed for speaker recogni-
tion tasks (Campbell et al. 2006a, 2006b; Lee et al. 2007;
You et al. 2009). The generalized linear discriminant se-
quence kernel (Campbell et al. 2006a) and probabilistic se-
quence kernel (Lee et al. 2007) are the dynamic kernels de-
signed using explicit mapping based approaches. The GMM

supervector kernel (Campbell et al. 2006b) and GMM-UBM
mean interval kernel (You et al. 2009) are the dynamic ker-
nels designed using the probabilistic distance metric based
approaches. In this work, we focus on the matching based
approaches to designing dynamic kernels for SVM-based
speaker recognition systems.

The summation kernel (Boughorbel et al. 2004) for a pair
of examples represented as sets of feature vectors is com-
puted as a combination of base kernels computed on all pos-
sible pairs of local feature vectors selected from the two ex-
amples. The base kernel is a static kernel. An intermediate
matching kernel (IMK) (Dileep and Sekhar 2011) for a pair
of examples is constructed as a combination of base ker-
nels computed on pairs of the local feature vectors selected
by matching the local feature vectors of the examples with
a fixed number of virtual feature vectors. The main issue
in the construction of IMK is the choice of the set of vir-
tual feature vectors used for matching. In Boughorbel et al.
(2005), the set of the centers of clusters formed from the
training data of all classes is considered as the set of virtual
feature vectors. In Dileep and Sekhar (2011), the compo-
nents of the class-independent GMM (CIGMM) is used as
the set of virtual feature vectors. Another dynamic kernel
using the matching based approach is the pyramid matching
kernel (PMK) (Grauman and Darrell 2007). In PMK, an ex-
ample represented as a set of feature vectors is mapped onto
a multi-resolution histogram pyramid. The histogram at a
level is computed by binning the feature vectors of an ex-
ample into discrete regions. An histogram intersection func-
tion is used to compute the number of matches between a
pair of examples at each level. The PMK between a pair
of examples is computed as a weighted sum of the num-
ber of new matches at the different levels of pyramid. The
main issue in the computation of PMK is the construction
of histogram pyramids. In Grauman and Darrell (2007), his-
tograms with grids as bins are considered. The computation
of the histogram becomes difficult when the dimension of
the feature vectors in the set increases. For the set of fea-
ture vectors with large dimension, the vocabulary-guided
pyramid match kernel (VGPMK) is introduced in Grauman
(2006). In VGPMK, the feature vectors of training examples
are clustered using k-means clustering method, where the
feature vectors in each cluster at a level are further clustered
into b clusters at the next level. In VGPMK, each cluster at a
level is considered as a bin in the histogram at that level. Ir-
respective of the cluster size, each cluster at a level is further
divided into b clusters at next level. In this work, we propose
to cluster the feature vectors of all the training examples into
bj clusters at each level j . This way of clustering helps to
restructure the clusters at each level. The clusters at each
level are represented by a codebook and hence the kernel
is called as codebook-based PMK (CBPMK). The construc-
tion of VGPMK and CBPMK involves hard clustering. In
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this work, we also propose a novel approach to build a PMK
that makes use of GMMs. The class-independent GMMs
built with increasingly larger number of components are
used to construct the histograms at the different levels. We
study the performance of SVM-based classifiers using the
proposed GMM-based pyramid match kernel (GMMPMK)
for the speaker identification and verification task. We also
compare the speaker identification and verification perfor-
mance with the GMM-based classifiers, and SVM-based
classifiers with other matching based dynamic kernels and
the state-of-the-art dynamic kernels such as GMM super-
vector kernel and GMM-UBM mean interval kernel.

The organization of the rest of the paper is as follows:
Sect. 2 presents the dynamic kernels and the SVM-based
approaches to speaker recognition. The pyramid matching
kernel based SVM is described in Sect. 3. Our studies
on speaker identification and verification using the GMM-
based approaches and the SVM-based approaches are pre-
sented in Sect. 4. The summary and conclusions are pre-
sented in Sect. 5.

2 SVM-based approaches to speaker recognition

In the speaker recognition task, the speech signal of an
utterance processed using a short-time analysis technique
is represented as a set of feature vectors. The size of the
set of feature vectors depends on the duration of the ut-
terance. An SVM using a kernel such as Gaussian kernel
and polynomial kernel can not handle the varying length
patterns. The kernels designed for varying length patterns
are referred to as dynamic kernels (Wan and Renals 2002).
Different approaches for designing dynamic kernels are as
follows: (1) Explicit mapping based approaches (Campbell
et al. 2006a; Lee et al. 2007), where a set of feature vectors is
mapped onto a fixed dimensional representation and a ker-
nel function is defined in the space of that representation,
(2) Probabilistic distance metric based approaches (Camp-
bell et al. 2006b; You et al. 2009), where a suitable dis-
tance measure for two sets of feature vectors is kernelized,
and (3) Matching based approaches (Boughorbel et al. 2005;
Dileep and Sekhar 2011), where a kernel function is defined
by matching the feature vectors in the pair of examples.
Some of the dynamic kernels commonly used for speaker
identification and verification tasks are the generalized lin-
ear discriminant sequence kernel (Campbell et al. 2006a),
probabilistic sequence kernel (Lee et al. 2007), GMM su-
pervector kernel (Campbell et al. 2006b), GMM-UBM mean
interval kernel (You et al. 2009) and intermediate matching
kernel (Dileep and Sekhar 2011).

2.1 Generalized linear discriminant sequence kernel

Generalized linear discriminant sequence (GLDS) ker-
nel (Campbell et al. 2006a) uses an explicit expansion into

a kernel feature space defined by the polynomials of degree
p. The GLDS kernel is derived from the generalized linear
discriminant method used in Campbell et al. (2002). The
GLDS kernel is derived using the polynomial expansions of
feature vectors in the examples represented as sets of fea-
ture vectors. Let X = {x1,x2, . . . ,xT }, where xt ∈ R

d is a
set of T feature vectors. A feature vector xt is represented
in a higher dimensional feature space � as a polynomial ex-
pansion �(xt ) = [ψ1(xt ),ψ2(xt ), . . . ,ψr(xt )]t , where r is
the number of monomials of elements of xt . The expansion
�(xt ) includes all monomials of elements of xt up to and in-
cluding degree p. The set of feature vectors X is represented
as a fixed dimensional vector �(X) obtained as follows:

�GLDS(X) = 1

M

T∑

t=1

�(xt ) (1)

The GLDS kernel between two examples Xm = {xm1,xm2,

. . . ,xmTm} and Xn = {xn1,xn2, . . . ,xnTn} is given as

KGLDS(Xm,Xn) =
(

1

Tm

Tm∑

m=1

�(xm)

)t

S−1

(
1

Tn

Tn∑

n=1

�(xn)

)

(2)

Let L be the total number of feature vectors from all the
examples in the training dataset which includes the data be-
longing to two classes. The correlation matrix S is defined
as follows:

S = 1

L
RtR (3)

where R is the matrix whose rows are the polynomial ex-
pansions of the feature vectors in the training set.

2.2 Probabilistic sequence kernel

Probabilistic sequence kernel (PSK) (Lee et al. 2007) maps
a set of feature vectors onto a probabilistic feature vec-
tor obtained using generative models. It is known that the
Gaussian components of a GMM trained for a speaker
correspond to the underlying broad phonetic classes for
that speaker (Reynolds et al. 2000) and the different pho-
netic classes have unequal discrimination power between
the speakers (Auckenthaler et al. 1999). This is the moti-
vation for using speaker-dependent weighing of the Gaus-
sian probabilities in the design of PSK to enhance separation
of that speaker from the others. The PSK uses the univer-
sal background model (UBM) with Q mixtures (Reynolds
et al. 2000) and the class-specific GMM obtained by adapt-
ing UBM. The likelihood of a feature vector x being gener-
ated by the 2Q-mixture GMM that includes the UBM and
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class-specific GMM is given as

p(x) =
2Q∑

q=1

p(x|q)P (q) (4)

where P(q) denotes the mixture weight and p(x|q) =
N (x|μq,�q). The normalized Gaussian basis function for
the qth component is defined as

ψq(x) = p(x|q)P (q)
∑2Q

q ′=1 p(x|q ′)P (q ′)
(5)

A feature vector x is represented in a higher dimensional
feature space as a vector of normalized Gaussian basis func-
tions, �(x) = [ψ1(x),ψ2(x), . . . ,ψ2Q(x)]t . Since the ele-
ment ψq(x) indicates the probabilistic alignment of x to the
qth component, �(x) is called as the probabilistic alignment
vector. A set of feature vectors X = {x1,x2, . . . ,xT } is rep-
resented as a fixed dimensional vector �(X) in the higher
dimensional space, as given by

�PSK(X) = 1

T

T∑

t=1

�(xt ) (6)

Then, the PSK between two examples Xm = {xm1,xm2, . . . ,

xmTm} and Xn = {xn1,xn2, . . . ,xnTn} is given as

KPSK(Xm,Xn) =
(

1

Tm

Tm∑

m=1

�(xm)

)t

S−1

(
1

Tn

Tn∑

n=1

�(xn)

)

(7)

where S is the correlation matrix as in (3), except that it is
obtained using the probabilistic alignment vectors.

2.3 GMM supervector kernel

The GMM supervector (GMMSV) kernel (Campbell et al.
2006b) performs a mapping of a set of feature vectors onto
a higher dimensional vector corresponding to a GMM su-
pervector. An UBM is built using the training examples of
all the classes. An example-specific GMM is built for each
example by adapting only the means of the UBM using the
data of that example. Let μ

(X)
q be the mean vector of qth

component in the example-specific GMM for an example
X = {x1,x2, . . . ,xT }. Let p(x) = ∑Q

q=1 πq N (x|μq,�q) be
the likelihood for a feature vector x using the UBM with
Q components. Let pX(x) = ∑Q

q=1 πq N (x|μ(X)
q ,�q) be

the likelihood for x using the example-specific GMM. The
Kullback-Leibler (KL) divergence (Kullback and Leibler
1951) is used to represent the dissimilarity between two
GMMs. A GMM vector �q(X) for an example X is obtained
as follows:

�q(X) = [√
πqμ(X)

q �
− 1

2
q

]t (8)

The GMM supervector for the example X is given by

�GMMSV(X) = [
�1(X)t ,�2(X)t , . . . ,�Q(X)t

]t (9)

The GMMSV kernel between a pair of examples Xm and Xn

is given by

KGMMSV(Xm,Xn) = �GMMSV(Xm)t�GMMSV(Xn) (10)

2.4 GMM-UBM mean interval kernel

The construction of GMM-UBM mean interval (GUMI) ker-
nel (You et al. 2009) also involves building the UBM. An
example-specific GMM is built for each example by adapt-
ing the means and covariance matrices of the UBM using the
data of that example. Let μ

(X)
q and �

(X)
q be the mean vec-

tor and the covariance matrix of qth component in the ex-
ample specific GMM for an example X = {x1,x2, . . . ,xT }.
Let p(x) = ∑Q

q=1 πq N (x|μq,�q) be the likelihood for a
feature vector x using the UBM with Q components. Let
pX(x) = ∑Q

q=1 πq N (x|μ(X)
q ,�

(X)
q ) be the likelihood for

a feature vector x using the example-specific GMM. The
Bhattacharyya mean distance (Kailath 1967) is used to rep-
resent the dissimilarity between two GMMs. A GUMI vec-
tor �q(X) for an example X is obtained as follows:

�q(X) =
(

�
(X)
q + �q

2

)− 1
2 (

μ(X)
q − μq

)
(11)

The GUMI supervector is obtained by concatenating the
GUMI vectors of different components as

�GUMI(X) = [
�1(X)t ,�2(X)t , . . . ,�Q(X)t

]t (12)

The GUMI kernel between a pair of examples Xm and Xn is
given by

KGUMI(Xm,Xn) = �GUMI(Xm)t�GUMI(Xn) (13)

2.5 Matching-based dynamic kernels

In this section, we present the matching based approaches to
designing dynamic kernels. Let Xm = {xm1,xm2, . . . ,xmTm}
and Xn = {xn1,xn2, . . . ,xnTn} be the sets of local feature
vectors for two examples. The summation kernel (Boughor-
bel et al. 2004) is computed by matching every local feature
vector in Xm with every local feature vector in Xn as fol-
lows:

KS(Xm,Xn) =
Tm∑

t=1

Tn∑

t ′=1

k(xmt ,xnt ′) (14)

where k(., .) is a base kernel. The matching kernel (Wall-
raven et al. 2003) is constructed by considering the closest
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local feature vector of an example for each local feature vec-
tor in the other example as follows:

KMK(Xm,Xn) =
Tm∑

t=1

max
t ′

k(xmt ,xnt ′)

+
Tn∑

t ′=1

max
t

k(xmt ,xnt ′) (15)

The summation kernel is a Mercer kernel. However, the
matching kernel is not proven to be a Mercer kernel (Bou-
ghorbel et al. 2004, 2005). Construction of the summation
kernel or the matching kernel is computationally intensive.
The number of base kernel computations is Tm ∗ Tn for the
summation kernel and 2 ∗ Tm ∗ Tn for the matching kernel.
Hence the computation complexity of both summation ker-
nel and matching kernel is O(T 2), where T is the maximum
of set cardinalities Tm and Tn. The summation kernel and the
matching kernel give a measure of global similarity between
a pair of examples.

An intermediate matching kernel (IMK) (Boughorbel
et al. 2005) is constructed by matching the sets of local
feature vectors using a set of virtual feature vectors. Let
V = {v1,v2, . . . ,vQ} be the set of Q virtual feature vectors.
For the qth virtual feature vector vq , the local feature vec-
tors x∗

mq and x∗
nq in Xm and Xn that are closest to vq are

determined as follows:

x∗
mq = arg min

x∈Xm

D(x,vq) and

x∗
nq = arg min

x∈Xn

D(x,vq)
(16)

where D(., .) is a function that measures the distance of a
local feature vector to a virtual feature vector. A pair of fea-
ture vectors from Xm and Xn is selected for each of the vir-
tual feature vectors in V. The selection of the closest lo-
cal feature vectors for each virtual feature vector involves
computation of Tm +Tn distance functions. A base kernel is
computed for each of the Q pairs of selected local feature
vectors. The IMK is computed as the sum of all the Q base
kernel values as follows:

KIMK(Xm,Xn) =
Q∑

q=1

k
(
x∗
mq,x∗

nq

)
(17)

The computation of IMK involves a total of Q ∗ (Tm + Tn)

computations of distance function D, Q ∗ (Tm + Tn) com-
parison operations to select the local feature vectors using
each of the virtual feature vectors and Q computations of
the base kernel. Hence the computation complexity of inter-
mediate matching kernel is O(QT ), where T is the maxi-
mum of set cardinalities Tm and Tn. When Q is significantly

smaller than Tm and Tn, the construction of IMK is com-
putationally less intensive than constructing the summation
kernel in (14). In Boughorbel et al. (2005), the set of the cen-
ters of clusters formed from the training data of all classes
is considered as the set of virtual feature vectors. The local
feature vectors x∗

mq and x∗
nq in Xm and Xn that are closest to

the qth center vq are determined as follows:

x∗
mq = arg min

x∈Xm

‖x − vq‖ and

x∗
nq = arg min

x∈Xn

‖x − vq‖
(18)

The Gaussian kernel k(x∗
mq,x∗

nq) = exp(−δ‖x∗
mq − x∗

nq‖2)

is used as the base kernel. Here δ is a kernel parameter that
is empirically chosen.

In Dileep and Sekhar (2011), the components of a class-
independent Gaussian mixture model (CIGMM) are used as
the set of virtual feature vectors. This representation for the
set of virtual feature vectors makes use of information in
the means, covariance matrices and mixture coefficients of
components of the CIGMM. The responsibility of the com-
ponent q for a local feature vector x, γq(x), is given by

γq(x) = wq N (x|μq,�q)
∑Q

j=1 wj N (x|μj ,�j )
(19)

where wq is the mixture coefficient of the component q . The
local feature vectors x∗

mq and x∗
nq in Xm and Xn that are

closest to the component q are given by

x∗
mq = arg max

x∈Xm

γq(x) and x∗
nq = arg max

x∈Xn

γq(x) (20)

A pair of local feature vectors from Xm and Xn are se-
lected for each of the components. The GMM-based IMK,
KGMM-IMK is computed as the sum of the values of the base
kernel computed for each of the Q pairs of selected local
feature vectors as in (17).

In this work we propose to use the pyramid match kernel
(PMK) for the speaker recognition task. In the next section,
we describe the PMK based SVM system.

3 Pyramid match kernel based SVM

In pyramid match kernel (PMK) (Grauman and Darrell
2007) a set of feature vectors is mapped onto histograms
of increasingly larger number of bins to form a pyramid of
histograms. A set of feature vectors X = {x1,x2, . . . ,xT },
xt ∈ R

d , is represented as a set of histogram vectors
h0(X)t ,h1(X)t , . . . ,hJ (X)t forming a pyramid like struc-
ture with J + 1 number of levels. Let hj (X) be the his-
togram vector and Qj be the number of bins at j th level.
For a univariate feature x, a bin corresponds to an interval
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Fig. 1 Illustration of construction of a pyramid of histograms with
grids as bins of the same size and computation of pyramid match ker-
nel between a pair of sets of 2-dimensional feature vectors Xm and Xn.

For the qth bin at the j th level, the number of matches between the pair
of examples, sjq is computed using the histogram intersection function
as sjq = min (hjq(Xm),hjq(Xn))

of values that x can take. For a multivariate feature vec-
tor x, a bin corresponds to a grid or cluster in the space
of x. The levels in the pyramid are indexed from root level
(j = 0) to the leaves level (j = J ) and Qj < Qj+1. Let
Xm = {xm1,xm2, . . . ,xmTm} and Xn = {xn1,xn2, . . . ,xnTn}
be the sets of feature vectors for two examples. The his-
togram vectors hj (Xm) and hj (Xn) at a particular level j for
the pair of examples Xm and Xn are compared using the his-
togram intersection function (Swain and Ballard 1991). Let
hjq(Xm) and hjq(Xn) be the number of feature vectors from
Xm and Xn respectively in the qth bin at the level j . The
number of matches in the qth bin at the level j is given by
histogram intersection function (Swain and Ballard 1991),
defined as follows:

sjq = min
(
hjq(Xm),hjq(Xn)

)
(21)

Total number of matches at level j is obtained as

Sj =
Qj∑

q=1

sjq (22)

The matching is a hierarchical process from the bottom of
the pyramid to the top of the pyramid. Feature vectors that
are not matched at a lower level of the pyramid have an op-
portunity to be matched at a higher level of pyramid. In other
words, the matches found at a level j include the matches at
the level j + 1. The number of new matches at the level j is
calculated by computing the difference between the number
of matches at levels j and j + 1 as Sj − Sj+1. The num-
ber of new matches at each level of the pyramid is weighted

according to the number of bins at that level. The pyramid
match kernel, which gives the matching score for a pair of
examples, is computed as a weighted sum of the number of
new matches at different levels of the pyramid. The PMK
for Xm and Xn is defined as

KPMK(Xm,Xn) =
J−1∑

j=0

wj(Sj − Sj+1) + wJ SJ (23)

where wj is the weight at the level j .
The main issue in the design of PMK is the construction

of histograms. In certain datasets, the range of values for
each of the features is uniformly the same. Let the range be
0 to D. In such cases, each example can be represented by
a histogram with bins of the same size. For example, pixels
in a gray scale image may have a fixed range of 0 to 255.
For a univariate feature x, a bin corresponds to an interval
of values that x can take. For a multivariate feature vector x,
a bin corresponds to a grid in the space of x. This can also be
seen as dividing the d-dimensional feature space into grids
of side d as shown in the Fig. 1. When the value for each of
the features is in the range 0 to D, the value of J is com-
puted as �log2D� + 1 and 2j bins are considered at the j th
level (Grauman and Darrell 2007). The histogram vector for
X at j th level, hj (X) is formed using the 2j d-dimensional
bins and it has the dimension Qj = 2j . The histogram inter-
section function is used for matching the histogram vectors
at each level for the pair of examples Xm and Xn as in (21)
and (22). The weight for the new matches found at each level
is chosen as wj = 1

2J−j , which is inversely proportional to
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Fig. 2 Illustration of construction of the vocabulary-guided pyramid
for a pair of examples Xm and Xn represented as sets of 2-dimensional
feature vectors. The value of J and b are 3 and 2 respectively. The cen-

ters of clusters are denoted by the symbol ∗. Each cluster at a level is
further divided into two clusters at the next level

the size of the histogram bin at that level. The PMK for Xm

and Xn using the grids as bins is defined as

KPMK(Xm,Xn) =
J−1∑

j=0

1

2J−j
(Sj − Sj+1) + SJ (24)

The process of constructing the pyramid match kernel be-
tween a pair of sets of 2-dimensional feature vectors is
shown in Fig. 1. For the illustration, the value of J is cho-
sen as 3. The bins correspond to the uniformly shaped and
sized grids. The feature vectors are placed into bins using
values of features. The pyramid match kernel is computed
using a total of J ∗ (Tm + Tn) computations of number of
matches and J computations of number of new matches.
Hence the computation complexity of PMK using grids as
bins is O(JT ), where T is the maximum of set cardinalities
Tm and Tn. It is computationally less intensive compared to
IMK as J 	 Q.

However, it is shown in Grauman (2006) that the ex-
pected approximation error bound increases with the fea-
ture vector dimension and that the computation of his-
togram with d-dimensional bins becomes difficult. In Grau-
man (2006), a vocabulary-guided pyramid match is intro-
duced for sets of feature vectors with a large dimension.
In Grauman (2006), the given feature space is partitioned
into non-uniformly shaped regions using the k-means clus-
tering method with the Euclidean distance. At the top level
(j = 0), the feature vectors from all the training examples
are considered to fall in a single cluster. In the next level
(j = 1), the feature vectors are clustered into b groups and
the cluster centers form a vocabulary at that level. The clus-
ter membership for a feature vector is determined using the

Euclidean distances of the feature vector to the b cluster cen-
ters. A feature vector is assigned to a cluster for which the
Euclidean distance is minimum. In the next level, feature
vectors in each of these b clusters are further clustered into b

clusters. This leads to bj number of clusters (bins) at level j .
The values of J and the branching factor b are chosen empir-
ically. For an example represented as a set of feature vectors
X, the histogram vector at the level j , hj (X), is obtained by
counting the number of feature vectors of X assigned to each
of the bj clusters. Thus, hj (X) is considered as a histogram
vector with Qj = bj number of non-uniform bins at the j th
level. Let hjq(X) be the qth entry in the j th level histogram
vector hj (X) indicating the number of feature vectors as-
signed to the qth cluster at the j th level. The pyramid can
be represented as a tree with J + 1 levels and bj nodes at
level j . Every non-leaf node in the tree has b children. Let
ci(hjq(X)) denote the number of feature vectors in the clus-
ter corresponding to the ith child node of the node corre-
sponding to the qth cluster at level j . For a pair of examples
Xm and Xn the multiple resolution vocabulary-guided pyra-
mid is constructed for matching these examples. The process
of constructing the vocabulary-guided pyramid for a pair of
examples represented as sets of 2-dimensional feature vec-
tors is shown in Fig. 2. The number of new matches at level
j of the pyramid is computed as the weighted sum of the
new matches within the nodes at the level and is given as

Sj =
Qj∑

q=1

wjq

[
min

(
hjq(Xm),hjq(Xn)

)

−
b∑

i=1

min
(
ci

(
hjq(Xm)

)
, ci

(
hjq(Xn)

))
]

(25)
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Fig. 3 Illustration of construction of the pyramid of codebooks and
computation of codebook-based pyramid match kernel for a pair of
examples Xm and Xn. The centers of the clusters are denoted using
the symbol ∗. The values of j and b are 3 and 2 respectively. The
j th level contains 2j number of clusters formed using the k-means

clustering technique on the feature vectors of the training examples of
all the classes. For the qth bin at the j th level, the number of matches
between the pair of examples, sjq is computed using the histogram
intersection function as sjq = min (hjq(Xm),hjq(Xn))

The diameter of the smallest enclosing hypersphere for the
qth cluster at the j th level is considered as the weight wjq .
At the leaf level (j = J ) the number of new matches is com-
puted as

SJ =
QJ∑

q=1

wJq min
(
hJq(Xm),hJq(Xn)

)
(26)

The vocabulary-guided pyramid match kernel (VGPMK)
between a pair of examples Xm and Xn is computed as a
weighted sum of these new matches and is given as

KVGPMK(Xm,Xn) =
J∑

j=0

Sj (27)

As the values of Tm and Tn vary for different pairs of ex-
amples, the kernel values are normalized. The normalized
vocabulary-guided PMK for Xm and Xn is given as

K̂VGPMK(Xm,Xn)

= KVGPMK(Xm,Xn)√
KVGPMK(Xm,Xm)

√
KVGPMK(Xn,Xn)

(28)

In VGPMK, irrespective of the size of the cluster, each
cluster at a level is divided into b clusters in the next level
resulting in bj clusters at each level j . This may lead to clus-
tering the feature vectors in a small cluster also into b very
small clusters. This phenomenon can be avoided by cluster-
ing the feature vectors of all the training examples into bj

clusters at level j using the k-means clustering. The centers
of clusters at each level are used to build a codebook. The
codebooks at different levels are used for matching a pair
of examples. In the next subsection we propose codebook-
based PMK.

3.1 Codebook-based pyramid match kernel

The k-means clustering technique is used at each level to
cluster the feature vectors of all the training examples. At the
top level (j = 0), the feature vectors of all the training exam-
ples are considered to be in a single cluster. At the next level
(j = 1), all the feature vectors are clustered into b groups.
Similarly, for any level j , all the feature vectors are grouped
into bj number of clusters and the cluster centers are used
to build a codebook at that level. An example X is repre-
sented as a histogram vector hj (X) at j th level of pyramid
and has the dimension Qj = bj . The values of J and b are
chosen empirically. For a pair of examples Xm and Xn the
multiple resolution codebook-based pyramid is constructed
for matching these examples. The process of constructing
the codebook-based pyramid match kernel for a pair of ex-
amples represented as sets of 2-dimensional feature vectors
is shown in Fig. 3. The histogram intersection function is
used for matching the histogram vectors at each level for
the pair of examples Xm and Xn as in (21) and (22). The
number of new matches at the level j is calculated by com-
puting the difference between the number of matches at lev-
els j and j + 1 as Sj − Sj+1. The codebook-based pyramid



Int J Speech Technol (2012) 15:365–379 373

match kernel (CBPMK) for the pair of examples Xm and
Xn is computed as a weighted sum of the number of new
matches at different levels of the pyramid. The CBPMK for
Xm and Xn, KCBPMK(Xm,Xn) is computed as in (24). The
weight for the number of new matches found at each level is
considered as wj = 1

2J−j . The normalized codebook-based
PMK for Xm and Xn is given as

K̂CBPMK(Xm,Xn)

= KCBPMK(Xm,Xn)√
KCBPMK(Xm,Xm)

√
KCBPMK(Xn,Xn)

(29)

The construction of VGPMK or CBPMK is computation-
ally intensive compared to the PMK that uses grids as bins
as described in Grauman and Darrell (2007). The PMK with
uniform bins in Grauman and Darrell (2007) does not re-
quire computing measure of closeness to place the feature
vectors into bins (clusters). The computation of VGPMK or
CBPMK involves a total of

∑J
j=0 Qj ∗ (Tm + Tn) compu-

tations for measuring the closeness to place the feature vec-
tors into bins (clusters) at each level,

∑J
j=0 Qj ∗ (Tm + Tn)

computations for sorting the measures of closeness of
each feature vector to centers of clusters at each level,∑J

j=0 Qj ∗ (Tm + Tn) computations for determining the
number of matches and J computations for determining the
number of new matches. Hence the computation complexity
of VGPMK or CBPMK is O(JQT ), where Q is the maxi-
mum of all the Qj s and T is the maximum of the set cardi-
nalities Tm and Tn. The VGPMK and CBPMK are slightly
more computationally intensive compared to IMK.

The key issue in the design of PMK is the choice of the
technique for constructing the pyramid of histograms. The
k-means clustering method makes use of information about
the centers of clusters and the distances of a feature vec-
tor to the centers of clusters to assign that feature vector
to one of the clusters. A better pyramid of histograms can
be obtained by considering the clustering method that con-
siders additional information like the widths of the clusters
and the sizes of the clusters along with the centers of the
clusters. Moreover, the construction of VGPMK or CBPMK
involves hard clustering. A better PMK is constructed by
using soft clustering. In the next subsection, we propose the
Gaussian mixture model (GMM) based pyramid match ker-
nel. The Gaussian mixture model uses the information about
the widths and the sizes of the clusters along with the centers
of the clusters for soft clustering of feature vectors.

3.2 GMM-based pyramid match kernel

In this approach, we propose to use a class-independent
GMM built using the training data of all the classes for form-
ing the clusters at each level of pyramid. The GMMs make
use of information about mean vectors of components, co-
variance matrices of components and mixture coefficients.

The additional information in the form of covariance matri-
ces and mixture coefficients is expected to give better clus-
ters at each level of the pyramid as compared to the clusters
obtained using the k-means clustering technique. A class-
independent GMM (CIGMM) is a large GMM of Q compo-
nents built using the feature vectors in the training examples
of all the classes. The feature vectors from the pair of exam-
ples Xm and Xn that are closest to the component q are as-
signed to that cluster. The responsibility term, i.e., the prob-
ability of a feature vector being generated by a component,
is considered as a measure of closeness of a feature vector to
the component q . The responsibility of the component q of a
CIGMM for a feature vector xt , γtq , is computed using (19).
For a set of feature vectors X = {x1,x2, . . . ,xT }, the effec-
tive number of feature vectors hq assigned to a component
q is given by

hq =
T∑

t=1

γtq (30)

Let J + 1 be the number of levels in the multi-resolution
histogram pyramid constructed using the GMMs. At the top
level (j = 0), the feature vectors of all the training example
are considered to be assigned to a single Gaussian compo-
nent. At any level j , a CIGMM of bj components is built
using the training data of all the classes. For a pair of exam-
ples Xm and Xn the multiple resolution GMM-based pyra-
mid is constructed for matching the examples. The process
of constructing the GMM-based pyramid match kernel for a
pair of examples represented as sets of 2-dimensional fea-
ture vectors is shown in Fig. 4. Let hj (Xm) and hj (Xn)

be the histogram vectors at the j th level formed using bj

components of GMM at that level. The qth entry in the his-
togram vectors, hjq(Xm) and hjq(Xn) correspond to the
effective number of feature vectors from Xm and Xn re-
spectively assigned to the qth component at j th level. The
effective number of matches in the qth component of the
GMM at the level j between a pair of examples Xm and Xn

is given as in (21) and (22). The effective number of new
matches at the level j is calculated by computing the dif-
ference between the effective number of matches at levels j

and j + 1 as Sj − Sj+1. The GMM-based pyramid match
kernel (GMMPMK) for the pair of examples Xm and Xn is
computed as a weighted sum of the effective number of new
matches at different levels of the pyramid. The GMMPMK
for Xm and Xn, KGMMPMK(Xm,Xn) is computed as in (24).
The weight at the level j is considered as wj = 1

2J−j . The
normalized GMM-based PMK for Xm and Xn is given as

K̂GMMPMK(Xm,Xn)

= KGMMPMK(Xm,Xn)√
KGMMPMK(Xm,Xm)

√
KGMMPMK(Xn,Xn)

(31)
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Fig. 4 Illustration of construction of the pyramid of histogram where
each bin in histogram corresponds to a GMM component and compu-
tation of GMM-based pyramid match kernel for a pair of examples Xm

and Xn. The values of j and b are 3 and 2 respectively. The j th level
contains 2j number of components formed using the CIGMM on the

feature vectors of the training examples of all the classes. For the qth
bin at the j th level, the effective number of matches between the pair
of examples, sjq is computed using the histogram intersection function
as sjq = min (hjq(Xm),hjq(Xn))

The construction of a pyramid of GMMs is a one time
process. The computation of GMMPMK involves a total
of

∑J
j=0 Qj ∗ (Tm + Tn) computations for measuring the

closeness of the feature vectors to the components at dif-
ferent levels,

∑J
j=0 Qj ∗ (Tm + Tn) computations for de-

termining the effective number of feature vectors assigned
to the components,

∑J
j=0 Qj ∗ (Tm + Tn) computations for

determining the effective number of matches and J compu-
tations for determining the effective number of new matches.
Hence the computation complexity of GMMPMK is also
O(JQT ), where Q is the maximum of all the Qj s and T

is the maximum of the set cardinalities Tm and Tn.
In the next section we present our studies on speaker

identification using the PMK based SVMs. We compare
its performance with that of the MLGMM-based system,
the adapted GMM-based system, and the SVM based sys-
tems with dynamic kernels such as GLDS kernel, PSK,
GMMSV kernel, GUMI kernel, summation kernel and
IMK.

4 Studies on speaker identification and verification

In this section, we present our studies on speaker identifi-
cation and verification. We first describe the implementa-
tion details of studies on speaker identification and verifi-
cation. Then we present the speaker recognition accuracy
obtained using GMM based systems and SVM based sys-
tems.

4.1 Dataset and features used

We performed experiments on the 2002 and 2003 NIST
speaker recognition (SRE) corpora (NIST 2002, 2003). We
considered the 122 male speakers that are common to the
2002 and 2003 NIST SRE corpora. Training data for a
speaker includes a total of about 3 minutes of speech from
the single conversations in the training set of 2002 and 2003
NIST SRE corpora. The test data from the 2003 NIST SRE
corpus is used for testing the speaker recognition systems.
Each test utterance is around 30 seconds long. The silence
portions in the speech utterances are removed. Each utter-
ance in the training and test sets is divided into segments
of around 5 seconds. Each speech segment is considered as
an example. This leads to a total of 3617 training examples
with each speaker class having about 30 examples. The test
set includes a total of 3044 examples. A frame size of 20 ms
and a shift of 10 ms are used for feature extraction from the
speech signal of an example. Every frame is represented us-
ing a 39-dimensional feature vector consisting of 12 Mel fre-
quency cepstral coefficients (MFCC), log energy, and their
delta and acceleration coefficients. Each of the training and
test examples is represented by a set of about 500 local fea-
ture vectors. The performance of speaker verification task
presented in this section is the equal error rate (EER) ob-
tained for 3044 test examples. The speaker identification ac-
curacy presented in this section is the classification accuracy
obtained for 3044 test examples. The classification accu-
racy gives the percentage of test examples that are correctly
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Table 1 Comparison of classification accuracy (in %), estimated at
95 % confidence interval, obtained by the MLGMM based system and
the adapted GMM based system for speaker identification task

Model Number of
components (Q)

Classification
accuracy (in %)

MLGMM 32 75.81 ± 1.52

64 76.50 ± 1.51

128 71.26 ± 1.61

Adapted GMM 1024 83.08 ± 1.33

classified by the classifier. In the context of speaker iden-
tification, the classification accuracy indicates the speaker
identification rate. In order to ascertain the statistical impor-
tance of the result, the classification accuracy is presented
along with the 95 % confidence interval. A simple asymp-
totic method (Wald method) (Newcombe 1998) is employed
to estimate the 95 % confidence interval of the classifica-
tion accuracy. The confidence interval (CI) of classification
accuracy is computed as

CI = z

√
α(1 − α)

Ltest

(32)

where α is the accuracy in decimals, and Ltest is the number
of test examples. Here z is the (1 − α/2) point of the stan-
dard normal distribution associated with a two-tailed proba-
bility α. For 95 % confidence interval, z takes the value of
1.96.

In this study, we compare the accuracy of speaker recog-
nition systems built using GMMs, adapted GMMs, the state-
of-the-art dynamic kernel based SVMs, and the IMK and the
PMK based SVMs.

4.2 Studies on speaker identification using GMM and
SVM based classifiers

For the GMM based systems, we consider diagonal covari-
ance matrices. We perform a line search to select the num-
ber of components in GMMs and estimate the parameters
of the model using the maximum likelihood (ML) method.
The best performance of the MLGMM based system is ob-
tained for 64 components in the GMM for each speaker.
The adapted GMM based system uses an UBM with 1024
components. The adapted GMMs are built by adapting the
means, variances, and mixture coefficients with a relevance
factor of 16 (Reynolds et al. 2000). The classification accu-
racies on test data for the MLGMM based system and the
adapted GMM based system are given in Table 1. It is seen
that the adapted GMM based system gives a better perfor-
mance than the GMM based system.

Next we study the performance of the SVM based ap-
proaches to speaker recognition. We consider the GLDS ker-
nel based SVM, PSK based SVM, GMMSV kernel based

Table 2 Classification accuracy (in %), estimated at 95 % confidence
interval, and the average number of support vectors for the PSK based
SVM classifiers for speaker identification

Number of
components (Q)

Classification
accuracy (in %)

Average number of
support vectors

512 84.32 ± 1.29 176

1024 86.18 ± 1.23 182

Table 3 Classification accuracy (in %), estimated at 95 % confidence
interval, and average number of support vectors for the GMM super-
vector (GMMSV) kernel based SVM and GMM-UBM mean interval
(GUMI) kernel based SVM classifiers for speaker identification

Number of
components (Q)

Classification
accuracy (in %)

Average number of
support vectors

GMMSV GUMI GMMSV GUMI

512 87.93 ± 1.16 90.31 ± 1.05 396 387

1024 86.23 ± 1.22 89.91 ± 1.07 405 396

SVM, GUMI kernel based SVM, IMK based SVM and
PMK based SVM for building the speaker recognition sys-
tems. The LIBSVM (Chang and Lin 2011) tool is used for
building the SVM classifiers. The one-against-the-rest ap-
proach is used to build the 122-class speaker recognition
systems. The value of trade-off parameter, C in SVM is
chosen empirically as 10. The GLDS kernel for a pair of
examples is constructed using a degree of 2 and 3 for the
polynomial kernel. The classification accuracy, estimated at
95 % confidence interval, is 76.77 ± 1.5 % for degree 2 and
78.62±1.46 % for degree 3. This performance is better than
that of the MLGMM-based system using 64 components.
For the PSK based SVM, we considered UBMs with 512,
and 1024 components. We adapt the UBM with the data of
each speaker to get the speaker-dependent GMM. Table 2
presents the classification accuracy for the PSK based SVM.
It is seen that the PSK constructed using the 1024 compo-
nents gives the best performance.

For the GMM supervector (GMMSV) kernel based SVM
and the GMM-UBM mean interval (GUMI) kernel based
SVM, we considered UBMs with 512 and 1024 compo-
nents. Table 3 presents the classification accuracy, estimated
at 95 % confidence interval, for GMMSV kernel and GUMI
kernel based SVMs. It is seen that the GMMSV kernel and
GUMI kernel constructed using the 512 components give
the best performance. This performance is significantly bet-
ter than that of the PSK based SVM (Table 2). The perfor-
mance of GUMI kernel based SVM is significantly better
compared to that of the GMMSV kernel based SVM and the
adapted GMM based system (Table 1).

The IMK based SVMs are built using a value of 128 or
256 or 512 for Q corresponding to the size of the set of vir-
tual feature vectors. The classification accuracy, estimated
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at 95 % confidence intervals, for the IMK constructed using
the components of CIGMM and the IMK constructed using
the set of centers of clusters is given in Table 4, for different
values of Q. It is seen that the IMK constructed using the
CIGMM with 512 components as the set of virtual feature
vectors gives the best performance of 88.12 ± 1.15 % (Ta-
ble 1). It is seen that the average number of support vectors
for the SVMs using IMK is in the range of 225 to 300.

Next we study the performance of the pyramid match ker-
nel (PMK) based SVM approaches to speaker identification.
As the dimension of the feature vector is large (d = 39),
the computation of histogram with 39-dimensional grids
as bins is difficult. Hence we did not consider the PMK
that uses grids as bins. The SVMs using the vocabulary-
guided PMK (VGPMK), codebook-based PMK (CBPMK)
and GMM-based PMK (GMMPMK) are built using differ-
ent values for J corresponding to the number of levels in
the multi-resolution histogram pyramid and the branching
factor b. In VGPMK, each cluster at a level is further clus-

Table 4 Classification accuracy (in %), estimated at 95 % confidence
interval, and average number of support vectors for the IMK based
SVM classifiers for speaker identification

Set of virtual
feature vectors

Number of
virtual feature
vectors (Q)

Classification
accuracy (in %)

Average
number of
support vectors

Components
of UBM

128 84.30 ± 1.29 279

256 86.21 ± 1.22 226

512 88.12 ± 1.15 254

Center of
clusters

128 76.52 ± 1.51 263

256 78.54 ± 1.46 290

512 79.38 ± 1.44 287

tered into b clusters in the next level resulting in a total of bj

clusters at any level j . However, the proposed CBPMK and
the GMMPMK, consider bj number of clusters constructed
from the feature vectors of all the training examples at each
level j . In GMMPMK, the CIGMM at each level is built
using centers of clusters used in CBPMK at that level as
the starting point. The classification accuracies, estimated
at 95 % confidence interval, for the VGPMK, the CBPMK
and the GMMPMK based SVMs for speaker identification
are given in Table 5, for different values of J and b. It is
seen that the GMMPMK constructed using the CIGMMs for
J = 6 and b = 4 gives the best performance of 90.26 %. It
is also seen that the GMMPMK based SVM performs sig-
nificantly better than the CBPMK and the VGPMK based
SVMs. It is also seen that the performance of the CBPMK
based SVM is marginally better compared to that of the
VGPMK based SVM. It is observed that the accuracies of
the PMK based SVMs constructed using the pyramids with
J = 12 and b = 2, and J = 6 and b = 4 are close. However,
the PMK constructed using pyramid with J = 6 and b = 4
is computationally less intensive than the PMK constructed
using pyramid with J = 12 and b = 2 as the number of lev-
els is less. The performance of the VGPMK, the CBPMK
and the GMMPMK based SVMs is better than that of the
adapted GMM based system (Table 1). It is also seen that
the performance of the GMMPMK is close to the perfor-
mance of the state-of-the-art kernel, GUMI kernel, given in
Table 3.

Table 6 compares the speaker identification accuracies
obtained using the GMM-based classifiers, SVM-based
classifiers using generalized linear discriminant sequence
(GLDS) kernel, probabilistic sequence kernel (PSK), GMM
supervector (GMMSV) kernel, GMM-UBM mean inter-

Table 5 Classification accuracy
(in %), estimated at 95 %
confidence interval, of the
SVM-based classifiers with
vocabulary-guided PMK
(VGPMK), codebook-based
PMK (CBPMK) and
GMM-based PMK
(GMMPMK) for speaker
identification for the for
different values of J and b.
Here, Lc indicate the number of
clusters at leaf level

J b Lc Classification accuracy (in %) Average number of support vectors

VGPMK CBPMK GMMPMK VGPMK CBPMK GMMPMK

8 2 256 75.66 ± 1.52 77.23 ± 1.49 81.79 ± 1.37 160 159 165

9 2 512 78.42 ± 1.46 80.58 ± 1.41 86.05 ± 1.23 180 180 183

10 2 1024 80.72 ± 1.40 81.57 ± 1.38 88.17 ± 1.15 207 205 206

11 2 2048 82.23 ± 1.36 82.79 ± 1.34 89.79 ± 1.08 240 241 234

12 2 4096 81.83 ± 1.37 82.85 ± 1.34 90.21 ± 1.06 286 289 280

5 3 243 76.02 ± 1.52 77.73 ± 1.48 82.29 ± 1.36 158 156 160

6 3 729 80.29 ± 1.41 81.57 ± 1.38 88.05 ± 1.15 192 192 193

7 3 2187 81.73 ± 1.37 81.96 ± 1.37 88.54 ± 1.13 244 244 240

4 4 256 76.02 ± 1.52 77.23 ± 1.49 81.86 ± 1.37 161 159 158

5 4 1024 80.75 ± 1.40 81.63 ± 1.38 88.84 ± 1.12 208 205 206

6 4 4096 82.26 ± 1.36 82.85 ± 1.34 90.26 ± 1.05 290 289 278

4 5 625 80.26 ± 1.41 80.81 ± 1.40 86.26 ± 1.22 188 185 189

5 5 3125 82.26 ± 1.36 82.29 ± 1.36 89.45 ± 1.09 268 268 246
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Table 6 Comparison of
classification accuracy (in %),
estimated at 95 % confidence
interval, of the GMM-based
classifiers and dynamic kernel
based SVM classifiers for
speaker identification. Here, Q

indicates the number of GMM
components considered. The
pair (J, b) indicates values of J

and b considered in constructing
the pyramid

Classification model Q or (J, b) Classification
accuracy (in %)

Average number of
support vectors

GMM 64 76.50 ± 1.51 –

Adapted GMM 1024 83.08 ± 1.33 –

SVM using

GLDS kernel (polynomial degree 3) – 78.62 ± 1.46 187

PSK 1024 86.18 ± 1.23 182

GMMSV kernel 512 87.93 ± 1.16 396

GUMI kernel 512 90.31 ± 1.05 387

Summation kernel – 78.93 ± 1.45 243

CBIMK 512 79.38 ± 1.44 287

CIGMMIMK 512 88.12 ± 1.15 254

VGPMK (6, 4) 82.26 ± 1.36 290

CBPMK (6, 4) 82.85 ± 1.34 289

GMMPMK (6, 4) 90.26 ± 1.05 278

val (GUMI) kernel, summation kernel (SK), codebook-
based IMK (CBIMK), CIGMM-based IMK (CIGMMIMK),
vocabulary-guided PMK (VGPMK), codebook-based PMK
(CBPMK), and GMM-based PMK (GMMPMK). It is
seen that the SVM classifiers using the dynamic kernels
such as GMMSV kernel, GUMI kernel, CIGMM-IMK,
VGPMK, CBPMK and GMMPMKs give a better perfor-
mance than the adapted GMM-based classifier. Though the
GUMI kernel gives a marginally better performance than
the GMMPMK, the average number of support vectors for
SVMs using the GUMI kernel is significantly higher than
the average number of support vectors for the GMMPMK
based SVM. The GUMI kernel (You et al. 2009) is com-
puted by adapting CIGMM to every example in the training
set. Hence, the representation of an example in the GUMI
kernel based method is of a large dimension that is propor-
tional to the number of components, Q. Therefore, the stor-
age requirements and the computational complexity during
the recognition phase of the classifier are significantly lower
for the GMMPMK-based SVM compared to the GUMI
kernel based SVM. The performance of the GMMPMK-
based SVM is better compared to the performance of the
CIGMMIMK-based SVM. The limitation of the IMK is that
it is necessary to use a set of virtual feature vectors and the
performance of the IMK-based SVM is dependent on the
choice of the set of virtual feature vectors. However, the
computation complexity of the GMMPMK is higher when
compared to the CIGMMIMK.

4.3 Studies on speaker verification using GMM and SVM
based systems

In this section we present the performance of speaker ver-
ification using GMM-based systems and SVM-based sys-

Table 7 Comparison of equal error rate (EER) of the GMM-based
speaker verification systems and SVM-based speaker verification sys-
tems using dynamic kernels. Here, Q indicates the number of GMM
components considered. The pair (J, b) indicates values of J and b

considered in constructing the pyramid

Speaker verification system Q or (J, b) EER (in %)

GMM 64 6.01

Adapted GMM 1024 4.36

SVM using

GLDS kernel (polynomial degree 3) – 5.93

PSK 1024 4.02

GMMSV kernel 512 3.74

GUMI kernel 512 3.04

Summation kernel – 5.47

CBIMK 512 4.99

CIGMMIMK 512 3.53

VGPMK (6, 4) 4.66

CBPMK (6, 4) 4.44

GMMPMK (6, 4) 3.05

tems with GLDS kernel, PSK, GMMSV kernel, GUMI ker-
nel, SK, CBIMK, CIGMMIMK, VGPMK, CBPMK and
GMMPMK. Table 7 presents the equal error rate (EER)
for the GMM-based speaker verification systems and SVM-
based speaker verification systems. It is seen from the Ta-
ble 7 that the performance of SVM-based speaker verifi-
cation systems using GLDS kernel, PSK, GMMSV ker-
nel, GUMI kernel, SK, CBIMK, CIGMMIMK, VGPMK,
CBPMK and GMMPMK in terms of EER is significantly
better than that of adapted GMM-based speaker verifica-
tion system. It is also seen that the EER for the SVM-
based speaker verification system using the proposed GMM-
based PMK is close to or better than that of the SVM-based
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Fig. 5 (a) DET curves for the SVM-based speaker verification sys-
tems using VGPMK, CBPMK and GMMPMK. (b) DET curves for
the adapted GMM-based speaker verification systems and SVM-based

speaker verification systems using GMMSV kernel, GUMI kernel,
CIGMMIMK and GMMPMK

speaker verification systems with the state-of-the-art dy-
namic kernels. Figure 5(a) shows the detection error trade-
off (DET) curves (Martin et al. 1997) for the SVM-based
speaker verification systems using VGPMK, CBPMK and
GMMPMK. It is seen that SVM-based speaker verifica-
tion system using GMMPMK performs significantly bet-
ter than the SVM-based speaker verification systems us-
ing VGPMK and CBPMK. It is also seen that the perfor-
mance of the SVM-based speaker verification system using
CBPMK is better than that of the system using VGPMK.
Figure 5(b) shows the DET curves for the adapted GMM
based speaker verification system and the best performing
SVM-based speaker verification systems. The DET curves
also confirms that the performance of SVM-based speaker
verification system using the proposed GMM-based PMK is
close to or better than that of the SVM-based speaker verifi-
cation system using state-of-the-art dynamic kernels.

5 Summary and conclusions

In this paper, we presented the GMM based approaches and
SVM based approaches to speaker recognition. The discrim-
inative training based large margin method for estimation of
GMM parameters is expected to give a better performance
than the maximum likelihood method. However, the opti-
mization problem solving in large margin GMMs is compu-
tationally highly intensive. Development of the discrimina-
tive training based SVM classifiers used for speaker recogni-

tion requires the design of a suitable dynamic kernel for se-
quential patterns represented by sets of feature vectors. The
dynamic kernels such as the generalized linear discriminant
sequence (GLDS) kernel and probabilistic sequence kernel
are computationally intensive. The construction of dynamic
kernels such as GMM supervector kernel and GMM-UBM
mean interval kernel involves building a probabilistic model
for each example. The summation kernel is a simple kernel.
However, it is computationally intensive when the number
of feature vectors in each example is large. The interme-
diate matching kernel (IMK) is computationally less inten-
sive than the GLDS kernel and summation kernel. The con-
struction of IMK does not involve building a probabilistic
model for each example. The main issue in the construc-
tion of IMK is the choice of the set of virtual feature vec-
tors used for intermediate matching. The components of the
class-independent GMM (CIGMM) are considered as the
set of virtual feature vectors. The construction of a PMK
involves representation of a set of feature vectors as mul-
tiresolution histogram pyramid. The PMK is computed by
comparing a pair of histogram pyramids using the weighted
histogram intersection function. We proposed to use CIG-
MMs at each level of pyramids. The histogram vector at
each level is obtained using the effective number of fea-
ture vectors assigned to each component. Our studies on the
122-class speaker recognition task show that the SVM using
the GMM-based PMK gives a better performance than the
adapted GMMs and SVMs using IMK. It also shows that
the performance of the SVM using the GMM-based PMK is
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close to that of the GUMI kernel based SVM which is the
state-of-the-art SVM system for speaker recognition. How-
ever, the CIGMM-based PMK is computationally more in-
tensive compared to that of the CIGMM-based IMK.
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