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Abstract This paper deals with speaker-independent Au-
tomatic Speech Recognition (ASR) system for continuous
speech. This ASR system has been developed for Mod-
ern Standard Arabic (MSA) using recordings of six regions
taken from ALGerian Arabic Speech Database (ALGASD),
and has been designed by using Hidden Markov Models.

The main purpose of this study is to investigate the ef-
fect of regional accent on speech recognition rates. First, the
experiment assessed the general performance of the model
for the data speech of six regions, details of the recogni-
tion results are performed to observe the deterioration of the
performance of the ASR according to the regional variation
included in the speech material. The results have shown that
the ASR performance is clearly impacted by the regional ac-
cents of the speakers.
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1 Introduction

Automatic Speech Recognition (ASR) research has re-
quired many efforts from scientists to progress in develop-
ment of performing systems. Indeed, it is well-known that
intra-linguistics and extra-linguistics features such as: co-
articulation, gender, age, regional and social origin, rate of
speech, speaking style and spontaneous speech, emotional
state, etc. are different sources of speech variability. These
speaker’s characteristics affecting the speech signal admit-
tedly alter also the performance of the ASR systems. There-
fore, improving these systems regarding sources of variabil-
ity will mostly be a matter of counteracting the effects out-
lined above (Benzeghiba et al. 2007).

As regards the regional influence, speech recognition un-
der accent variations is a challenging problem whatever the
language. The speech for a particular language is rapidly
changing depending on the regional accents. The ASR sys-
tems suffer from significant performance deterioration when
they are operated in mismatched accent conditions.

Furthermore, compared to other languages, there are rela-
tively limited speech recognition studies devoted to the Ara-
bic language studies. Lack of spoken training and testing
data is one of the main issues encountered by Arabic studies.
The speech corpora, used for the Arabic recognition, usu-
ally are not designed for the purpose of ASR researches.
Indeed, they are not based on phonetically balanced cor-
pora, and they rarely include the regional variation. There-
fore, previous works were principally conducted on Arabic
alpha-digits recognition; isolated Arabic vowels and isolated
Arabic word recognition; and more recently on the devel-
opment of continuous speech recognition systems (Alotaibi
et al. 2008; Elshafei et al. 2008; Elmahdy et al. 2009;
Vergyri et al. 2004).

The present work aims to summarize the main steps of
the development of Arabic speech continuous recognition
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system, for Modern Standard Arabic language that is based
on phonetically rich and balanced corpora, so-called ALGe-
rian Arabic Speech Database (ALGASD) (Droua-Hamdani
et al. 2010). In addition, the paper intends also to reflect
the effect of the regional variability on the Arabic ASR per-
formance. The experimental approach tests first the perfor-
mance of the system using recordings from six regions of
ALGASD. Afterwards, details of the recognition results are
performed to observe the deterioration of the performance
of the ASR according to the regional variation included in
the speech material.

The paper is organized as follows: Sect. 2 summarizes
the main characteristics of the Arabic language. Section 3
gives an overview of the speech data used—ALGASD cor-
pus. Section 4 gives explanation about train and test corpora.
Section 5 describes the acoustic front-end of the ASR sys-
tem. Section 6 gives an outline about the lexicon used in the
development of the ASR. Section 7 describes the acoustic
and language models. Section 8 shows the evaluation of the
Arabic ASR. Section 9 concludes and indicates the perspec-
tive of this work.

2 Arabic language background

Arabic is an official language in more than 22 countries.
The estimated number of Arabic speakers is about 300 mil-
lion. Recent approaches in language and speech processing
categorize the Arabic language as Modern Standard Arabic
(MSA) and Modern Colloquial Arabic (MCA). MSA lan-
guage is the standard variety shared by educated speakers
throughout Arabic-speaking regions. It is the form that is
used in education, media, and formal talks. Colloquial Ara-
bic is what is spoken in everyday conversations and varies
considerably not only across countries, but also within the
same country.

The MSA basic phonological profile includes 28 con-
sonants. Among these consonants, there are two distinc-
tive classes, which are named pharyngeal and emphatic
phonemes. MSA vowel phonemes are limited in number
compared to English or French. There are three short vowels
and three long vowels. However, there are many allophones
to each of them depending on the consonantal context. In
addition, MSA has two diphthongs /ay/ and /aw/. All Ara-
bic syllables must contain at least one vowel (Watson 2007).
Moreover, Arabic vowels cannot be initials and they can oc-
cur either between two consonants or be the final phoneme
in a word.

3 Data collection

Speech corpus is an important requirement for developing
any ASR system. This section describes the characteris-

tics of the database, ALGASD, used in this study (Droua-
Hamdani et al. 2010). The sound corpus is designed to train
and test automatic speech recognition engines. Texts mate-
rial used to record the speech corpus consists of 200 Arabic
Phonetically Balanced (APB) sentences which included all
Arabic phonemes with the respect of their actual distribution
in MSA language.

Speakers are different from each other depending on the
acoustics differences which are related to the vocal tract or
to the pronunciation differences which are generally associ-
ated the geographic localities. In addition to acoustics differ-
ences between speakers, ALGASD corpus takes account of
the main pronunciation variations of MSA due to regional
differences in Algeria. Thus, the regional coverage corre-
sponds to the major dialect groups.

Since most of the Algerian population is settled in the
north of the country rather than in the south, the distribution
of speakers according to their number and gender is propor-
tional to the population of the regions. The texts to read are
also proportional to the numbers of speakers in each region.
Therefore, the number of recordings is not equal in the stud-
ied localities.

The ALGASD database is a good challenge for speech
recognizers because of its diversity. In fact, it is enriched
with varieties of 300 Algerian speakers taking into consid-
eration the following characteristics:

1. Gender: females/males speakers.
2. Age: there are 3 age groups: younger speakers be-

tween 18 and 30, middle-aged speakers between 30 and
45, and speakers over 45.

3. Education level: three categories of education level are
also considered: middle group (primary to secondary
school), graduate group (university), and post-graduate
group.

4. Speakers come from different socioeconomic back-
grounds and their mastery of Arabic is different: doctors,
teachers, students, unemployed persons, etc.

5. Regional variation: 11 regions scattered across the coun-
try.

4 Train and test corpora

For the purposes of the experiment, the data of 167 speakers
corresponding to 592 recordings are extracted from 6 region
subsets. From the total speech corpus, we build two subsets
to train and test the Arabic recognizer. The system is trained
using 434 sentences which represent two-thirds of the total
sentences used for the development of the ASR system. The
number of speakers used for the training is 118. Test corpus,
composed of 158 sentences, includes 49 speakers represent-
ing all the regions devoted to the study. Speakers and corpus
test have not been used in the training phase. The number
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Table 1 Numbers of speakers
and recordings in train and test
corpora

Regions Designation Train Test

Speakers Recordings Speakers Recordings

Algiers R1 56 198 24 78

Tizi-Ouzou R2 24 93 10 30

Jijel R3 12 45 4 12

Bechar R4 5 19 2 8

El-Oued R5 11 45 5 14

Ghardaia R6 10 34 4 16

of sentences tested varies from region to region because the
number of speakers is not constant across regions. Table 1
shows the number of speakers and recordings for each re-
gion in the in training and test phase.

5 Pre-processing

Characteristics of speech sounds vary substantially de-
pending on the speaker and the acoustic environment. The
widely-used statistical method for characterizing the spec-
tral features of the speech frame is Hidden Markov Models
(HMMs) (Jelinek 1999). Both the automatic speech recog-
nition system (described below) and the parameterization
method are designed by using the Hidden Markov Model
Toolkit (HTK) which runs on a Windows platform (Young
et al. 2006).

The same recognition system is trained and tested with
identical settings of all relevant parameters. Acoustic front-
ends in speech recognizers produce sequences of observa-
tion vectors which represent the short-term spectrum of the
speech signal. The two most usually used parameterizations
are Mel-Frequency Cepstral Coefficients (MFCC) and Per-
ceptual Linear Prediction (PLP) (Huang et al. 2003). How-
ever, the MFCC are commonly used as main features in
speech recognition systems.

The conventional MFCC extraction method consists
of several computational steps. The speech is first pre-
emphasized with a pre-emphasis filter that is used to en-
hance the high frequency components of the spectrum. This
is performed by applying the following formula:

x′
n = xn − axn−1 (1)

where a is the pre-emphasis coefficient which should be in
the range 0 ≤ a < 1.

The next, step in the processing, is to apply a window
function on each individual frame of the signal, to reduce
boundary effects. Typically the Hamming window is used.
The impulse response of the Hamming window is defined as
follows:

w(n) =
⎧
⎨

⎩

0.54 − 0.46 cos(2πn/N − 1)

n = 0,1, . . . ,N − 1
0 otherwise

(2)

where N is the total number of samples in the frame.
The MFC coefficients are calculated as a set of Discrete

Cosine Transform (DCT) decorrelated parameters, which
are computed through a transformation of the logarithmi-
cally filter-output energies. These energies are resulting
through a perceptually spaced bank of equal height trian-
gular filters Hi(k) that are applied on the Discrete Fourier
Transform (DFT) of a given speech signal. The frequency
bands in the MFCC are equally spaced on the mel scale,
which mimics the human auditory system response. We
can calculate the Mel-Frequency cepstrum from the output
power of the filter bank using the following equation:

cj =
M∑

i=1

S[i] cos
(
jπ(i − 1/2)/M

)
, with j = 1,2, . . . , J

(3)

where M is the number of filters in the filter bank, J is the
number of cepstral coefficients, S[i] is the log-energy at the
output of each filter:

S[i] = log10

[
N−1∑

k=0

∣
∣X(k)

∣
∣.Hi(k)

]

i = 1,2, . . . ,M (4)

Temporal changes in the spectra play an important role in
human perception. One way to capture this information is
to use delta coefficients that measure the change in coef-
ficients over the time. As a basic feature set, we extracted
the (MFCCs) 1–12 along with energy and their first (δ) and
second order (δδ) regression coefficients. This greatly en-
hances the performance speech recognizers on based HMM.
The derivatives of the MFCCs are calculated through the use
of regression formula (3).

dt =
∑Θ

θ=1 θ(ct+θ − ct−θ )

2
∑Θ

θ=1 θ2
(5)

where dt is a δ coefficient at time t computed in terms of
the corresponding static coefficients ct−θ to ct+θ . The same
formula is applied to the δ coefficients to obtain acceleration
(δδ) coefficients.

The principal usefulness of cepstral coefficients is that
they are generally decorrelated and this allows diagonal co-
variances to be used in the HMMs. However, the higher
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order cepstra are numerically quite small compared to the
lower order. So, it is appropriate to re-scale the cepstral co-
efficients to have similar magnitudes. Therefore, the last step
in the processing is to apply a liftrage window. This is done
according to the following formula:

c′
n =

(

1 + L

2
sin

πn

L

)

cn (6)

where L is the size of liftrage window.
The parameters of the ASR system are 16 kHz sampling

rate with a 16 bit sample resolution, 25 millisecond Ham-
ming window duration with a step size of 10 milliseconds,
normalized energy, MFCC coefficients with 22 as the length
of cepstral leftering and 26 filter bank channels of which 12
are as the number of MFCC coefficients, and of which 0.97
are as the pre-emphasis coefficients. In computation of δ and
δδ coefficients, Θ is set to 3.

6 Arabic phonetic dictionary

The development of an effective ASR system requires a
phonetic dictionary to training and test phases. The lexi-
con or pronunciation dictionary is used to map word se-
quences to phone sequences. The HMMs corresponding to
the phone sequence may then be concatenated to form a
composite model representing words and sentences. Each
word in the lexicon may have several pronunciations, and
in this case, there will be one branch in the network corre-
sponding to each alternative pronunciation. Each pronunci-
ation may consist either of a list of phones or a list of HMM
names (Young et al. 2006).

Usually alphabet-to-sound conversion for Arabic has
simple one-to-one mapping between orthography and pho-
netic transcription for given correct diacritics. However, at
word level there are very few exceptions. Indeed, some
words may have a slight difference between the pronun-
ciation and the orthographic form as /haða/ which is pro-
nounced /ha:ða/.

Texts of ALGASD are transcribed using Speech Assess-
ment Methods Phonetic Alphabet (SAMPA), but some of
the phonemes are renamed for machine convenience. Thus,
to create the dictionary, we replace them by symbols that
are proposed in the West Point Modern Standard Arabic
database by LDC with minor modifications (LDC). Table 2
gives a sample of the lexicon used throughout our ASR ex-
periments.

7 Acoustic and language models

Currently, the most popular and successful speech recog-
nition systems use Hidden Markov Models in the acoustic

Table 2 Sample of the lexicon used throughout the ASR

ASR SAMPA

d’a?ula D_ ah Q_ uh l ah

d’aru:ratun D_ ah r uw r ah t uh n

Gadan G_ ah d ah n

Gadrahum G_ ah d r ah h uh m

Gafala G_ ah f ah l ah

Gafat G_ ah f ah t

Gala: G_ ah l ae

modeling. HMM Toolkit is used to train the acoustic models
of thirty-four MSA phonemes (28 consonants and 6 vow-
els) to which we add a model of silence (sil). A short pause
(sp) model is created from the silence model and tied to it.
All the models are context independent, 5-state HMM (first
and fifth states were non-emitting) left to right without skip
state, all with one Gaussian mixture (diagonal covariance)
per state.

Baum-Welch re-estimations algorithm is used in or-
der to estimate the transition probabilities of the context-
independent HMMs. An alignment of speech data is done
after the seventh re-estimation using the Viterbi algorithm
(Rabiner and Juang 1993; Huang et al. 2003).

Language model is another important requirement for
any ASR system. In practice, n-gram models have been
shown to be extremely effective in modeling language data
in speech recognition tasks. Current research mainly focuses
on bigram topic models which are built from labels used
in the training process computed according to the following
formula:

p(i, j) =
{
(N(i, j) − D)/N(i) if N(i, j) > t

b(i)p(j) otherwise
(7)

where N(i, j) is the number of times word j follows word i

and N(i) is the number of times that word i appears.

8 Evaluation and discussion

In this section, we discuss two experiments that gauge how
well the system performs with respect to regional influence.

– The first experiment assesses the general performance of
the model for the entire data speech (i.e. R1 to R6).

– The second experiment aims to detail the results obtained
above in order to investigate the impact of regional vari-
ation on the general performance of the system. This is
done by testing individually each region.
• The speaker-independent ASR performance in the first

experimentation is 91.7 % which is a satisfactory re-
sult. The accuracy is 90.6 %. Indeed, from the overall
data test corpus (i.e. 158 recordings), 18 sentences are
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not recognized correctly. These sentences are affected
either by a deletion, a substitution or an insertion at the
beginning or the ending of the sentence. The system
fails in recognizing 38 tokens out of 458. The number
of substitutions is 32 while the number of deletions is
6, and the number of insertions is 5.

• As shown in Table 3, the results of the second experi-
ments indicate considerable variation among the 6 lo-
calities. The results show that northern regions R1, R2,
and R3 have a reasonably high correct rate of recogni-
tion. On the other hand, the worst performance is en-
countered in southern regions R4, R5, and R6. Figure 1
illustrates numbers of recognized labels compared to
the total number of the tokens given in the data set cor-
pus of each region.

Table 4 and Fig. 2 show the deletions, substitutions and
insertions of tokens of each region. We notice that the
southern regions present the higher numbers of substitu-

Table 3 Word and sentence recognition rates by regions

Designation Word Sentences

%Corr %Acc %Correct

North R1 94.34 93.87 88.89

R2 98.98 97.96 93.33

R3 100 100 100

South R4 78.26 78.26 71.43

R5 80.85 76.60 71.43

R6 74.42 67.44 64.29

Fig. 1 Comparison between recognized and total words by region

tions as in R5 and R6 compared to the total number of
tokens to recognize.

In this experiment, we also investigate the number of sen-
tences not correctly recognized according to the gender of
the speakers. The participants of test phase have not been
used in the training phase. We notice that the distribution
of speakers that produced sentences which are not correctly
recognized by the ASR (deletion or missed tokens) is gener-
ally equal for both kinds of speakers for each region. How-
ever, their number is higher in southern regions than north-
ern ones compared to the total number of speakers of the
test. The dividing of both genders (female/male) is reported
in Table 5. Figure 3 plots the distribution of speakers that
have pronounced unrecognized sentences.

The purpose of the experiment is to design a comprehen-
sive system that can recognize all the phonemes of Arabic
MSA, based on phonetically balanced corpora, regardless of
the speaker’s accent. The recognition result shows a satisfac-
tory performance rate. From this perspective, the expected
target is relatively achieved as long as Jijel (R3) with even
smaller numbers of speakers and recordings, compared to
Algiers and Tizi Ouzou (respectively R1 and R2), reaches
a maximum recognition performance. Although it is well-
known that certain phonemes pronounced with the accent of
Jijel have distinctive phonetic features. Regarding the region
R5 even with numbers of speakers and recordings almost
similar to R3, we get a fairly low rate.

Fig. 2 Deletions, substitutions and insertions words for each region

Table 4 ASR performance
analysis Regions Total words Recognized words Deletion Substitution Insertion

North R1 212 200 5 7 1

R2 98 97 0 1 1

R3 35 35 0 0 0

South R4 23 18 0 5 0

R5 47 38 1 8 2

R6 43 32 0 11 1
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Table 5 Speakers according to
their gender: speaker’s number
that have produced
unrecognized sentences are
reported between parentheses

Regions Males Females Total speakers

R1 8 (2) 16 (4) 24 (6)

R2 5 (1) 5 (1) 10 (2)

R3 1 (0) 3 (0) 4 (0)

R4 – 2 (1) 2 (1)

R5 2 (1) 3 (0) 5 (1)

R6 1 (1) 3 (1) 4 (2)

Fig. 3 Speakers that produced
unrecognized by the ASR

We have also investigated the performance of ASR ac-
cording to the gender of the speakers. The results show that
the speakers of the southern regions produce more unrecog-
nized sentences than those of the northern ones. The ASR
rates for each region are generally equal between speakers
be they female or male.

In a previous work (Droua-Hamdani et al. 2010), we have
assumed that these regions of ALGASD have more homo-
geneous phonetic features and fewer phonologic differences
to achieve a high recognition rate. But, the present study
shows variability in the recognition rates between northern
and southern localities—about 23 %. This shows that recog-
nition differences are not due to random error but may be
due to differences in pronunciation.

We suppose that this difference is caused by substantial
differences in production of certain phonemes of the cor-
pus (allophones). More investigations are needed to reveal
which phones produce the deviation between recognition
rates.

9 Conclusion

The present study concerns the development of a speech
continuous recognizer of MSA. Data set is taken from six
regions (3 from the north and 3 from the south) of ALGASD
sound corpus. This voice bank mirrors different sources of
speech variability related to regional and social variations of

Algerian speakers. The speaker-independent system is based
on HMM strategy carried out by HTK tools.

Two sets of experiments are conducted to test the ASR
performance. The first one uses the overall test data of the
six regions, while the second details the performance rates
related to each region.

The results of monophone speech recognition models,
for the first experiment, are successful for the purposes of
ASR and might constitute a useful baseline model for fur-
ther studies using complex ASR systems dedicated to MSA.
However, in the second experiment, we observe unbalanced
recognition rates between northern regions and southern
ones. The results show a reasonably high correct rate of
recognition for R1, R2, and R3 where R3 shows the higher
recognition rates. The worst performance is encountered in
southern regions; R6 is characterized by a lower accuracy.

Adaptive techniques (Maximum a Posteriori MAP, Max-
imum Likelihood Linear Regression MLLR) can be used to
modify system parameters to better match variations related
to the speaker’s accent. This is our primary objective subse-
quently to improve the performance of the Arabic ASR.
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