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Abstract
Routing protocols plays a key role in coherent use of resources in Internet of Things
(IoT). The more efficient routing scheme is, the more efficiently will nodes communi-
catewith each other. In this paper, we present presents an efficient cluster based routing
protocol for IoT. The protocol aims at increasing lifetime and stability of networks. The
paper introduces a new routing scheme Modified-Percentage LEACH Protocol based
on existing protocol namely Percentage LEACH. Extra amount of energy wastage is
alleviated by reducing communication between Cluster Heads (CHs) and sink. Thus,
it increases the lifetime of sensor nodes in IoT communication networks. It is achieved
by introducing threshold calculation on each CH, which is used as basic criteria for
CH election and selection. The protocol also takes into account distance parameter
of nodes from sink. This protocol helps plummeting energy wastage which results in
more lifetime and high throughput. The depicted protocol is compared with its par-
ent protocol and simulation results shows high throughput and outperforms its parent
protocols.
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1 Introduction

IoT envisaged a system comprising of large number of everyday objects connected
with each other. These objects are smart and intelligent to communicate and share
information with other nodes and with the Internet [1]. Technological advancement in
field of Micro-Electric Mechanical Systems has enabled scientists to design various
type of sensors. These sensors possesses capabilities to sense its environment, gather
data about events of interest from its environment depending upon its application,
process gathered data and then transfer it to sink [2]. These sensors are cheap, tiny in
size and are equipped with sensing, processing, communication components to carry
out these tasks with confined resources. WSNs is merely a type of IoT networks that
incorporates large number of such tiny and smart sensors. Therefore, the integration
ofWSN plays an important role in optimizing the use of sensors technology in various
fields such as IoT, Cyber Physical Systems, Machine to Machine communication, etc.
[3].WSN are also proposed to be integrated with Cloud [4]. It will enable a wide range
of applications such as data integrity, provenance usage and efficient data access across
heterogeneous resources in WSN domain [5–7].

Due to its small size and applications these nodes are deployed in dense areas and
terrains. The mode of deployment may be deterministic or nondeterministic [8]. In
deterministic approach large numbers of nodes are distributed in field with proper
placement. It is also known as controlled placement technique as nodes are placed
according to a specific criterion in field of interest. This type of deployment occurs,
when nodes are in reach of humans. In non-deterministic scheme nodes are placed
without specific criteria. The deployment usually occurs in area where human inter-
action is not possible. It is also known as random deployment [9].

Sensor nodes after deployment in an environment organize itself and communicate
with other nodes and sink to establish WSN [10]. This communication is based on
signal strength, available resources and lifetime of nodes [11]. Sensors are battery
powered,which is neither rechargeable nor replaceable because of its deployment [12].
There is no fixed or pre-defined structure/topology of the network because nodes re-
organize itself according to environment and application. Network structure changes
when nodes move from one location to another [13].

Objective of network is to forward sensed information to base station/sink directly
or via other nodes. Sink is the final destination of data in WSNs. It has continuous
power and control overall all network operations [14]. It identifies nodes by assigning
a unique ID. This unique ID also helps in identification of malicious nodes in network.
Figure 1 shows a typical WSN operation.

Communication of nodes with sink may be single-hop or multi-hop depending
upon application and network area [15]. In single-hop communication, nodes or CHs
directly communicate with sink. If distance is small, single-hop communication may
be an option otherwise multi-hop communication scheme is used. In multi-hop com-
munication node transfers data to sink via neighboring nodes. It uses distance as major
parameter for data transfer. Each CH after data fusion sends data back to its nearest
neighboring CH. The CH nearest to sink is hot-spot, as it receives data from all other
CHs of the network.
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Fig. 1 A typical WSN network

In recent years, use of WSNs increases because of its usage in different critical
applications. Different applications and its use are as follows:

1. WSNs are widely used in Environmental Monitoring. Different environmental
projects like Luster, SensorScope, Social Ecology and Volcanoes. In Volcanoes a
WSN is deployed that sense seismic events, gather data about its frequency and
then forward it to the sink.

2. WSNs are used in Military systems. In Military it is used for border monitor-
ing, intelligence gathering, surveillance, imaging, nuclear and explosives detector,
force protection and battlefield awareness.

3. Health-care is a major field in which WSNs is used. It is used in mass causality
disasters, monitoring of hospitals, monitoring of patients in their illness, physical
and physiological behavior.
Besides these usages WSNs have wide range of applications in areas like environ-
ment monitoring, military, smart homes, transport and telematics etc. [16].

With all these applications WSNs have major challenges like self-configuration,
ad- hoc-communication and energy usage. Energy is one of key constraint that affects
overall network lifetime and operation. This is because nodes are battery powered. If
a node energy drains out, it is dead making network unstable and decreasing network
lifetime. To increase this lifetime, energy usage may be reduced. To alleviate usage of
energy and increase network lifetime efficient Operating System,MAC layer protocols
and Routing protocols are required. Our research work focused on plummeting of
energy usage using routing protocols.

Rest of paper is organized as, Sect. 2 explains related work. Section 3 describes
motivation that provides base for this research. Section 4 describes different issues
identified in PR-LEACH protocol. These issues are addressed in Sect. 5 with illustra-
tion of solutions to issues. Performance evaluation of the said protocol by comparing
it with its parent protocol is explained in Sect. 6. Section 7 depicts conclusion and
future work.
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2 RelatedWork

Routing protocols can alleviate energy usage of nodes as it is used during data transfer
among different nodes. It define scheme for en-routing data across network. These
protocols are divided into four different categories to coup issues of data, location
of nodes, scalability and multi-path protocols [17]. Different protocols define dif-
ferent level of hierarchy depending upon deployment environment and application
requirement. Different routing protocols that provide base for our research work are
as follows:

2.1 Low-Energy Adaptive Clustering Hierarchy (LEACH)

LEACH [18] is hierarchical cluster based routing protocol. It is core routing protocol
and served as parent to today advanced routing protocols in WSNs. It divide network
operation in rounds, where, each round lasts for specific amount of time depending
upon different factors like rate of communication, residual energy etc. Each round has
specific number of clusters headed by CHs. Sink define optimal number of CHs in
a network depending upon number of nodes in a network. Each round uses two-step
process to execute network operation. These steps are setup phase and steady-state
phase. This protocol assumes that nodes are immovable and deployed randomly in
limited area. Each node deployed in a network is identified by a unique ID. Sink
identify nodes by node ID. Steps involved in network-creation and communication
among nodes of network are described below:

1. Setup phase: This phase is concerned with formation of cluster, selection of CHs
and establishment of network among nodes. Homogeneous nodes in respect of
energy are deployed randomly in network field. These nodes re-organize them-
selves to start process of CH election and selection. Each node elects itself as
a candidate for CH. This protocol uses random probabilistic approach to select
CHs. To simplify the selection of CHs, a set say G is defined which consists of all
nodes that have not become CHs in previous rounds. Candidates for CHs select a
random number between 0 and 1. A value of 0 indicate that the node remains CH
in previous round and cannot be CH in current round while 1 indicates that it did
not remained as CH. The probability of number with 1 is more than that of 0. The
selected random value is compared with the equation below.

T (n) �
{ p

1−p∗
(
r mod

(
1
p

)) , i f n ∈ G

0, otherwise
(1)

where G � set of nodes that are not selected as CHs, P �optimal number of CHs
in network, r �current round.

If selected value of node is less than the specified threshold value, it can become
candidate for CH. After selection of CHs, each CH now has to group-up its near-
est nodes and create cluster. To create clusters, each selected CH broadcasts an
advertisement message about its selection and demands other nodes to become
its members. One node may receive message from many CHs. Each node cal-
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Fig. 2 Three figures showing
set-up phase of network

culate Received signal strength index (RSSI) for different CHs and sends their
join request with its unique ID to CHs with highest RSSI. The node now becomes
member of the specified CH. The CHwill now act as a local controller for its mem-
bers. Each node will forward their sensed data to CH for further action. Figure 2
shows a set-up process of network. Nodes after completing its session as CH are
transferred to a set of node say A which holds all nodes that cannot become CHs
in next round. This method allows even distribution of energy across the network
because each node get full chance to become CH.

2. Steady-state phase: This phase describes intra-cluster communication among
nodes and their CHs. CHs uses contention-free protocol CSMA to communicate
with nodes. CH defines time slots for each of its member and forwards it to the
nodes. Nodes now use its specific time slot to transfer data to CH. This reduces
chances of collision of data and its corruption. Figure 3 shows a set-up process of
network. Number of members associated with a single CH is dependent on energy
of nodes. The protocol first version is single-hop means each CH directly com-
municates with sink. The protocol is further extende to multi-hop LEACH, which
allow CHs to communicate data to sink via other CHs. Centralized-LEACH is
another extension of LEACH protocol that uses centralized approach for selection
of CH and establishment of clusters. In this protocol each node sends its status and
position to sink. Sink define CHs and its associated members. Communication of
nodes with CHs and sink remains same as in LEACH protocol. Different issues
in LEACH protocol are overhead involved in change of CH at start of each round
which consumes extra energy. Each round repeats the same procedure of set-up
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Fig. 3 Image showing time slots
assigned by CH

and steady-state phase in each round. Each node can become CH because nodes
selection is random. There is no defined threshold for selection of CH.

2.2 Vice-LEACH Protocol (V-LEACH)

To overcome the process of CH change which wastes energy, V-LEACH [19], a new
protocol is proposed that introduces vice CHs in network. Each cluster is now sup-
ported by two CHs. One is known as primary CH and second is known as secondary
CH. Primary CH remains CH for cluster until its energy is greater than secondary
CH. After drain out of energy from primary CH, Secondary CH takes its part. All
members of clusters know about their primary and secondary CH. They automatically
switch their sending destination to secondary CH after fall of primary CH. The net-
work operation is divided into rounds with each round composed of two steps. First
step is set-up phase which is related with selection of CHs and formation of clusters. In
V-LEACH two CHs are selected on basis of distance and energy of nodes. Primary and
secondary CH has highest energy in current cluster. Secondary round is steady-state
phase which is related to data communication between nodes and its CH. The protocol
uses multi-hop approach for sending its data to sink. The protocol decreases energy
wastage by reducing overhead of CH change.

2.3 Modified-LEACH Protocol (mod-LEACH)

Mod-LEACH [20] protocol enhances the core LEACH protocol by changing place-
mentmechanismofCHand introducing soft andhard thresholds. Theprotocol operates
in rounds. Each round is divided into set-up phase and steady-state phase. Limited num-
bers of immovable nodes are deployed randomly in field. These nodes organize itself
and elect itself as a candidate for CH. It uses distribution mechanism for selection of
CHs. Each node uses probabilistic approach to consider itself for CH. This protocol
changes placement mechanism by removing CHs only when their energy is lesser
than other nodes of cluster. The protocol uses two type amplification approaches for
communication with CHs and with sink. As node require lesser energy to communi-
cate with CH so, nodes adjust their amplification power according to its destination.
This removes extra energy wastage during communication. The protocol uses soft and
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hard threshold to limit number of data transmission to sink. The defined thresholds
assist nodes in removal of redundant data. If node senses a specific value and its value
is greater than hard threshold, then data is transmitted immediately. In case of soft
threshold data sensed is compared with previous data and if its value is found different
from the previous one, data is transmitted. The protocol changes core LEACH pro-
tocol in two places, one in selection of CHs and second in introducing soft and hard
thresholds.

2.4 Percentage-LEACH Protocol (PR-LEACH)

PR-LEACH [21] protocol is variation of LEACH protocol that limits number of CHs
in network. It introduces threshold for selection of CHs. If a node value is greater
than defined threshold it can become CH otherwise it cannot. The protocol operates in
rounds such that each roundhas two steps. These steps akin to its coreLEACHprotocol.
The steps are Set-up phase and Steady-state phase. First round of PR-LEACH protocol
is similar to LEACH protocol because nodes deployed are similar in terms of energy.
In second round, nodes energy changes because of their usage in communication.
Nodes send their energies to CHs. CHs forward it to sink via other CHs as inter-
cluster communication and intra-cluster communication. Both these communications
are multi-hop in the said protocol. Sink receives energies from all CHs of network
and calculate range from these energies. Sink broadcast this range to all CHs which
forward it to their cluster members. Each member of cluster now uses this range to
calculate threshold for itself. If energy of node is greater than calculated threshold the
node is eligible for CH otherwise the node does not participate in election of CHs.
The threshold is calculated using the following formula:-

Threvalue � min.energy(node) + (PR ∗ NER) (2)

where PR �Fractional value from 0 to 1, NER �Network energy range.
The protocol repeats this procedure in all rounds of network except first round. The

results show extension in stability period of network and increase in number of alive
nodes.

2.5 Comparative Analysis

Different Protocols that leads to our research work description are compared with
each other using different properties. These properties are EnergyUsage, CHSelection
procedure, Hop-Count, Scalability and Distribution. The listed properties are different
for different protocols. These properties are marked from 1 to 4 according to its
strength and capability in specific protocol as shown in Table 1. Marking values are
supported by different emphasis. Bold values represents highest mark i-e a protocol
whose property is marked 4 has addressed the property at highest level. Italic values
makes a specific property in average range while bolditalic values represents property
with less strength. Figure 4 illustrate graphical display of marking of protocols with
its properties.
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Table 1 Showing comparison matrix of different properties

Comparative criteria of various schemes

Protocol Energy-
consumption

CH selection Hop-count Scalability Energy
distribution

LEACH 2 2 2 3 3

V-LEACH 2.5 3 3 3 3

Mod-LEACH 3 3 4 4 3

PR-LEACH 4 4 4 3 4

1—no, 2—little, 3—average, 4—sufficient

Fig. 4 Graph showing properties of different protocols

3 Motivation

In WSNs lifetime of network depends upon node lifetime [22]. As nodes are battery
powered so efficient schemes are required to extend node life by efficiently using
its resources because nodes are limited in its resources. Majority of nodes energy
wastage is during their communication with other nodes and sink. Primary basis of
ourmotivation is distance of nodes among each other in network.As distance is directly
proportional to amount of energy dissipated by a node so if a node communicate with
other nodes having higher distances more energy will be lost and nodes will drain out
its energy quickly [23]. This issue of distance among nodes requires different strategies
during deployment and also during their communication with other nodes and sink.
Secondary basis of our motivation is to alleviate extra communication of nodes with
nodes/sink. To achieve this we calculate threshold value on CH level rather on sink
level. PR-LEACH is a hierarchical protocol that enhances LEACH protocol to make
it more efficient.

The protocol calculates Network Energy Range (NER) which is used to calculate
threshold for each node during selection of CHs. The protocol estimates clustering
mechanism regardless of distance from sink. If distance of node from sink is low, direct
communication may be possibility instead of cluster creation which is an overhead.
This issue is addressed in our defined protocol. Our proposed protocol MPR-LEACH
extends the protocol and takes into account threshold that each node calculates and
distance among these nodes. This threshold is based on network energy range calcu-
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lated by CH of the concerned cluster. In this way nodes with higher energy in specific
cluster may become CH reducing energy usage of nodes with lesser energies by pre-
venting it from becoming CHs and node. Contributions of this research work are as
follows:

• This paper proposed a new hierarchical protocol known as Modified Percentage
LEACH (MPR-LEACH). The protocol introduces local threshold calculationmech-
anism by reducing communication with sink and increasing local control of CH.

• This paper takes into account different scenarios occurred during deployment of
nodes in a network. It then defines different communication mechanisms for these
nodes based on its placement during deployment.

• The protocol is compared with its parent protocol and simulation results show its
efficiency. Protocols are compared on basis of energy usage, packets sent to sink
and number of alive nodes.

The protocol considers a limited area with nodes and the sink. Nodes are battery
powered while sink has continuous power. Nodes are deployed randomly in field.
These nodes are immovable are homogeneous with respect to energy.

4 Problem Statement

Different issues in PR-LEACH protocol that will serve as our motivation for MPR-
LEACHprotocol are as follows.Asnodes deployed in network area are randomso there
are different strictures of network based on positions of nodes. Different structures
that we considered are as follows:

1. A structure of network in which all nodes deployed are nearer to sink. Distance
between nodes and sink are very small and each node can directly communicate
with sink.

2. Nodes are deployed in such a way that there distance from sink is high. To com-
municate with sink large amount of energy is required.

Figure 5 demonstrate two different structures of network after deployment of nodes.
In Fig. 5a nodes deployed are very near to sink and hence there distances from the
sink are very small. While in Fig. 5b nodes distance from sink is high. As distance
is directly proportional to amount of energy usage so large amount of energy is used
during communication making drain-out of energy quickly. In PR-LEACH protocol
threshold is used as a parameter for selection of node asCH.This threshold is calculated
by each node after it get network energy range from sink. Each node in a particular
cluster sends its residual energy to CH. CH forward this energy to sink via other
CHs. Sink calculate network energy range (NER) and broadcast it to all nodes of
the network. The nodes now use this NER to calculate threshold and if its minimum
energy is lower than the prescribed threshold it is not capable for becoming CH.

Issue with this procedure is that each node has different amount of residual energy
depending upon its participation in data gathering and forwarding. Some nodes may
have high energy while some may have less amount of energy. Sink after receiving
all these energies calculate NER. This NER is used both for nodes with high energy
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Fig. 5 Different deployment
structures in WSNs

and nodes with lower energy. After calculation of threshold by each node to consider
itself for CH many nodes are deprived from becoming CH. This decrease number of
CHs in network increasing number of associated members with each CH making it
loaded.

5 Proposed Protocol (Modified-PRLEACH)

In this section we present a new protocol namely Modified-Percentage LEACH Pro-
tocol (MPR-LEACH) to overcome the different issues illustrated above. The protocol
addresses the above mentioned issues and makes it more efficient in number of alive
nodes, total energy consumption and number of packets sent to sink. Following sec-
tions give brief overview of MPR-LEACH protocol.

5.1 Introduction

MPR-LEACH protocol is a hierarchical cluster based routing protocol that enhances
its parent protocol PR-LEACH. It introduces different mechanism for communication
with sink depending upon its structure and also reduce the extra amount communica-
tion which takes place during CH election and selection. The protocol outperforms its
parent protocol.

5.2 Radio Model

To communicate with nodes and sink, nodes deployed uses first-order radio model.
In the said model amount of energy used during communication is dependent on
environment and distance. Free space model is type of model used when there is
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no extra obstacle between the communicating nodes while multi-path model is used
when there is obstacle among the nodes that want to communicate with each other.
The mathematical form of energy dissipated in both models is as follows:

ET X (l, d) �
{
l Eel + d2 l E f s, d ≤ d0
l Eel + d4 l Emp, d > d0

(3)

ERX (l) � l Eel (4)

where ETX �Energy consumed during transmission of data, Eel �Energy required to
transmit a message of length l, Efs �Energy loss in free space model, Emp �Energy
loss in multi-path routing, ERX �Energy consumed during receiving of data, d �
Distance among nodes in which communication occurs, d0 �Threshold value that
determine type of first order radio model to be followed: it is calculated as:

d0 �
√

E f s

Emp
(5)

5.3 Deployment

Nodes are randomly deployed in network area. Nodes have different structure in net-
work after its deployment depending upon environment and application. If all nodes
are nearer to the sink and distance among them is very small. Then nodes communicate
directly with the sink irrespective of any clustering mechanism. This is because very
small amount of distance exists between sink which is a continuous power source and
node [24]. If nodes deployment forms a structure where distance among nodes and
sink is larger than multihop communication is used. In case of multi-hop communica-
tion clusters are create. Each cluster has a CH which transfer its data to sink via other
CHs. Figure 6a represents communication of nodes when nodes deployed are closed
to sink while 6b illustrate scenario when nodes are far away from sink.

5.4 Network Operation

Network operation in WSNs uses a round based approach with each round comprises
of two main phases. First phase is initialization phase. This phase is concerned with
establishment of network, selection of CHs and creation of clusters. In this phase
nodes are deployed in network. These nodes organize itself to create clusters. Each
cluster is headed by a CH. Second phase is communication phase which define intra-
cluster communication among nodes. Number of rounds depends upon application and
lifetime of network. The protocol assumes that continuous powered sink and nodes
with same software and limited hardware capabilities are deployed randomly in limited
area. These nodes are immovable. Each node has a specific ID. Sink identify node from
its ID. After deployment of nodes, network procedure starts. Each node reorganizes
and re-configures itself to communicate with its nearest neighbor and create a network.
It enters into its first phase i-e initialization phase. Figure 7 shows operation of WSNs
using MPR-LEACH protocol.
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Fig. 6 Different deployment
structures in WSNs

5.4.1 Initialization Phase

Initialization is the first phase of network operation. It is related with election and
selection of CHs and establishment of clusters. Sink define optimal number of CHs
in network. It is depended on size of network and nodes deployed into it. In first step,
CHs are selected on basis of probability and energy. Each node considers itself as a
candidate for CH by selecting a value between 0 and 1. The selected value by the node
is then compared with the following equation:

T (n) �
{ p

1−p∗
(
rmod

(
1
p

)) , i f n ∈ G

0, otherwise
(6)

where G � set of nodes that are not selected as CHs, P �optimal number of CHs in
network, r �current round.

If selected value of the node is smaller than the calculated threshold. It can be a
CH or otherwise it is normal node. Probability 0 means that node has never been a
CH and it is capable for becoming CH while probability 1 means that is remain as CH
in previous rounds. The protocol give even chance to each node to become CH and
therefore a node that has already become a CH cannot be CH again in the same round.
Optimal numbers of nodes are selected as CHs.

After selection of CHs, each CH broadcast its selection in network. Each normal
node get signals from different CH nodes. These nodes after receiving join request
from different CHs calculate Received Signal Strength Index (RSSI) and then compare
RSSI of different CHs with each other. The normal nodes than sends its join request
to CH with highest RSSI. In this way clusters are created.
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Fig. 7 Operation of MPR-LEACH protocol

In second round as network become heterogeneous because of communication
across it. Each node sends its residual energy to its specified CH. The CH after getting
energies from all nodes calculate specific NER given as

Range � Lvalue − Svalue (7)

and broadcast it in its own cluster. Each member of the cluster now uses this XER to
calculate threshold for CH selection. It is calculated as follows:

Threvalue � min.energy(node) + (PR ∗ NER) (8)

where PR �Fractional value from 0 to 1, NER �Network energy range.
Each node of a cluster now compare its residual energy with the threshold calculate

for a specific cluster and consider whether it can be a candidate for CH of the said
cluster. If its residual energy is low from threshold it cannot be CH otherwise it can
be selected as CH.
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5.4.2 Communication Phase

This phase is related with communication of nodes with its CH and then CH with
sink. MPR-LEACH protocol uses single-hop scheme during intra-cluster communi-
cation and multi-hop scheme during inter-cluster communication. After creation of
CH selection, it is considered as local controller of the cluster. Nodes join cluster
by using RSSI. CH after getting information from different nodes define cluster and
intimate it to all its members. Each member node sense data from its environment
and deliver it to CH for data fusion. To avoid any kind of collision among data send
by nodes to CH. CH uses CSMA time-slot approach. In this approach, CH based on
number of members defines time-slots. Each time-slot belongs to specific node. This
time frame is shared with all node members. Each node now delivers its data in its
specific time-slot. This method reduces collision among data of different nodes. The
flowchart in Fig. 8 illustrates working of the said protocol. After nodes deployment,
system configuration and initial set-up nodes communicate with each other to establish
a network. In set-up phase CHs are selected, this selection in first round is similar to
LEACH protocol, because nodes deployed are homogeneous with respect to energy.
As nodes become heterogeneous, range is calculated on CH level, which is used for
threshold calculation when nodes consider itself for CH election. If energy is lower
than threshold, the node becomes member of another cluster. After cluster creation,
nodes send their data to CH which forwards it to sink via other CHs.

6 Performance Evaluation

MPR-LEACH protocol and its parent protocol are compared on basis of three basic
parameters. These parameters show efficiency of our depicted protocol over its parent.
These parameters are number of alive nodes, energy conservation and packet delivery
ratio.

1. Number of Alive Nodes
Network lifetime is dependent on lifetime of nodes in network. If nodes remain
alive for longer period of time. They will gather data for longer period and hence
forward it to the sink for further processing.

2. Energy consumed
Nodes in WSNs are limited in terms of energy. They are battery powered. Change
or renewal of batteries in WSNs is almost nil because of its deployment. To pro-
long network lifetime, nodes lifetime should be prolonged, which is achieved by
efficient consumption of energy.

3. Data sent to Sink
The primal objective of nodes gathering data is to forward it to sink. If more data
is gathered by the nodes, data sent to sink will be more.

6.1 Results and Discussion

The proposed protocol i.e. MPR-LEACH is compared with its parent protocol PR-
LEACHusing same parameters. The comparison is conducted usingMatlab simulator.
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Fig. 8 Flowchart of MPR-LEACH protocol

Different parameters of environment inwhich simulation study takes place is described
below in Table 2: xm,ym represents x and y axis of network area.

Nodes are deployed in an area of xm*ym such that sink is in the center having 600×
600. Maximum numbers of rounds are 1500. Total number of nodes that are deployed
in network is 100. P represents optimal probability of CHs. Nodes are homogeneous
when deployed, as round takes place it become heterogeneous because of its rate of
communication and its usage in operation. Energies provided to nodes in the said
network are as follows in Table 3:
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Table 2 Table showing different
parameters of network structure

Different parameters
of network nodes

xm, ym 1200×1200

x.sink, y.sink 600×600

rmax 1500

Number of nodes 100

Probability of CHs 0.5

Table 3 Table showing different
energies of nodes during
operation

Energies with their
values in Joule

Eo 0.7

ETX,ERX 50*0.000000001

EDA 5*0.000000001

Emf 0.0013*0.000000000001

Efs 5*0.000000000001

Simulation study of PR-LEACH protocol and MPR-LEACH protocol is taken on
basis of above mentioned parameters. Results of this simulation are shown using
comparison graphs. These graphs and their descriptions are as follows:

1. Number of alive nodes

Network lifetime is dependent on number of alive nodes in a network. If nodes
survive for greater amount of time, data gathering will be more time as a result
of which network operation will continue for more time increases data deliverance
to the sink. Figure 9 represents a comparison of the number of alive nodes of PR-
LEACH andMPR-LEACH. Overall, graph shows that MPR-LEACH is more efficient
that PR-LEACH protocol, this is because more number of alive nodes remained in
MPRLEACH protocol. The figure clearly shows that due to reason of lower energy
usage because of threshold calculation at CH level and awareness of distance during
communication with sink and other nodes prevent excess amount of energy usage
which increase alive nodes which results in increased lifetime of nodes. According to
figurewhich shows simulation up to 1500 rounds, first node death inPR-LEACHproto-
col occurs earlier thanMPR-LEACH. The graph ofMPR-LEACH significantly shows
its efficiency after 500 rounds where 20 nodes remains alive contrary to PRLEACH
where all nodes die and network operation stops. Number of alive nodes is raised in
MPR-LEACH protocol in comparison to PR-LEACH protocol.

2. Energy Conservation of Nodes

Energy of nodes in a network defines its lifetime. Energy consumption being the
key parameter of nodes to operate is required for carrying out various tasks. Fig-
ure 10 depicts a graph showing comparison of PR-LEACHandMPR-LEACHprotocol
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Fig. 9 Alive nodes during network operation

Fig. 10 Energy usage during network operation

using energy conservation as base parameter. According to graph both protocols con-
sumption of energy is same in start, but gradually because of threshold calculation in
MPR-LEACH energy consumption decreases. This energy of nodes in PR-LEACH
drain out in 700 round when all alive nodes die, while in network using MPR-LEACH
protocol, there still remains alive nodes, continuing network operations.

3. Packets Delivery Ratio

Major aim of WSNs is to collect data by using nodes and then forward this data
to sink for further processing. As energy consumption of nodes decreases, the life-
time of network increases with increasing number of alive nodes. This increase in
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Fig. 11 Packets delivery ratio from node to sink

Table 4 Table showing comparison matrix of different properties

Comparative criteria of various schemes

Protocol Energy-
consumption

CH selection Hop-count Scalability Energy
distribution

LEACH 2 2 2 3 3

V-LEACH 2.5 3 3 3 3

Mod-LEACH 3 3 4 4 3

PR-LEACH 4 4 4 3 4

MPR-LEACH 4 4 4 4 4

1—no, 2—little, 3—average, 4—sufficient, 5—excellent

network lifetime increases network operations of data gathering and forwarding. Fig-
ure 8 illustrates PRLEACH and MPR-LEACH protocol in terms of packets delivery
ratio. A total of 3500 are delivered to sink by MPR-LEACH protocol which is larger
than PR-LEACH protocol which delivers about 2300 packets in the same round. The
packets delivery ratio shows that MPR-LEACH protocol has more throughput than
PR-LEACH protocol (Fig. 11).

6.2 Comparative Analysis

In this section MPR-LEACH protocol is compared with its previous protocols using
the same properties and marking. The table and graph representing performance of
MPR-LEACH as compared to its earlier versions are shown in Table 4.
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Fig. 12 Comparison graph of demonstrated protocol and its parent protocols

Figure 12 shows graphical representation of the said table. Table clearly depicts
that MPR-LEACH protocol outperform its parent PR-LEACH protocol in number of
alive nodes, data sent to sink and energy consumption.

7 Conclusion

The proposed protocol has shown a significant improvement over its parent protocols.
The major difference among our proposed protocol and its parent protocol is that
our protocol transforms global threshold calculation mechanism to local threshold
calculation. This extension improves the selected protocol and makes it more energy
efficient. The modified protocol plays a significant role in IoT networks by reducing
the amount of energy required for communication between the sensor nodes and
outside world such as hubs connected to Cloud. The protocol considers nodes to be
immovable in the network. The protocol takes into account only two main schemes of
nodes deployment i.e. free space and multi-path schemes. In future we will work on
improvement of clustering mechanism and different deployment strategies to make it
more efficient.
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