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Abstract Software Defined Networks (SDN) has been attracting researchers, scien-
tist, and technology experts from both academia and industry to enhance the current
ICT stakes and networking paradigm. The beauty of SDN is the division of Control
and Data planes and make it easy for the engineers to modify the networking proto-
cols without visiting onsite devices. Similarly, smart cities concept has been coined
recently, where a plethora of smart devices will be connected and providing tons of ser-
vices to the citizens, officials, and governmental departments. The Internet of Things
(IoT) plays a vital role in guaranteeing such services. Few efforts have been made
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to merge SDN and IoT with the sole purpose of efficient Data retrieval and achieve
remotely configurable networks. In this paper, we explicitly define the Internet of Soft-
ware Defined Things architecture and bring it to Smart Cities as a use-case. Our 3-tier
architecture consists of Data Collection, Data Management, and Application levels
that are further connected via two intermediate levels working on SDN principles.
Followed by the potentials of SDN and IoT for Smart Cities, we evaluated our pro-
posed architecture using Spark and GraphX with Hadoop Ecosystem and the results
shows that efficient transfer of Data over SDN for real-time processing is achieved.

Keywords Software Defined Networks · Big data analytics · Internet of Things ·
Smart devices · Smart city

1 Introduction

Information and Communications Technologies (ICT) started with the simple concept
of communications and became the necessity and part of our everyday lives. ICT has
a vital role to enable ubiquitous connectivity to the users with the services as well
as the things around them. These services include health, transportation, emergency
response, shopping, utilities, economy, weather, etc., and referred as smart services
in this paper. Information related to smart services are ubiquitously made available
to the citizens through varying underlying technologies such as Internet of Things
(IoT) that make these citizens smart to pre-act any forthcoming situations. In addition,
the inter-service information exchange is requisite to make these services smarter to
shape a smart city. Having said that, a large volume of data (Approx. 90 percent as
reported by IBM in 2012) has been generated recently in the last two years, which
is drawing consideration from both public and private sectors [1]. It has given rise to
the new research field, i.e. Big Data. Big data has become one of the hottest topics in
both academia and industry. Big data represents data sets so large and complex that
traditional data management tools or processing methods are inadequate to deal with
it. Big data is mostly characterized by “5Vs” (initially it was referred to as “3Vs”; two
have been added recently): volume (size of data set), variety (range of data type and
source), velocity (speed of data in and out), value (how useful the data is), and veracity
(quality of data) [2]. It is very challenging to store, analyse, gather and process the
data by using the present methods because it is comprised of high velocity, highly
dynamic, immense volume and numerous types of information.

Meanwhile, the traditional network gained great success by adopting a hierarchical
structure. But for the closed systems of network devices in smart cities, we have to
configure many devices with high complexity when business requirements change. At
the same time, researchers also cannot deploy new protocols in the real environment
especially when we are focusing on a plethora of embedded devices. With the rapid
growth of Internet traffic (expected global traffic to reach 1.6×1021B [3]), users desire
greater bandwidth and various new services. It is a big challenge, so we need a high-
performance and high-stability network architecture that can be configured flexibly
to support smart city applications. Almost half decade ago, the aforementioned issues
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led Nick McKeown to present OpenFlow [4] and based on OpenFlow, the concept of
software-defined networking (SDN) was presented in [5].

The main idea of SDN is to detach the control plane from the forwarding plane,
to break vertical integration, and to introduce the ability to program the network.
SDN allows logical centralization of feedback control, and decisions are made by the
“network brain” with a global network view, which eases network optimization. In
SDN, data plane elements become highly efficient and programmable packet forward-
ing devices, while the control plane elements are represented by a single entity, the
controller. Compared to traditional networks, it is much easier to develop and deploy
applications in SDN. In addition, with the global view in SDN, it is straightforward to
enforce the consistency of network policies. SDN represents a major paradigm shift
in the evolution of networks, introducing a new pace of innovations in networking
infrastructure.

2 Potentials of SDN and Big Data in Smart Cities: A Birds Eye View

SDN architecture has three folded advantages. First, the open architecture of SDN
realizes the centralized control and automatic management of networks. Managers
can design, deploy, operate, and maintain networks on a centralized SDN controller
rather than configure a lot of heterogeneous devices.

Second, the network operating system and network applications can be deployed
on servers that adopt X86 architecture and can control data forwarding by Open-Flow.
Thus, SDN can provide various open APIs to flexible program networks.

Third, SDN decouples the data plane and control plane by using OpenFlow and
virtualizes networks. A network becomes a logical resource that can be configured
through software. For these advantages, the core idea of SDN has been used in the
field of routers to build an open, flexible, and modularized reconfigurable router [6].

While some excellent work has been done on big data and SDN, these two important
areas have traditionally been addressed separately in most previous works. However,
on the one hand, SDN, as an important networking paradigm, will have a significant
impact on big data applications. In particular, several good features (e.g., separation of
the control and data planes, logically centralized control, global view of the network,
ability to program the network) can greatly facilitate big data acquisition, transmission,
storage, and processing. For example, big data is usually processed in cloud data
centers. Compared to traditional data centers, SDN-based data centers can have better
performance by dynamically allocating resources in data centers to different big data
applications to meet the service level agreements (SLAs) of these big data applications
[7–15].

On the other hand, big data, as an important network application, will have a pro-
found impact on the design and operation of SDN. Specifically, with the global view
of the network, the logically centralized controller in SDN can obtain big data from
all the different layers (i.e. from physical to application layers) with arbitrary granu-
larity. From experience in cross-layer design, we have learned that although sharing
information among different layers can improve network performance, the network
becomes so complex that traditional approaches are inadequate to design and optimize

123



Int J Parallel Prog (2020) 48:178–191 181

such networks. Fortunately, big data analytics, which leverages analytical methods to
obtain insights from data to guide decisions, can help the design and operation of SDN.
For example, with big traffic data analytics, it is easier for the controller to perform
traffic engineering to improve the performance of SDN.

In this paper, we propose the integration of IoT with programmable devices (SDN-
IoT) to aid a variety of Big applications in smart cities followed by the potentials of
SDN in building smart cities. The proposed architecture starts with data gathering
process from various smart city-enabling technologies such as Smart Homes, Smart
Grids, Intelligent Transportation System (ITS), weather forecast intelligent systems,
and so on. After the data aggregation as a second level, we present a detailed Data
Processing and Management (DPM) level where Big Data analysis has been used to
filter the useful data. We also have evaluated the performance of our architecture using
Hadoop Ecosystem. On top of DPM, we have also identified the Applications level
along with varying data flow that is supported by our evaluated Big Data architec-
ture. We have considered the Future Internet architecture recently named as Named
Data Networking (NDN) aka Content-Centric Networking (CCN) at the application
level. Finally, we provide open issues that provide a roadmap to follow by the active
researchers in the said domain.

3 Proposed Scheme

The storage and processing systems can be further extended with the help of multi-
level active storage architecture. The proposed layering architecture is broadly divided
into four different layers of various functionalities such as enabling read and write
operations. In the following sections, the proposed layering architecture is presented
with each functionality of the layer for enabling high-performance computing. After
presenting the proposed layering architecture, the design and working of the proposed
system is elaborated with the help of different case studies.

3.1 Proposed Layered Architecture

As we know that Big Data is composed of huge amount of data obtained from various
heterogeneous sources. Therefore, analyzing such huge amount of data in real-time
and using single level processing can lead to severe problems such as processing of data
in real-time, disseminating data with the citizen in real-time, etc. The proposed model
uses IoT based smart environment where different entities and objects interact with
each other. Similarly, the proposed model integrates a variety of data obtained from
health-centers, hospitals, etc. for designing and planning smart hospitals,mobile health
centers, case of security, healthcare, elderly age people and kids, and transportation
system, machine-to-machine network, wireless sensor network, and vehicular net-
work, etc. Figure 1 shows that the proposed layering architecture is consisted of four
different layers. The discussion on these four different layers is shown in following
section.

Level I This level collects data from various sources and object connected with
the internet. The level I aggregates data and uses different filters to normalize data

123



182 Int J Parallel Prog (2020) 48:178–191

Data Collec�on Layer

Processing Layer

Service Layer

IoT/M2M

Others

WSN

Input1
2
3

k

...

OutputHadoop
HDFS 

(MapR)

Communica�on Layer

Device-to-device 
communica�on

Pcap Input
Binary I/O
Text I/O

Business 
reports

Structured Unstructured

Data formats

Developm
ent and 

Deploym
ent tools

Data store 
container

Business 
rules

Business 
en��es

Business 
tasks

Graps

Fig. 1 Four-tier communication model

and presented in suitable and meaningful form to further layers. As we know, data
is generated from various sources, therefore, it consists of various formats, different
point of collection, time stamps, and periodicity. Similarly, every big data has vari-
ous requirements such as security, privacy, versatility, and quality, etc. Moreover, the
meta data always contains higher data than the actual measures. Thus, pre-filtration,
normalization and registration techniques are applied at this layer to present the data
in clear format and meaning form. In addition, the redundancy is also removed at this
layer.

Tier-II This layer is responsible for end to end delivery between various devices. The
data is aggregated at various aggregated points that are installed in different locations.
The data is then presented and converted in suitable andmanageable format for further
processing.

Tier-III This layer is used to process, and store data based on various inputs from
user. Since Hadoop is used to process in offline, we need to integrate Hadoop with a
real-time data processing system such as SPARK, STORM, VoltDB, etc. Moreover,

123



Int J Parallel Prog (2020) 48:178–191 183

a MapReduce paradigm is implemented in the processing of data using Hadoop with
a real-time system. Similarly, at the same layer a data storing system such as HDFS,
HIVE, HBASE, etc. is used to store data for future analysis and further processing
and dissemination with citizen of a community or a municipality authority.

Tier-IV The service is layer is responsible for providing the possible interfaces
to the proposed system for injecting and collecting information. Similarly, the entire
system can be managed and edit with the help of such system. Further, this system
is implemented at various locations, cloud, and sites to enable a human or a program
to perform necessary tasks such as update, modify, etc. Moreover, each entity in the
system is assigned with a global ID that can be used to manage each item and entity in
the system individually. Furthermore, the entity in the system can perform self-actions
such as self-configuration, self-healing, etc. for better performance and working. Such
actions are controlled by installing a system called vendor control to maintain and
update the information to a central management station for the record. As the data size
is quite huge and it is difficult for multiple users and objects to interact with the data,
therefore, an intelligent system is adopted to control the involvement of humans, users,
and other objects at this layer. This intelligent module is able to perform various tasks
such as request generator, session initiating, setting up communicating rules, interact
with heterogeneous objects and terminating the session.

3.2 Proposed System Architecture

The execution flow of the proposed mechanism consists of three main levels and two
intermediate levels. The data from various IoT-enabled embedded devices is collected
and send to the data processing level using the SDN-enabled networking. In addition,
the data is passed to the respective users after dealing out in data processing level.
Figure 2 shows the flow diagram of the proposed framework.

3.2.1 Data Collection and Intermediate Levels

A number of smart services of a smart city are considered for data aggregation and
collection purpose i.e. smart health services, smart transportation services, etc. The
sensors are attached with these services to efficiently gather data and pass it to the
upper levels using the Intermediate Level 1 (IL1). The IL1 is further consists of various
Aggregator Points (AP). The APs is used to reliably transfer the sensed data over
the SDN-enabled network. The APs are further classified into three levels i.e. zone,
local, and global APs to reduce the congestion level on the SDN-core network. The
Zone Level APs (ZLAP) are in charge of aggregating high detail information from
each sensor of a smart city unit. The Local Level APs (LLAP) is responsible for
aggregating sensor data from similar units such as hospital data from e-health services,
transportation data from roads, etc. Finally, the Global Level APs (GLAP) gathers data
from the LLAP and send it to the SDN-core network.

The SDN-core network consists of an SDN controller which maps the traffic from
GLAP to the SDN-network. The SDN-controller is programmed to perform several
tasks. For example, it can differentiate sensed data based on the sensor IDs, topol-

123



184 Int J Parallel Prog (2020) 48:178–191

Da
ta

 C
re

a�
on

 
an

d 
Co

lle
c�

on

Smart Home Vehicular 
Transporta�on System

e-Health 
Services

Weather Forecast 
System

Data Generators

Da
ta

 P
ro

ce
ss

in
g 

an
d 

M
an

ag
em

en
t

Data Analysis Data Processing Data Storing

Filtered 
Big Data

Map 
Reduce

Useful 
Data

Map Reduce HBase
Real-�me 
Lookups

HDFS

Data Filtering

Storage

Event Management

Low Level 
Events

High Level 
Events

Decision Management

Classify 
Events

Generate 
Decisions

Intelligent 
Decisions

Ap
pl

ica
�o

n 
Le

ve
l Iden�fy Depts.

Unicast 
Decisions

Smart city 
Services

Generate 
Service Events

Da
ta

Ag
gr

eg
a�

on
Data Flow
Level Entry
Level Exit
Bi-direc�onal flow

Aggregator Point 1 Aggregator Point n SDN 
Controller

SDN 
Controller

Intermediate Level 1

Intermediate Level 2

1

2

3

4

5

7

8

9

Decision module

Content Centric Network

Fig. 2 The proposed architecture

ogy control, optimizes the duty cycle of sensors attached with each AP, performing
routing decision based on the application requirements. In order to enable application-
specific routing of data, the SDN-controller uses a priority application table in each
SDN-enabled router. Moreover, with thousands of interconnected IoT-enabled devices
generate a huge amount of data which ultimately slows down the network operations.
The literature consists of various mechanisms to detect congestion level on a link. For
example, a pre-defined threshold of link utilization is proposed by Kandula [16]. The
proposed traffic mechanism declared a link as a congested link if the data traffic on the
link exceeds 70% of the total capacity of the link. We also use a similar pre-defined
threshold with 75% of link usage. We should mention that the design constraint of this
work is to develop a framework for efficiently transfer BigData over SDN-networks.
Therefore, we are using the existing traffic engineering technique to enhance the per-
formance of the SDN-network. However, we can give some fruitful suggestion to
choose a traffic engineering mechanism for controlling and routing traffic over an
SDN-network. For example, the data generated by a huge number of sensors in an IoT
environment require high-speed processing switches and routers. The SDN-controller
follows two different mechanisms to retrieves information of the link statistics from
SDN-switches i.e. the poll and push-based methods. The push-based mechanisms are
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relatively fast than the poll based and, therefore, our suggestion is to use it for high-
speed data routing and switching.We use the two-tier congestion handling mechanism
proposed by Chen [17]. In work proposed by Chen, the SDN-controller maintain a
global view of the entire network by retrieving information of links from each switch
in the SDN-network. This information is further used to control the load on each link
in the network.

3.2.2 Data Management and Processing Level

The data obtain from the IL1 is passed to data processing level to normalize the
data to a meaningful form and extract the required information. For example, the road
congestion data can be helpful for a smart city user to reach to a destination in a shorter
amount of time. The data processing of huge amount of data always requires high
time and processing power. Thus processing real-time data is a challenging job using
the existing conventional methods. The proposed data processing level employed an
efficient map-reduce paradigm for data analysis using Hadoop ecosystem and GraphX
and SPARK for real-time processing of data. In addition, the Hadoop Distributed File
System (HDFS) is used for storing and manipulation purpose. The Hadoop ecosystem
uses a heterogeneous cluster Hadoop system to process a huge amount of data. The
literature consists of various techniques to assign job among theHadoopcluster system.
Real-time processing requires a scheduling mechanism to split the job into sub-jobs
in a map-reduce part. However, once jobs are loaded to the map-reduce system, it is
not possible to change the maximum number jobs. Therefore, we used an adaptive
job scheduling technique to adjust the load on the map-reduce system dynamically.
Each job tracker uses two different parameters to switch the part of the job from
the current node to another node i.e. CPU utilization and memory requirements. The
switching of the jobs is performed in real-time based on the amount of a load of
a cluster. However, in a typical Hadoop system, it is impossible to change the task
from one node to another, once the Hadoop process starts operating. In the case of
heterogeneous Hadoop clusters, implanting the fixed job assignment does not produce
optimize results. The proposed scheduling mechanism overcome two main problems
exist due to thefixed job assignment i.e. (1) a high-performance node remains in the idle
state and (2) a low-performance node always remains in the busy state. This tradeoff
between high and low-performance node make the system unstable for heterogeneous
Hadoop clusters. Our proposed job scheduling strategy checks the load on each node
in runtime. A node always demands new jobs, if its current workload drops from 75%
of its total capacity. In each turn, the job scheduler checks the current load of each
node and assign jobs accordingly. Thus assigning a full capacity of a node during
a single turn optimizes by incorporating the load parameter. Similarly, the output
of the map-reduce system is passed to HDFS module for storing and other relevant
operations.

3.2.3 Application Level

The data from HDFS system is passed to the application level using the SDN network
via Intermedia Level 2 (IL2). The working of the IL2 is similar to IL1 except for the
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traffic level difference on the SDN-network is less compared to IL1. The application
level is further divided into two parts, (1) event and decision management and (2)
Named Data Network (NDN). In the event and decision module, an event is generated
based on the data from the data and processing level. This event is further broadcasted
to the respective departments which can process it to the concerned user. The events
generated by the event management module are further classified into two groups i.e.
high and low-level events. The high-level events are the most important events, and
they are processed by the decision management module on a priority basis. The low-
level events are stored in the decision module until a notification is sent back to the
data processing level. Once the data processing level receives the notification from
the decision management module. It sends back an acknowledgment to the decision
module and the decision module discard the low-level event. In order to clearly under-
stand the working of the event and decision module, we explain it through an example
scenario.

Assume, the sensors deployed at a particular city collects the data of a road conges-
tion level. The data processing level passed the data to the event and decision module.
If the congestion level on the road is more than a predefined threshold, the decision
module considers this is a high-level event, and it passes the data to the transportation
department. However, if it is less than the pre-defined threshold, it will discard the
event after sending a notification back to the data processing level. Once the decision
module decides the necessary action on the data, the next step is to send data to the
respective user via the respective department. Such sending of data is performed either
fulfilling a user request or automatically broadcast to a group of users following the
hierarchal model presented in Sect. 1. However, in both cases, we prefer ICN based
networks to communicate with the user considering user’s interest [18]. Therefore,
we use a Name Data Network (NDN) to efficiently fulfill the user requirements either
by Sub/Pub or Pull-based communications. Each decision module works as an NDN
node, and it further consists of three entities i.e. Pending Interest Table (PIT), Content
Store (CS), and a Forward Information Base (FIB). The PIT table consists of pending
interests and their unique Nonce values to avoid Interest looping problem. The storing
of incoming content and routing of content to other decision module is performed
using CS and FIB, respectively [19]. Whenever a user is interested in a particular
data, it generates an interest packet and sends it to the NDN network. The interest is
processed, and the content is delivered from a decision module following the NDN
network. The precise overview of NDN network operations is shown in Fig. 3.

4 Implementation Results and Analysis results

The proposed system is implemented using Spark and GraphX with Hadoop single
node setup on UBUNTU 14.04 LTS Core™ i5 machine with 3.2 GHz processor and
4 GB memory. For real-time traffic, we generated Pcap packets from the datasets by
usingWireshark libraries and retransmit them towards the developed system. Hadoop-
pcap-lib, Hadoop-pcap-serde, and Hadoop Pcap Input libraries are used for network
packets processing and generating Hadoop Readable form (sequence file) at collection
and aggregation unit so that it can be processed by Hadoop and GraphX. GraphX is
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used to build and process graphswith the aimofmaking smart transportation decisions.
We have considered the massive volume of data from [9, 10, 20]. The intensity of the
traffic varies from time to time on the same road. The intensity analysis at the various
time of the day helps the authorities to manage and make a proper plan for the traffic
on that particular time.

Initially, the analysis is performed on Aarhus city traffic. The speed analysis on
the intensity of traffic is carried out as shown in Fig. 4. When the intensity of traffic
is more, i.e. more vehicles on the road between two points, the average speed of the
vehicles is greater. The fall in some vehicles on the road results in a rise in the average
speed. We can easily notice a higher number of cars, i.e. 25–30, the average speed is
very low at various times of the day, shown as a red color graph. Whereas, at a lower
intensity, i.e. 0–10 shown as a blue line, the average speed of the vehicles is quite
higher. There are also some abnormalities exist with a lower number of vehicles the
average speed is also lower. This might be because of the construction of the roads or
some other incidents. Normally, the distance is conserved to measure the time to reach
the destination. However, we observed that the number of vehicles and the average
speed also affects the time to get to the destination. Figure 5 shows the blockage of
one of the roads in Aarhus city. Based on the proposed scheme, the average speed of
the vehicles is too low even when there are a minimum number of vehicles on the
road. We can see that most of the road blockage is at morning times on different days.
This is because of the road construction and working at morning time. Similarly, we
can easily perceive, the increase in the number of vehicles on the road results in more
time to reach to the other point. More traffic on the road reduces average speed of
the vehicles, which results in more time to reach the destination. As a result of this
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phenomena, we take real-time traffic information to calculate the shortest and quickest
path between source and destination rather than only the distance information.

Figure 6 shows the percentage of humidity inside the home. Humidity plays an
important role in user behavior in case if the user is doing physical exercise or any
other activity. Moreover, if there is an increase in the humidity, the usage of electricity
also increases. For this case, the proposed scheme exploits the phenomena of learning
mechanism. Sensors measure humidity, and this data is transferred to our proposed
scheme for experiencing the level of humidity. Our proposed scheme considers several
reading, and thus creating one threshold during the month of December 2016. Based
on the previous knowledge, the proposed scheme will predict for the month of January
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Fig. 7 Outdoor temperature

2016. Thus, the user will react accordingly if humidity is increased or decreased as
shown in Fig. 6. Similarly, the same technique is followed for outside temperature as
shown in Fig. 7.

The effect of processing time on increasing in the graph is also examined while
evaluating the efficiency of the system.We tested the system by increasing the number
of clusters, as shown in Fig. 8. In addition, the Hadoop ecosystem alongside SPARK
clusters performs significantly by analysing the data with less time by increasing the
number of SPARK clusters. In addition, it directly depends on the data size and the
corresponding information/feature that are to be collected from the data sets. In the
results of Fig. 8, the users are interested in various features such as time to destination,
congestion level on road, etc. However, in future we are planning to come up with
results of same vehicular traffic features but at different roads.
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5 Conclusion

In this article, we present an architecture to process BigData using Hadoop ecosystem
alongside Spark and GraphX. We proposed a three-level architecture for efficiently
gathering data from the sensors attached to various appliances in a smart city in the data
collection level and pass it to the upper levels for processing using SDN and NDN
networking. The collection of huge amount of data and pass it to Hadoop ecosys-
tem is carried out using a novel architecture of hierarchal actuator point concept. A
scheduling mechanism is implanted in the Hadoop ecosystem to efficiently balance
the load on the Hadoop ecosystem. The decision module perform various decisions
on the data based on various thresholds. The user of the smart city have provided
with the options to fetch data from the decision module based on request-response
functionality and the decision module sends automatic requests if a threshold is vio-
lated.

Finally, the proposed system is tested on various data from authentic
sources to test its performance. The simulation results reveal that the user
is informed with the requested data in less time and accurate results. In
addition, the processing time required by increasing the clusters following
proposed scheduling technique efficiently enhances the working of the sys-
tem.
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