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Abstract Until now, several methods have been presented to optimally solve the
multiprocessor task scheduling problem that is an NP-hard one. In this paper, a genetic-
based algorithm has been presented to solve this problem with better results in com-
parison with related methods. The proposed method is a bipartite algorithm in a way
that each part is based on different genetic schemes, such as genome presentation and
genetic operators. In the first part, it uses a genetic method to find an adequate sequence
of tasks and in the second one, it finds the best match processors. To evaluate the pro-
posed method, we applied it on several benchmarks and the results were compared
with well known algorithms. The experimental results were satisfactory and in most
cases the presented method had a better makespan with at least 10% less iterations
compared to related works.

Keywords Genetic algorithm ·Multiprocessor · Task scheduling ·Makespan

1 Introduction

Scheduling problem in multiprocessor, parallel, and distributed systems is an NP-hard
problem. The scheduling problem is employed to solve problems, such as information
processing, whether forecasting, image processing, database systems, process control,
economics, and operation research. The efficient communication and well-organized
assignments of jobs to processors are important concerns in solving multiprocessor
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task scheduling problems (MTSPs) [46]. Also, in this problem, the limited or undeter-
mined processors should be assigned to some tasks such that minimum total execution
time of all tasks is achieved.

The multiprocessor task scheduling problem is defined as follows:
There are Nt tasks and Np processors. The tasks are related to each other such

that some tasks cannot start to process while its precedence is not accomplished. The
process is preemptive (the process is not stopped while the task is processing). After
a task is processed, its successor task may be processed but only after a predefined
time (called communication cost). It is worth noting that each processor can process
just one task simultaneously. The input of such a problem is usually considered as a
directed acyclic graph (DAG) which provides precedence, dependency, and priority
tasks together with communication cost among tasks and their precedence.

To solve this problem and achieve the minimum execution time, many heuristic and
Metaheuristic methods have been presented. In all of these methods, the basic idea is
to determine an order for tasks based on their execution priority. The approach of each
method is different with regards to various aspects of input DAG [6,17,27,41]. After
finding an optimal order, first task of the queue process is selected and an appropri-
ate processor is allocated to it. Therefore, each heuristic approach is comprises two
parts: firstly, finding an optimal order of tasks and secondly, allocating an appropriate
processor to tasks.

As already mentioned, multiprocessor scheduling is an NP-hard problem [46].
Genetic algorithm (GA) has been investigated as a method to find an optimal solution
for the NP-hard problems [11,32]. Thus, several methods have presented to solve this
problem based on GAs [12,15,21,25,43].

In this paper, we present a novel and efficient genetic-based method to improve the
results of related works in terms of makespan and number of convergence iterations
that is called bipartite genetic algorithm (BGA). In BGA, the problem is split into two
parts: the first part contains a population of processor numbers while the second one
includes a population of task sequences. Each part is altered using a GA according to
the other part. In fact, these parts cooperate with each other to solve the problem such
that in each iteration, the best match chromosome for all elements in the first popu-
lation is sought in the second population and vice versa. The proposed method was
applied on several test benches and the results were satisfactory and it outperformed
several related works.

The rest of paper is organized as follows: in Sect. 2, some of the previous studies
on the multiprocessor task scheduling are presented. In Sect. 3, the proposed method
is introduced and its various parts are defined. Section 4 consists of parameter setting
process and the experimental results. Finally, we conclude this study in Sect. 5.

2 Related Works

There are several approaches to solve multiprocessor task scheduling, such as heuris-
tic approaches [13,18,47], evolutionary or population-based approaches [12,14,15,
21,34,42,43] and hybrid methods [3]. In this section, several presented methods in

123



464 Int J Parallel Prog (2009) 37:462–487

the field of multiprocessor task scheduling from 1995 are reviewed. Each method is
introduced and its preferences and shortcomings are debated briefly.

In [2], critical path fast duplication (CPFD) algorithm as a heuristic one has been
presented. This algorithm is based on a classical technique in finding critical paths in
DAG and it gives high priority to tasks which are placed in DAG critical path (critical
path in DAG is the longest one between the first and one of the last nodes in terms of
execution time and communication cost).

In [19], another method has been proposed which schedules the tasks on several
processors, based on a greedy heuristic approach. The method consists of three phases:
assignment, unrolling, and scheduling. The authors showed that their algorithm has
better performance in comparison with an optimal branch and bound method.

The genetic-based methods have attracted a lot of researcher attention in solv-
ing the MTSP [12,14,15,21,34,42,43]. One of the main differences in these genetic
approaches is in their chromosome (solution) representations; different representa-
tions of genomes and chromosomes have been discussed and studied with their prom-
inences and shortcomings. Another important difference among genetic methods is in
their genetic operators, such as crossover and mutation. Using different crossover and
mutation methods for reproducing the offspring is strongly dependent upon the chro-
mosome representation which may lead to the production of legal or illegal solutions.
Another important point in designing a GA is simplicity of algorithm and complexity
of evolutionary optimization process.

The first and most important work which has used GA for multiprocessor tasks
scheduling is a classic work called Hou, Ansari and Ren (HAR) algorithm [12]. The
height of tasks in input DAG is considered as the main feature in the proposed work.
Each chromosome is composed of several strings. The number of strings corresponds
to the number of processors and each string shows a schedule of some tasks based on
the height of that task in DAG. The height concept is used to restrain the possible vio-
lation of precedence condition, i.e., the tasks are ordered according to their heights in
each string. Based on this definition, the precedence condition is always satisfied and a
simple crossover structure can be applied on the problem solutions (precedence-aware
task schedules) to produce legal schedules. While this algorithm is very simple in terms
of computational complexity, but it cannot ensure that the search space is global so
that some feasible schedules are not reachable at all [49]. After HAR, in 1995 another
GA-based method has been published [45]. The main difference between this study
and the above-mentioned work is in their chromosome representation. The authors
have been presented a GA using a matrix genome encoding to schedule distributed
tasks. This algorithm provided better scheduling results than its previous works.

Another work that presents a new technique based on problem-space genetic algo-
rithms (PSGAs) has been introduced in [7]. It utilizes the search power of GAs in
combination with list scheduling heuristics, such as ISH [20] and DSH [20]. The
results showed that the combinatorial could work efficiently and scheduled the tasks
on several processors as well as the other methods. The methods presented in [1,3],
also, tried to combine the heuristic and genetic approaches to solve this problem.

After the success of PSGA in 1996, in the same year, another genetic-based method
which exploited some previous distributed techniques to develop a distributed GA
was introduced. The main aim of this study has been to develop a distributed genetic
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algorithm system (DGAS) that evaluates the performance of real time trial scheduling
algorithms on a targeted system instead of simply simulating the performance [48].

In 1998, two other genetic-based methods have been carried out. In the first work
[33], a comparison of genotype representations was prepared and genotype repre-
sentation was divided to two different models and these models were compared in
terms of respective quality of results and time of convergence. The proposed models
were direct and indirect. In the direct representation, the schedule is represented and
manipulated directly by the genetic operators. In this representation, the genotype is
just like the phenotype. However, in indirect genotype representation, only the deci-
sion on how to build the schedule is encoded in the chromosome. In the second work,
an evolutionary approach for multiprocessor scheduling of dependent tasks was stated
[28]. The authors presented an approach for pre-runtime scheduling of periodic tasks
on multiple processors in a hard real-time system.

Another genetic-based multiprocessor scheduling method in 1998 has been pre-
sented in [42]. The authors of this paper claimed that the task duplication is a useful
technique for shortening the length of schedules. In addition, they added new genetic
operators to the GA to control the degree of replication of tasks.

In [34], Corrga et al. tried to overcome the three drawbacks of the HAR which were
presented in [12]. These drawbacks were: (1) the searches in the global solution space
were weak, (2) load balancing between processors has not been observed in the case of
initializing population, and (3) there was no knowledge about the quality of individu-
als, because in creating individuals only the validity of individuals had been observed
and the quality of them had not been monitored. These authors have presented com-
bined genetic list (CGL) algorithm that was a combined approach. In this method,
some knowledge about the scheduling problem was introduced. This knowledge was
represented by the use of list heuristic and improved the GA in the genetic operators.
These improvements removed the mentioned drawbacks of the HAR algorithm to a
large degree. The chromosome structure in this method was just like the structure in
HAR. Nevertheless, CGL removed the HAR problems and it was a suitable algorithm
in terms of solutions quality in spite of causing a heavy computational load in cross-
over and mutation operators. The prepared results demonstrated that the CGL method
was more useful in generating better solutions in comparison with pure genetic or list
heuristic approaches.

In 2001, the load balancing problem which has high importance in parallel and
concurrent systems was thoroughly investigated in [50]. The load balancing includes
partitioning a program into smaller tasks that can be executed concurrently and map-
ping each of these tasks to a computational resource, such as a processor. The authors
used a GA to solve the dynamic load balancing problem. In this method, some param-
eters, such as threshold policies, information exchange criteria, and inter-processor
communication and their effects on load balancing were considered. Another work
that considers load balancing, memory locality, and scheduling overhead issues was
published in 2000 [10].

With advances in genetic methods for scheduling the tasks on several processors,
some works tried to change the conventional approach of GA. They combined other
problem solving techniques, such as divide and conquer mechanism with GA. In 2003,
a modified genetic approach called partitioned genetic algorithm (PGA) was proposed
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[21]. In PGA: at first, the input DAG is divided into partial graphs using a b-level par-
titioning algorithm and each of these separate parts is solved individually using GA.
After that, a conquer algorithm cascades the subgroups and forms the final solution.
The authors claimed that the PGA leads to a better scheduling time in comparison with
a chaste GA and a similar performance with common GA. Along the same lines, some
other genetic-based works which were published in 2003 are [49] and [35]. In [49], a
new GA called task execution order list (TEOL) was presented to solve the scheduling
problem in parallel multiprocessor systems. The TEOL guarantees that all feasible
search space is reachable with the same probability. Other heuristics can be combined
with TEOL to improve its performance because TEOL is based on the restrain of the
predecessor relationship of input DAG. This work tried to overcome the problems
of two prior works that presented in [43] and [34]. Its prepared results showed that
it could gain some improvements in shortening execution time toward [43], but it
had similar execution times or in some cases weak results in comparison with [34].
Besides, it is worth mentioning that this work reached a noticeable reduction in time
of solving scheduling problem in comparison with [34]. In the same manner, some
other works tried to schedule partially ordered parts of DAG. Making and forming
these parts is very intricate and some works, such as [5,39,43], and [4] have struggled
to employ this technique in different ways. For example, an incremental approach was
used in [43]. In this method, each solution or individual is shown using a set of cells
and each cell consists of a pair (t, p) that p is corresponded with a processor and
t is related to a task. Main contribution of this paper is presenting a novel, flexible
and adaptive chromosome representation. Another important issue about this method
is permission of duplicating tasks in an individual. Non-string representation of the
solutions for scheduling problems together with genetic operators that were selected
via a hybrid mechanism have been used in [5]. This partitioning technique can be very
useful although it makes the scheduling problem more complicated.

In the fourth year of new millennium, some other new methods which used different
ways for scheduling multiprocessor tasks using GA were proposed [24,26,29]. As a
sample, the method presented in [29], sets up a GA approach for scheduling problem
in a multilayer multiprocessor environment. In multilayer multiprocessor task sched-
uling, it is required that tasks or jobs go through more than one stage where each stage
has several parallel processors. This kind of multiprocessor task scheduling is widely
used specially in industrial and computing applications. Also, in this research, a new
crossover operator has been introduced.

In 2005, a new dynamic task scheduling using GAs for heterogeneous distributed
computing was proposed [30]. This dynamic scheduler used GA for finding a min-
imum execution time. The term “dynamic” is used since the algorithm can work in
an environment with dynamically changing resources and adapts to variable system
resources.

In [16], a novel representation called fixed task, alternative processors (FTAP) was
proposed to schedule the tasks. In this work, the length of chromosomes is intelli-
gently adapted according to the given problem. The main focus of this paper is on the
effect of solution representation on solving problems and its speed and accuracy and
universality through the problem space.
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One of the recent works that was performed in 2007 on multiprocessor task sched-
uling using GA is a study that employs MTSP in dynamically reconfigurable hardware
[31]. In this work, a pair of two dimensional strings is used in representation of chro-
mosome. In this study, it is shown that the GA is more efficient than list scheduling
algorithm for scheduling tasks onto a dynamically reconfigurable hardware.

Many GAs have been applied for scheduling multiprocessor tasks but just a few
of them considered the communication cost so far [14]. One of the most recent and
important works on the multiprocessor task scheduling using GA was presented in
[14] wherein the authors proposed the extension of the priority-based coding method
as the priority-based multi-chromosome (PMC). In this method, each gene in each
chromosome was a number in the interval [1, p × t] where p was the number of
processors and t was the number of tasks and there was no duplication in each chro-
mosome. In this presentation, each gene index represented the task number. Hence, a
new crossover method compatible with this new encoding was proposed which was a
permutation based crossover and was called weight mapping crossover (WMX). The
priority-based encoding is the knowledge of how to handle the problem of producing
encoding that can treat the precedence constraints efficiently [49]. As far as it has
been studied and based on a vast investigation on GA methods for multiprocessor
scheduling, the PMC method is one of the best works that has ever been performed
in terms of its simple chromosome structure and the suitable and intelligible design
of GA operators. Their designed chromosome structure could simply convey all of
the required information for scheduling in only one dimension and just using an array
structure. The specific proposed chromosome structure and crossover has resulted in
valid solution production and also a reduced algorithm time. In this respect, we have
used PMC method for comparing our approach results and validating our proposed
method.

Also, with increasing interests for solving the multiprocessor task scheduling, the
other search methods and techniques have been applied to solve multiprocessor sched-
uling problem. Some of these approaches use a combinatorial algorithms and some of
them try to exert new optimization algorithms, such as ACO, PSO, AIS, mean field
annealing and memetic algorithm [5,9,22,36–39].

To improve the results of related work in case of makespan and number of con-
vergence iterations; in this paper, we proposed a genetic based method to solve multi
processor task scheduling that is called BGA. The proposed method consists of two
parts; each part is based on independent genetic schemes. The experimental results
showed that BGA improved the makespan of several standard benchmarks with regard
to related works. In the next section, BGA is introduced and its parameters are defined.

3 Proposed Method

In this section, the proposed method for multiprocessor task scheduling is presented.
The proposed method consists of two parts and is called BGA. The first part finds the
best valid sequence of tasks independently of processors and is called GAS (GA for
task sequences). The second part finds the corresponding processors by improving the
best fitness value and is called GAP (GA for processors). In each generation of the
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BGA, the GAS and GAP are run for predefined number of generations. The GAS and
GAP are described in the following sections.

Since the proposed method consists of several parameters, all parameter acronyms
are defined again in “Appendix”.

3.1 The GAS: A GA to Find the Best Match Task Sequences

First, we introduce PopS and PopP that are two important parameters in GAS. PopS
is a population which contains predefined number of tasks sequences while PopP is
a population which contains predefined number of processor arrays. The length of
each array in PopP is equal to the length of each task sequence in PopS. GAS finds
a set (population) of task sequences which has the maximum compatibility with the
available processor arrays in the PopP. In each generation of GAS, the GA opera-
tors are applied on PopS. Each task sequence in PopS is combined with all processor
arrays in current PopP and produces several pairs. Then, for each pair, the makespan
is computed and the processor array that minimizes the makespan of the pair is used
as the best match for that sequence. After finding the best match for all sequences, the
GA operators (crossover and mutation) are applied on PopS to improve the makespan
of population. In other words, in each generation of GAS, the attempt is on evolving
PopS in a way that the makespan of the best match pairs is improved. Whenever GAS
is running, PopP is not changed and the reproduced sequences are matched with the
current PopP.

In GAS, the representation of task sequences in PopS and the fitness value for
each sequence are very consequential. In addition, adequate reproduction operators
are necessary to attain the best performance and find better solutions in less iteration.
The proposed coding scheme, fitness function and reproduction operators for GAS are
presented as follows.

3.1.1 Coding Scheme for GAS

The proposed coding scheme (representation of chromosomes) for each task sequence
is a permutation of task numbers. As an instance, Fig. 1b shows a corresponding chro-
mosome for a nine tasks problem in Fig. 1a. The chromosome in Fig. 1b shows an
order for executing the tasks independent from the processors. As it was mentioned,
each chromosome in PopS contains a permutation of the tasks; each of them is pro-
cessed (to schedule on processors) according to their appearance. Therefore, each task
in the chromosome should appear before all of its children and after all of its parents.
Thus, some permutations of the tasks may not be admissible and the validation state
of the chromosomes should be attended. Hence, a validation phase after producing the
chromosomes is considered. The validation procedure changes the order of the tasks
in a chromosome to make it valid. It is clear that if a chromosome is valid by itself,
the validation procedure does not change it. The validation procedure is introduced in
Algorithm 3.

It is noticeable that the chromosomes in the initialization phase are generated by
a process which always produces a legal chromosome. In other words, the PopS is
initialized by a random process but in such a way just to produce valid sequences.
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Fig. 1 a A sample problem with 9 tasks that is shown by DAG. b Corresponding chromosome with (a) in
PopS; each task in the chromosome should be appeared before all of its children and after all of its parents

To attain this objective i.e., randomly producing valid chromosomes, the following
algorithm is proposed.

Algorithm 1 (Initialize PopS)

Input: PsS (Population Size), DAG (Problem Task relations), output: PopS
1) Make PopS as an empty matrix with the size PsS*Nt
2) Make Temp as an empty, temporary array that its size is equal to the number

of tasks in DAG
3) Temp← all tasks in DAG which can be scheduled now

(here, just the root tasks)
4) For i = 1 to PsS

a. For j = 1 to Nt
i. R← a random number between 1 and the current length of Temp
ii. PopS (i, j)← the Rth index of Temp
iii. Discard the Rth index of Temp
iv. Temp← Temp ∪ all tasks in DAG which can be scheduled now

b. End for
5) End for
6) Return PopS

In this algorithm, PsS shows the expected population size, Nt stands for number
of tasks, and DAG shows the problem tasks relations that are considered as algorithm
inputs. Using this algorithm, the PopS is initialized randomly and all chromosomes
are valid. Hence, no validation process is needed after initializing the PopS.

3.1.2 Fitness Values for GAS

The fitness values for the sequences in PopS are computed according to the processor
arrays in PopP. First, a processor array in current PopP is found for each sequence
in PopS (a pair of sequence and its corresponding processors) which minimizes the
makespan. Then, this makespan is defined as the fitness value for the sequence. The
following pseudo code realizes this procedure:

123



470 Int J Parallel Prog (2009) 37:462–487

Algorithm 2 (GAS Fitness)

Input: PopS, Pop; Output: Fitness values for PopS
1) For each sequence S in PopS

a. For each processor array P in PopP
i. Compute the makespan of the pair (S, P) (called MS,P )
ii. If the MS,P is the best found makespan for S so far, update the

fitness of this sequence (S) as the MS,P

b. End for
2) End for
3) Return all found fitness values

3.1.3 Reproduction Operators for GAS

The reproduction operators consist of crossover and mutation which are proposed to
use in GAS for producing new offspring. As it was pointed out earlier, the GAS employs
a permutation-based chromosome model. This induces us to use the operators which
are compatible with this chromosome structure. In this paper, two crossover operators
are used: weighted mapped crossover (WMX) [14] and “Order base” [8]. Also, three
mutation models are used (i.e. swap, scramble, and inversion). The results show that
the “Order based” crossover in combination with “Swap” mutation has the best per-
formance in comparison with other combinations. The used crossover and mutation
operators are presented as follows:

3.1.3.1 Crossover Operators

1. WMX: in this crossover model, first, two cutting points are randomly selected
as a substring and then the values of these substrings are checked for contents
and order. The order of the substring that is opted from the first parent is used
to reorder the corresponding substring in second parent and vice versa
[14].

2. Order-based crossover: in this crossover model, two cutting points are selected in
first parent and the substring between these points is copied in the first offspring.
Then, starting from the second crossover point in the second parent, the remain-
ing unused numbers in the first offspring are copied according to the order that
appears in the second parent, wrapping around at the end of the list. The creating
process for the second child is in an analogous manner with the parents’ role being
reversed [8].

3.1.3.2 Mutation Operators

1. Swap: in this mutation, two genes are selected and their contents are replaced [8].
2. Scramble: this mutation model uses two randomly selected points in each chro-

mosome and the content of this substring is randomly arranged and replaced by
the old substring [8].
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3. Inversion: in this mutation model, two points are selected in each individual and
the substring between these two points are reversed and replaced by the old sub-
string [8].

The mutation and crossover operators in GAS are applied with the probability
PmS and PcS, respectively. Because of the precedence constraints in multiprocessor
task scheduling and the permutation-based coding scheme for tasks, some of the off-
spring which are produced via the mentioned crossovers and mutations may be invalid.
Therefore, a validation phase is needed to construct valid sequences according to the
produced chromosomes. In fact, in each iteration of the GAS, each chromosome is
validated via a validation procedure. In the validation phase, first, each chromosome
in PopS is processed to find its best matched array processor in PopP and to produce
an array of pairs. Then, if an element of this array cannot be scheduled in its place
(the parent of the task is not scheduled yet), it is placed in a queue. In each iteration
of the validation phase, this queue is processed to find the pairs which can be sched-
uled. The remaining pairs in the queue are scheduled in their appearance order in the
queue after scheduling all the elements of the array. The following algorithm shows
the validation procedure.

Algorithm 3 (Validation)

Input: an array of pairs P (a sequence of tasks and its best matched array
processor); Output: validated form of P (called RP)

1) Set the Q as an empty queue and RP as an empty array
2) For all elements Pi in P

a. If Pi can be scheduled (all parents of the ithtask in P are scheduled)
then

i. R P ← R P ∪ Pi

b. Else
i. Place Pi in Q

c. End if
d. For all elements Qi in Q

i. If Qi can be scheduled (all parents of the i th task in Q
are scheduled) then
1. R P ← R P ∪ Qi

2. Remove Qi from Q
ii. End if

e. End For
3) End For
4) While Q is not empty

a. For all elements Qi in Q
i. If Qi can be scheduled (all parents of the ithtask in Q

are scheduled) then
1. R P ← R P ∪ Qi

2. Remove Qi form Q
ii. End if

b. End For
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5) End while
6) Return the tasks in RP

The “while” loop in line 4 of the algorithm is necessary because after the “for”
loop, it is probable that some tasks remain in Q and have not been scheduled yet. In
this procedure, RP contains the validate chromosomes and Q is a temporary queue
that is used in procedure.

3.1.4 The Step by Step Procedure of GAS

Underneath, GAS is presented step by step:

Algorithm 4 (GAS)

Inputs: PopS, PopP, GNS (maximum number of generations) and SGNS (number
of successive iteration which algorithm is not improved); Output: PopS, NSS
(number of iteration which GAS is run)

1) Initialize the parameters PmS, PcS
2) NSS=0
3) While stopping criteria are not satisfied

a. Calculate the fitness values for PopS (Algorithm2)
b. Perform crossover with the probability PcS according to

Sect.3.1.3 on PopS
c. Perform mutation with the probability PmS according to

Sect.3.1.3 on PopS
d. Validate the offspring (Algorithm3)
e. NSS=NSS+1

4) End for
5) Return the PopS and NSS

The stopping criteria for GAS are the maximum number of generations (GNS) and
number of successive iteration that the algorithm not make any improvement thereof
(SGNS). In this algorithm, the NSS is the number of iterations which GAS is run. Other
parameters have been defined in last section (also “Appendix”).

3.2 The GAP: A GA for Finding the Best Match Processor Arrays

The GAP is employed to evolve the PopP to generate the processor arrays which are
more compatible with the sequences in PopS. In fact, in each generation of GAP,
the new offspring are produced via the GA operators. The PopP is combined with
PopS in each generation and best pair matches are found. Then the fitness values for
processor arrays in PopP are computed using the makespan for the best match pairs.
The coding scheme, fitness function, and reproduction operators are introduced as
follows.
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3.2.1 Coding Scheme for GAP

Having in mind that each element in PopS contains Nt (Nt is number of tasks) task, the
coding scheme for the chromosomes GAP is an array which contains Nt cells and the
value of each cell is between one and Np (Np is the number of processors). Each cell
value shows the processor number for the corresponding task to run on. Figure 2 shows
an instance for this coding. This chromosome is the best match for the chromosome
in Fig. 1b. The pair array of this array processor and the chromosome in Fig. 1b is
presented in Fig. 3.

As an example, pair (3, 1) in Fig. 3 indicates that the task 3 has to be executed in
processor 1 after executing the first task in processor 2 (with regard to Fig. 1a). The
communication cost should be considered to calculate the makespan. Figure 4 shows
the Gantt chart for this pair array where its makespan is equal to 21.

3.2.2 Fitness Value for GAP

The fitness values for the sequences in PopP are computed according to the current
sequences in PopS. First, we try to find a sequence in current PopS for each chromo-
some in PopP (a pair of sequence and its corresponding processors) which minimizes
the makespan. Then we define this makespan as the fitness value for the processor
array. The following pseudo code shows this procedure:

Fig. 2 An instance of chromosomes in PopP. In this example, it is considered that there are two processors
to process the tasks of Fig. 1a. This figure shows the chromosome that is matched with chromosome in
Fig. 1b

Fig. 3 The pair array of the chromosomes in Figs. 1b and 2. This pair is used to find the makespan and
fitness for these chromosomes

Fig. 4 The scheduling results for the problem in Fig. 1a. The results have been obtained by using BGA in
100 iterations when there were two processors. This figure corresponds with Fig. 3
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Algorithm 5 (GAP Fitness)

Input: PopS, PopP; Output: Fitness values for PopP
1) For each sequence P in PopP

a. For each processor array S in PopS
i. Compute the makespan of the pair (S, P) (called MS,P )
ii. If MS,P is the best found makespan for S so far, update the fitness

of this processor array (P) as the MS,P

b. End for
2) End for
3) Return all found fitness values

In this procedure, MS,P is the best found makespan of each pair (S, P) where S
is a chromosome in PopS and P is a chromosome in PopP. The definitions of other
parameters are same as last sections (see “Appendix”).

3.2.3 Reproduction Operators for GAP

According to the simple coding scheme for GAP, a simple crossover and mutation
can efficiently work to improve the PopP. Here, the “One Point” crossover and the
“Uniform” mutation have been used. In one-point crossover, two parents are selected
via a selection procedure and one cutting point is chosen via a random process. Then
the second part of the parents is replaced and two offspring are produced. The cross-
over operator is employed with the probability PcP. In the uniform mutation, each
chromosome is mutated with the probability Pm (here PmP). In this process, one gene
of the selected chromosome changes to a value that is selected randomly from the
problem space.

3.2.4 The Step by Step Procedure of GAP

The following algorithm presents the GAP

Algorithm 6 (GAP)

Input: PopS, PopP, GNP (max number of generations) and SGNP (number of
successive generations that algorithm is not improved), output: PopP, NSP
(Number of iterations that GAS is run)

1) Initialize the parameters PmP, PcP.
2) NSP = 0;
3) While stopping criteria are not satisfied

a. Calculate the fitness values for PopP(Algorithm5)
b. Perform crossover with the probability PcP according to

Sect.3.2.3 on PopP
c. Perform mutation with the probability PmP according to

Sect.3.2.3 on PopP
d. NSP = NSP + 1

4) End for
5) Return the PopP and NSP
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The stopping criteria for GAP are the maximum number of generations (GNP)
and number of successive iteration that the algorithm does not make any improve-
ment thereof (SGNP). PcP and PmP show the probability of crossover and mutation,
respectively. In this algorithm, the NSP is the number of iterations which GAS is run.
It is worthwhile to note that the population of processors (PopP: population of proces-
sors) is initialized via a random process. Here, no validation process is needed. The
definitions of other parameters are same as last sections (see “Appendix” also).

3.3 The Proposed BGA

The following pseudo code shows the proposed BGA.

Algorithm 7 (BGA)

Input: DAG, output: best order of tasks and their corresponding processors
with minimum makespan

1) Initialize the parameters PmP, PmS, PcP, PcS, PsP, PsS, GNP, GNS, SGNS,
SGNP, IT, SIT

2) Initialize PopS population by Algorithm1.
3) Initialize PopP population randomly.
4) NS = 0
5) While stopping criteria are not emerged (NS<IT and the algorithm is

improved for SIT last iterations)
a. [PopS NSS]=GAS(PopS, PopP, GNS, SGNS)
b. NS = NS + NSS
c. [PopP NSP]=GAS(PopS, PopP, GNP, SGNP)
d. NS = NS + NSP

6) End while
7) Return the best task sequence in PopS with its corresponding processor

array in PopP as the best solution

In this algorithm, Pm is the mutation rate, Pc the crossover Ps the population size,
GN the maximum number of generations and SGN the maximum number of succes-
sive generations that the algorithm (GAS or GAP) is not improved in. In all of these
parameters, the postfix term P indicates that the parameter is relevant to the GAP and
the postfix term S shows that the parameter is relevant to GAS. As an example, PmP
means and PmS the same rate in GAS. NS is a counter that shows number of iterations
in algorithm. The definitions of other parameters are same as last section and they
are introduced in “Appendix”. The algorithm goes on while predefined criteria do not
emerge. In the implementation, we use two criteria to stop the algorithm:

1. The maximum number of iterations (IT)
2. Number of successive iterations which the fitness value is not improved in (SIT)

The first condition will emerge when NS is bigger than or equal to IT. The second
condition emerges when the algorithm could not find better solutions in the last prede-
fined iterations (SIT). In fact, if NS is bigger than IT or the algorithm is not improved
for the last SIT iterations, the algorithm stops.

123



476 Int J Parallel Prog (2009) 37:462–487

4 Experiments and Results

4.1 Experiment Environment

In this part, the results of experiments are presented. The proposed algorithm has been
implemented in Matlab environment and the simulations were performed on a per-
sonal computer with 512 MB of RAM and 1.8 GHz AMD CPU. First, a sample graph
was used to set the parameters of the proposed BGA. The parameters PmS, PcS, cross-
over and mutation models were adjusted via some experiments. To evaluate BGA and
compare its results with related works, standard task graph (STG) test bench [40] was
used. The communication costs are not included in STG so they were produced via
a random process. The resulted communication costs are available online in [51]. In
addition, task scheduling problems that are shown in Table 1 were used in evaluation
and comparison. In Table 1, each problem has been marked as P#. Also, the number
of tasks (no. of tasks) for each one, and the communication costs have been given.
The communication costs for P5, P6 and P7 have been declared in [20,23] and [44],
respectively, as well. Except for P (5–7), each problem corresponds to a well known
mathematical problem described in the last column of the Table 1. The problems listed
in Table 1 usually were used in the literature to evaluate multiprocessor task schedul-
ing methods [43]. The problems presented in Figs. 1a and 7 were other problems that
have been used to evaluate the methods. Each method was run 10 times and min, max
and average of makespan together with number of generations were compared.

4.2 Parameter Setting

The problem P7 in Table 1 is used to find the best parameters values of the BGA.
Table 2 illustrates the results of running BGA to solve problem P7. The crossover and
mutation model for GAS are mentioned in Table 2. The parameters were initialized by
the following values:

Table 1 Some task scheduling problems that were used to evaluate the proposed method

Problem No. of tasks Communication costs Source Description

P1 15 25 (fixed) Tsuchiya et al. [42] Gauss-Jordan algorithm

P2 15 100 (fixed) Tsuchiya et al. [42] Gauss-Jordan algorithm

P3 14 20 (fixed) Tsuchiya et al. [42] LU decomposition

P4 14 80 (fixed) Tsuchiya et al. [42] LU decomposition

P5 15 Variable for each graph edge Kruatrachue and Lewis [20] –

P6 17 Variable for each graph edge Mouhamed [23] –

P7 18 Variable for each graph edge Wu and Gajski [44] –

P8 16 40 (fixed) Wu and Gajski [44] Laplace

P9 16 160 (fixed) Wu and Gajski [44] Laplace

The communication cost of each problem has been presented except for P5–P7. The communication costs
are fixed in some ones and variable for others. The source column shows the reference of the problem and
the description column shows the corresponding well known problem
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• GNS and GNP: 20
• SGNS and SGNP: 10
• PsS and PsP: 20
• PmS and PmP: 0.2
• PcS and PcP: 0.8
• Maximum iteration for BGA (IT): 1000
• Number of successive iterations without improvement to stop the algorithm (SIT):

100

The used crossover for GAP was “one point” and the used mutation was “uniform”.
Table 2 indicates that the algorithm finds the best solutions when the crossover was
order-based and the mutation was swap. Hence, in all implementations, we use these
operators for GAS. In addition, to find the best values for crossover and mutation rates,
the PcS and PmS have been iteratively. The value of PcS was changed in the interval
[0.5, 0.9] with the step size 0.1. Figure 5 shows the results of variations versus make-
span average that is average of 10 runs of the BGA to solve P7. The value of other
parameters was as follows:

• GNS and GNP: 20
• SGNS and SGNP: 10
• PsS and PsP: 20
• PmS and PmP: 0.2

Table 2 The results of applying BGA on P7 using several models of mutation and crossovers in GAS part

Cross over Mutation Average number of iterations Average of makespan

Order based Swap 212 402

Inversion 239 408

Scramble 228 408

WMX Swap 299 412

Inversion 225 404

Scramble 218 406

The results are average of running BGA 10 times. The makespan values are reported in time unit (e.g.
second)

Fig. 5 The average makespan
values that has been obtained by
10 times applying BGA on P7
versus variation of PcS in
interval [0.5, 0.9]. The best
result obtained when PcS was
equal to 0.74
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Fig. 6 The average makespan
values that has been obtained by
10 times applying BGA on P7
versus variation of PmS in the
interval [0.1, 0.4]. The best
result obtained when PmS was
equal to 0.32
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• PcP: 0.8
• Maximum iteration for BGA (IT): 1000
• Number of successive iterations without improvement to stop the algorithm (SIT):

100

The used crossover and mutation for GAS was “order based” and “swap”, respec-
tively, while the “one point” and “uniform” was used for GAP. Figure 5 shows that
the best performance of the BGA emerges when the value of PcS is 0.74. Since the
interval [0.7, 0.8] was a critical range (the makespan of PcS 0.7 and the makespan of
PcS 0.8 are close to each other), the PcS in this range has been changed with the step
size 0.02. The best performance was achieved when the PcS was set to 0.74. Figure 5
shows the STD of average makespan also. Moreover, to determine the best value for
PmS, a similar performed. In this experiment, the value of PmS was changed in the
interval [0.1, 0.4]. Figure 6 shows the makespan average in 10 times running of BGA
to solve P7 problem vs. PmS in the interval [0.1, 0.4] with the step size 0.05. Again,
because the interval [0.3, 0.35] is a critical interval (the average for PmS = 0.3 and
PmS = 0.35 are close), the step size in this interval was investigated in more details
(0.01). Figure 6 also shows the STD (standard deviation) of makespan.

It is obvious in Fig. 6 that the best performance of the algorithm emerges when
PmS is 0.32. A similar parameter setting is performed for GAP parameters (PmP and
PcP). The experiments show that the best outcome is obtained when PcP is chosen as
0.8 and PmP was set as 0.2. Hence, in all experiments, the following parameters were
used in BGA implementation:

• PsS and PsP: 20
• GNS and GNP: 2×PsS and 2×PsP
• SGNS and SGNP: GNS/2 and GNP/2
• PmS: 0.32, PmP: 0.2
• PcS: 0.74, PcP: 0.8
• Maximum iteration for BGA (IT): 100×max(PsS, PsP)
• Number of successive iterations without improvement to stop the algorithm (SIT):

10×max(PsS, PsP)

The literature with which the BGA was compared, utilized 400 chromosomes in
their populations. Hence, the PsS and PsP are chosen as 20 because in this case, we
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can say that we have 400 chromosomes. About the values of GNS and GNP, we can
say that, if the values for GNS and GNP are chosen as big numbers IT) and the value
of IT are considered as a constant value, the improvement will slow down because the
evolution process (GAS and GAP) is performed in a big number of generations on just
one population (PopS or PopP). Thus, that population will be greatly compatible with
the current other (PopP or PopS). We call this phenomenon as “over compatibility”
which is something like “overtraining” phenomenon occurring in neural networks.
Furthermore, if these values (GNS and GNP) are chosen as small values (according
to PsS and PsP), the GAS and GAP will not have enough time to exploit the it can be.
Hence, we use factor 2 to ensure that the GNS and GNP are small enough according
to IT (about 1/50) and big enough according to Ps (twice), at the same time. A similar
problem has been considered for the values of SGNS and SGNP.

4.3 Comparisons with Well Known Heuristics

In this section, the BGA is compared with some well known heuristics, such as mod-
ified critical path (MCP) [44], dominant sequence clustering (DSC) [46], mobility
directed (MD) [44], dynamic critical path (DCP) [47], insertion scheduling heuris-
tic (ISH) [20], duplication scheduling heuristic (DSH) [20], and CPFD [2]. Table 3
demonstrates the makespan of problem presented in Fig. 1a when it is solved by BGA,
MCP, DSC, and MD. The results of BGA in all cases are better than the results achieved
by mentioned heuristics. The BGA was run 10 times in each case (2, 3 and 4 proces-
sors) and the best makespan of each case has been reported in Table 3. PsP and PsS in
this test are selected 10. The best results in Table 3 are shown by font. As it is shown
in Table 3, the results of BGA is outperformed other methods.

Table 4 shows the results of the comparisons between the BGA and the ISH, DSH
and CPFD. The problems of Table 1 were used for this experiment. In this case, the
best makespan in 10 runs of the algorithm has been reported. As it is shown in Table 4,
the BGA is always better than ISH algorithm, but its results are often worse than CPFD
and DSH algorithms. The best result in each row is shown by Bold-Italic-Underline
font.

4.4 Comparisons with GA Based Algorithms

In order to compare BGA with other GA-based methods, two such methods have been
considered that their results were better than any other ones (i.e., incremental GA [43]

Table 3 Results of applying BGA and some well known heuristics on the problem in Fig. 1a

Algorithms MCP DSC MD DCP BGA

No. of processors 3 4 2 2 2 3 4

Best solution 29 27 32 32 21 21 21

The BGA could find less makespan. The values in row “Best solution” show the best makespan of problem
achieved in 10 separate runs of algorithms. The makespan values are reported in time unit (e.g. second)
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Table 4 The comparison results between the BGA and some heuristics in terms of the best gained makespan
to solve the problems presented in Table 1

Problem Algorithm ISH DSH CPFD BGA

P1 Best solution 300 300 300 300

P2 Best solution 500 400 400 420

P3 Best solution 260 260 260 270

P4 Best solution 400 330 330 360

P5 Best solution 650 359 446 440

P6 Best solution 41 37 37 37

P7 Best solution 450 370 330 390

P8 Best solution 760 670 760 790

P9 Best solution 1220 1030 1040 1088

Indeed, the BGA was run 10 times and the best result is mentioned. The makespan values are reported in
time unit (e.g. second)

Table 5 Comparison of PMC, incremental GA, and BGA based on structural aspects

BGA Incremental GA [43] PMC [14]

Needed parts for chromosomes 2 2 1

Is all problem space searched? Yes Yes Yes

Search space size Nt!×NpNt Nt!×NpNt P(Nt×Np, Nt) where P is
permutation

Is any specific type of GA
operators needed?

Yes No Yes

Feasibility after GA operators Needs validation Sometimes not feasible Always feasible

How treat invalid chromosomes? Validate them Discard them Always valid

and PMC [14]). Table 5 compares the structure of BGA with these methods. Also,
Table 5 consists of problem space, feasibility of chromosomes, and the comparisons
among operators.

As shown in Table 5, both BGA (the proposed method) and incremental GA [43]
employ two-part chromosomes (incremental GA utilizes a pair for each gene) to pres-
ent and code the problem. In contrast, the PMC utilizes a one-dimensional chromosome
but its search space is larger.

The search space that is sought by incremental GA and BGA is very close to the
actual problem space. Moreover, the BGA needs permutation-based GA operators in
GAS part while GAP part of BGA exploits simple GA operators. Hence, a validation
phase is needed in BGA to validate the task sequences where afterward all chromo-
somes become valid. On the other hand, the PMC exerts a specific crossover that
sustains the feasibility of chromosome structures. However, in the incremental GA
method, some chromosomes might have an incompatible length and they cannot be
decoded. In this case, the crossover does not apply and the original chromosomes are
used. Also, the precedence constraints are not considered in designing the operators
in incremental GA and the method employs a penalty function in calculation of fitness
values.
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Fig. 7 A task scheduling
problem with 18 tasks which
was introduced in [14]
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To compare the results of BGA with the mentioned related methods, three test
benches were employed. At first, the BGA and PMC were applied on two problems
shown in Figs. 1a and 7 and their results were compared in terms of the STD and the
mean of obtained makespan. Then these methods were applied on some test cases of
STG [40]. Next, these methods (BGA, incremental GA, and PMC) were applied on
test benches which have been presented in Table 1 and the results were compared.

Table 6 shows the results of applying BGA and PMC on the problem in Fig. 1a.
It is worth mentioning that the results are the outcomes of running the algorithms
10 times independently. As it is shown in Table 6, BGA has better results in all cases;
for example, the achieved makespan with three processors in mean case is 21 by BGA
compared to 22.4 by PMC which shows 6% improvement. Also, the zero value of
STD shows that BGA has a robust behavior in solving this problem. The best results
in each row are shown by Bold-Italic-Underline font.

In this experiment, the parameters of PMC were set as follow:

• Population size: 400
• Pc: 0.7
• Pm: 0.3
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Table 6 The comparison results between the BGA and PMC for the problem in Fig. 1a

No. of processors BGA PMC [14]

Best Worst Mean Std Best Worst Mean Std

2 21 21 21 0 21 23 21.9 0.56

3 21 21 21 0 21 23 22.4 0.69

4 21 21 21 0 21 23 22.3 0.82

In this case, PsP and PsS were equal to 10. The values show the best, worst and mean makespan in 10 times
running algorithms to solve the problem. The Std column shows standard deviation of makespan results in
different running of algorithms. The makespan values are reported in time unit (e.g. second)

Table 7 The makespans obtained by applying PMC and BGA on the problem in Fig. 7

No. of processors BGA PMC [14]

Best Worst Mean Std Best Worst Mean Std

2 460 470 463 4.83 460 520 491 20.78

3 440 490 461 12.86 490 600 522 35.21

4 440 470 461 8.75 500 580 544 25.90

6 460 490 471 11.00 510 580 556 19.55

The Best, Worst, Mean, and Std (standard deviation) values have been calculated over 10 times running the
algorithms. The problem solved with different number of processors. The makespan values are reported in
time unit (e.g. second)

• Maximum iterations: 2,000
• Number of iterations without improvement: 200

As it is shown in Table 6, the BGA found the best known optimum solution in all
runs and surpassed the PMC in terms of the obtained mean value for the makespan of
the problem.

In addition, BGA was compared with PMC by applying both algorithms on problem
that has been shown in Fig. 7. Table 7 shows the results of applying BGA and PMC
on the problem presented in Fig. 7 using several numbers of processors. In this case,
each algorithm was run 10 times and the results were reported. The BGA could find
better makespan in comparison to PMC in terms of average, worst and best solutions
in all cases, for example, the achieved makespan with four processors in mean case
is 461 by BGA compared to 544 by PMC which shows 15% improvement. Also, the
values of STDs for BGA are quite smaller than the STDs for PMC which reveals the
stability of BGA.

Table 8 shows the results of the BGA and PMC while both of them have been applied
on some test cases of STG. Each algorithm was run 10 times and the average values of
makespans have been reported. It shows that the BGA could find better makespan in
comparison to PMC in all cases, for example, the average improvement to PMC when
Nt= 50 is about 17.8%. Also, the STD of the the solutions for BGA is smaller than the
PMC in most cases. This shows that the BGA is more stable in comparison to the PMC.
The last row of Table 8 shows the results of applying the algorithms (BGA and PMC) on
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Table 8 The results of applying BGA and PMC on some test cases of STG in 10 times running

Nt Problem name Np BGA PMC [14] BGA improvement with
regard to PMC (%)*Makespan average STD Makespan average STD

50 Rand0002 4 105 6.1 128.9 5 18.6

8 104.2 1.5 136.4 4.44 23.6

Rand0016 4 166.6 9.2 210.8 12 21.3

8 161 4.3 189.4 11.71 14.99

Rand0019 4 167.2 8 221.1 12 24.4

8 176.46 7.5 203.4 32 13.24

Rand0028 4 207.2 7.3 256.4 6 19.1

8 206.6 7.9 239.2 8.78 13.6

Rand0043 4 77 2.1 94.6 7 18.6

8 71.4 2.9 80.1 1.64 10.8

Average of improvement in percent 17.8

100 Rand0002 4 223.4 12.1 286.6 14.55 22

8 215.8 7.12 262.4 13.86 17.76

Rand0016 4 184.2 7.4 236.8 11.6 22.3

8 154.4 6.65 199.6 8.61 22.65

Rand0019 4 296.2 3.34 369.4 19.44 19.8

8 224.6 1.5 274.8 12.49 18.2

Rand0028 4 140.6 1.51 165 10.66 15.2

8 89 0 108 7 17.6

Rand0043 4 247 2.73 271.2 12.39 9

8 134.2 3.08 159.4 3.57 15.8

Average of improvement in percent 18.3

300 Rand0002 4 760 4.2 955 22.2 20.1

* The last column shows the improvement of BGA with regard to PMC. Nt shows number of tasks and Np
shows number of processors. The makespan values are reported in time unit (e.g. second)(

1− BGA makespan average
PMC makespan average

)
× 100 in percentages

a 300-node graph. In this case, the STD value of algorithms is significant. As a matter of
fact, it shows that the BGA in bigger problems has much better stability and reliability.
The best results in each row of Table 8 are shown by Bold-Italic-Underline font.

To compare BGA with incremental GA, the test benches in Table 1 have been
employed. Table 9 shows the results of applying BGA, PMC, and incremental GA on
these test benches. In each case, the average results are the outcomes of 10 runs of these
algorithms. According to Table 9, it is obvious that the BGA could find the acceptable
solutions in much less iterations in comparison to incremental GA. In other words,
incremental GA can find better makespan in some cases with much more iterations.
Also, in some cases, the BGA could achieve the better average of makespan in com-
parison with this method. It is worth mentioning that the BGA is not improved in the
last 200 iterations (second termination criterion) so the average iterations should be
subtracted by 200. For instance, the BGA could find the makespan 300 for P1 in just
54 iterations in average while the incremental GA found this value in 682 iterations.
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Table 9 The resultant makespans in solving problems in Table 1 by BGA, incremental GA, and PMC

Problem name BGA PMC [14] Incremental GA [43]

Makespan
average

Average of
generations

Makespan
average

Average of
generations

Makespan
average

Average of
generations

P1 300 254 300 304 300 682

P2 440 320 472 375 430 1011

P3 270 311 290 340 263 934

P4 365 361 418 372 370 1333

P5 440 311 539 393 445.9 871

P6 37.2 374 38.4 384 37.78 1375

P7 390 380 424 375 380 1316

P8 790 280 810 330 780 1168

P9 1088 314 1232 380 1101 1627

Each algorithm was run 10 times and makespan average and average of generations are presented in corre-
sponding column. The makespan values are reported in time unit (e.g. second)

Also, BGA found better makespan in compare to PMC in all problems. The best results
in each row are shown by Bold-Italic-Underline font.

5 Conclusions and Future Works

In this paper, a new approach for multi-processor task scheduling has been presented.
In this approach, a BGA was proposed which splits the problem into two sub prob-
lems: finding an adequate sequence of tasks and its best match processors to process
the tasks. In fact, the problem space is split into two subspaces and each of them is
solved and the results are combined to find the answer for the main problem. The
algorithm has been implemented and its parameters were set by separate experiments
to find the best performance. The results were compared with some recent GA-based
and heuristic algorithms in terms of STD, average makespan, best obtained makespan
and iterations. The experimental results showed that the BGA could find acceptable
solutions for the problem in comparison with the recent algorithms and in some cases,
the BGA works strongly better. The main virtue of BGA was its stability in big prob-
lems (Table 9). In addition, in some cases, the BGA could get better makespan for
problems in much less iterations with the same population size in comparison with
other related algorithms (Table 9). In future, we are going to develop a much stronger
method which can solve all problems in their optimized values.

Appendix

Acronyms Used in the Paper

BAG Bipartite genetic algorithm (the name of the proposed method)
GAP Genetic algorithm for processors. This is a part of BGA
GAS Genetic algorithm for task sequences. This is a part of BGA
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GNP Generation number for processors part (GAP). It shows the maximum num-
ber of generations that the GAP should be run

GNS Generation number for sequences (GAS). It shows the maximum number of
generations that the GAS should be run

IT Maximum number of iterations the algorithm (BGA) can continue. It is
compared with NS in each iteration

Np Number of processors
NS Number of iterations that GAP and GAS are run. It is equal to NSS + NSP
NSP Number of iterations that the GAP is run in the current call. After calling

GAP, it should be ceased based on two stopping criteria. If it stops because
it achieves GNP iterations, the NSP will be equal to GNP but if it terminates
because it didnot improve for the last SGNP iterations, the NSP is not equal
to GNP

NSS Number of iterations that the GAS is run in the current call. After calling
GAS, it should be ceased after some iterations based on two stopping criteria.
If it stops because it achieves GNS iterations, the NSS will be equal to GNS
but if it terminates because it didnot improve for the last SGNS iterations,
the NSS is not equal to GNS

Nt Number of tasks
PcP Crossover rate for GAP
PcS Crossover rate for GAS
PmP Mutation rate for GAP
PmS Mutation rate for GAS
PopP Population of processor arrays. Indeed, this is a pool of processor numbers.

Each element in this population contains an array which its length is equal
to the number of tasks

PopS Population of sequences. In fact, this is a pool of task sequences
PsP Population size for GAP. In fact, PsP is an integer that exhibits the number

of chromosomes in GAP
PsS Population size for GAS. In fact, PsS is an integer that exhibits the number

of chromosomes in GAS
SGNP Successive generation number for processor arrays (GAP). In fact it shows

the maximum successive number of generations that the GAP can continue
evolving without any improvement

SGNS Successive generation number for sequences (GAS). In fact it shows the max-
imum successive number of generations that the GAS can continue evolving
without any improvement

SIT Number of successive iterations the algorithm (BGA) can continue without
improvement
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