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Abstract
A closed-form analytical solution for transient solidification of multicomponent 
alloys is proposed by analytically solving the microscale solidification to feed the 
local conditions, such as surface energy, surface tension, nucleation radius, inter-
face temperature, and solute concentration, necessary to the evolution of macro-
scopic solidus, liquidus, and eutectic interfaces. Expressions for the critical radius, 
total free energy, and nucleation rate are derived for homogeneous and heterogene-
ous nucleation based on recent propositions for nucleation and surface energy. A 
general solution for interface evolution is proposed, encompassing local temperature 
and concentration conditions to provide the proper integration of the macroscopic 
temperature necessary for latent heat release in the solid–liquid phase.

Keywords Analytical solution · Phase growth · Phase nucleation · Moving boundary 
formulation · Multicomponent alloys

1 Introduction

Solidification plays a vital role in obtaining homogeneous materials and in control-
ling the structure of castings and ingots in some industrial processes such as con-
tinuous casting, surface remelting, casting and laser welding. Therefore, the study 
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of the solidification of metals has assumed considerable proportions in recent dec-
ades since essentially all metals undergo liquid–solid transformation at some stage. 
In many cases, peculiarities of grain structure, composition and phase distribution 
result from solidification and these seriously influence subsequent treatments and 
properties. In this sense, interest in solidification has gone beyond the field of mate-
rials and metallurgical engineering, advancing to other applied sciences, in which 
the knowledge of solidification theory aggregated to the fundamentals of electron-
ics, mechanics, chemistry, physics, applied mathematics, etc., has been used to solve 
concrete technological problems [1]. Thus, it is essential to understand the under-
lying mechanisms involved in solidification to control the composition and struc-
ture of the solidified metal. Nevertheless, it must be noted that in many cases com-
plete details of the physical mechanisms related to the formation of various types of 
micro- and macrostructures in the obtained solids are not yet known.

On the other hand, it has been reported that the phenomenon of heat conduction 
with phase change due to melting–freezing occurs in many areas of current practical 
interest; however, as the space domain where the heat conduction equation is to be 
solved changes with time, these are known as moving boundary or Stefan problems 
[2–4]. Consequently, the mathematical treatment of this problem is complicated 
since it leads to differential equations presenting nonlinear boundary conditions at 
the moving interface. Nevertheless, numerous mathematical approaches have been 
developed to provide an adequate theoretical background for modeling the solidifica-
tion of metals over the years. In this sense, many mathematical studies aimed to find 
exact solutions for simple geometries (slabs, cylinders and spheres) or simplified 
quasi-stationary assumptions that are not realistic in many situations. The analytical 
methods [1, 2, 5–18], proposed to investigate the solidification process, mainly con-
sider systems with plane geometry due to the greater simplicity of the mathematical 
treatment as a function of their geometric characteristics. Thus, they present consid-
erable limitations from the point of view of their practical application. It is worth 
remembering that exact analytical solutions for cylindrical and spherical geometries 
have not yet been obtained since these geometries present greater mathematical 
complexity arising from both the mathematical equations and the assumed boundary 
conditions. The accuracy of numerical solutions [19–42] is often extremely high; 
however, the use of such solutions requires either programming knowledge and/or 
special software since these methods demonstrate a certain complexity. They gen-
erally lead to a greater proximity of practical cases in industry allowing more real 
boundary conditions to be assumed for which it would not be possible to obtain ana-
lytical solutions. Finally, a number of experimental methods [43–62] have also been 
used to investigate solidification. Although the several variables and transient condi-
tions involved in the liquid–solid phase change make these methods very specific, 
they assume an important characteristic because in many cases they are employed to 
validate analytical and numerical methods.

The main purpose of the present study is to derive an analytical solution for the 
transient solidification of multicomponent alloys in a slab and deduce a general 
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form for moving solidus, liquidus, and eutectic interfaces according to the heat flux 
direction. To achieve this goal, a solution for transient solidification of multicom-
ponent alloys is proposed analytically for microscale solidification to furnish the 
local conditions necessary for the evolution and proper integration of heat at mac-
roscopic interfaces. New formulations are derived for homogeneous and heterogene-
ous nucleation based on recent propositions for nucleation and surface energy [17]. 
A solution for transformation interface evolution is proposed to provide the proper 
integration of macroscopic latent heat release during the fusion/solidification of 
multicomponent alloys. Liquidus and eutectic macroscopic interface equations were 
proposed, and a new derivation was carried out of a well-known analytical transient 
solution for the solidification of binary alloys [1]. Simulations were performed for 
different Cu contents and levels of superheat.

2  Mathematical Simplifying Hypotheses

The mathematical simplifying hypotheses assumed in this work can be found in the 
literature [1, 2]. The purpose of the solution to be obtained is to investigate the solid-
ification of a semi-infinite slab [3, 4]. Thus, the following assumptions are taken into 
account in this study:

a. The microscopic and macroscopic domains are three-dimensional;
b. The macroscopic domain consists of a solid mould and three metal subdomains: 

solid, solid and liquid, and liquid;
c. Solidification occurs in a temperature range between solidus and liquidus iso-

therms, where the latent heat is released;
d. The macroscopic solidification is unidirectional along the x-axis, and all limiting 

wall boundary conditions in both the y and z axes are assumed to be adiabatic;
e. The microscopic solidification is three-dimensional and the boundary conditions 

are periodic;
f. The investigated systems are isotropic;
g. The thermal contact resistance at the metal/mould interface is considered;
h. The convection in the melt is neglected;
i. The thermophysical properties are constant within each phase but different among 

phases.

2.1  Binary Alloy Solidification

Alloys solidify in a temperature range, i.e., an example is between the liquidus and 
solidus isotherms, in such a way that these boundary conditions can be seen in 
Fig. 1, demonstrating the temperature profile during unidirectional solidification of 
a volume element.
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where SS and SL are the positions of the solidus and liquidus interfaces, respectively, 
qL is the heat flux in the liquid phase, qSL is the heat flux in the solid–liquid mixture 
phase, qS is the heat flux in the solid phase, qi is the metal/mould heat flux, qm is 
the heat flux in the mould, T0 is the environmental temperature far from the mould 
external surface, Tim is the mould temperature at the metal/mould interface, Tis is 
the solid temperature at the metal/mould interface, TS is the temperature of the solid 
phase, TSL is the temperature of the solid–liquid (mushy zone) phase, TL is the tem-
perature of the liquid phase and, finally, TP is the pouring temperature.

Before diving into the problem of the solidification of an alloy, a physical 
formulation of the solidus and liquidus moving phase-change interfaces must 
be derived, as far as alloys solidify according to a solidification range, i.e., the 
latent heat ΔH from a primary �-phase will be released in the temperature range 
between the liquidus and solidus isotherms, which move at different speeds. Let 
us consider the heat balance according to Fig. 2.

Recently, Ferreira [17] derived an equation for nucleation based on the thermal 
field gradient normal to the forming nucleus surface area. This equation is a general 
form of the Gibbs–Thomson equation, and it is the so-called Gibbs–Thomson-Ferreira 
equation—GTF [63, 64], which considers the surface stress tensor, the surface energy, 
and the transformation entropy associated with the normal thermal gradient to a given 

Fig. 1  Temperature as a function of the distance of a volume element during the unidirectional solidifica-
tion of a binary alloy

Fig. 2  Temperature distribution as a function of distance in a volume element during unidirectional 
solidification of a binary alloy
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nucleating phase surface area. The application of the GTF equation to phase growth 
implies in the derivation of a general formulation to deal with the evolution of micro-
scopic transformation interfaces and its application to bridge microscopic to macro-
scopic phase-change interfaces during transient alloy solidification, which straighta-
way implies in a multiscale formulation. As an example of multiscale calculation, 
Karma et  al. coupled an atomistic model and Phase-Field for micro and mesoscale 
solidification simulation [65]. Multiscale formulations can be found in the literature 
applied to numerical and analytical solidification models [66, 67]. Let us assume a 
stable nucleus of radius r ≤ rEq for given temperature, volume, pressure and composi-
tion gradients, assuming the equilibrium radius rEq corresponding to the level of sur-
face energy associated only with creating a surface area A0 . The equation expressing 
the Gibbs–Thomson coefficient for any thermal field gradient for nucleation can be 
expressed as,

where Γ is the Gibbs–Thomson coefficient, r⃗ is the vector radius, ∇� is the 
 thermal field gradient normal to the surface area A

(
r⃗
)
 , which can be dependent on 

 temperature, volume, pressure and composition gradients, and n̂ is the unit normal 
vector. Gibbs–Thomson coefficient Γ

(
r⃗
)
 is defined by Ferreira [17] as the thermal 

field gradient ∇� normal to a surface area created in equilibrium A0 , and created and 
deformed A

(
r⃗
)
 in nonequilibrium.

2.2  Application of GTF to the Energy Balances of Liquidus and Solidus Isothermal 
Surfaces in a Microscopic Domain

To analyze the correct dimensional form for the proposed moving transforma-
tion interface formulation, first a heat balance for each transformation interface 
evolution must be derived, and the relationship between heat flux and latent 
heat release due to interface coalescence must be established by introducing 
both properties in Eq.  1. A simple relationship between thermal conductivity � [
W ⋅m−1

⋅ K
−1
]
 and molar specific heat capacity cvm 

[
J ⋅mol−1 ⋅ K−1

]
 at a given 

temperature T  , demands cvm∕� , where � is the phase molar volume 
[
m3

⋅mol−1
]
.

Now, considering the solid/liquid transformation, latent heat of solidification, 
by considering the heat flux of the moving liquidus isotherm at both sides, 
forr⃗ = �⃗SL , �⃗qSL = −�⃗kSL ⋅ ∇�|⃗r=⃗S−

L

 and, �⃗qL = −�⃗kL ⋅ ∇�|⃗r=⃗S+
L

 , the latent heat of the pri-

mary phase, ΔH at T = TL , and Gibbs–Thomson coefficient ΓL

(
�⃗SL

)
 , and a heat 

source qL similar to what is found in Crank [68],

(1)Γ
(
r⃗
)
= ∇� ⋅ �nA

(
r⃗
)

(2a)

⎧⎪⎨⎪⎩
𝛿

ΔH

𝜈L − 𝜈S
+ (1 − 𝛿)

hL

TL

ΓL

�
r⃗ = �⃗SL

�

𝜈L

⎫⎪⎬⎪⎭

dAL

dt
=
�
�⃗qL − �⃗qSL + �⃗q

�
TL,AL, t

��
⋅ �nLAL

�
r⃗
�
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where � is the piecewise Heaviside function, which depends on the heat flux signal, 

𝛿
(
q⃗
)
=

{
1 for q⃗ > 0

0 for q⃗ < 0

If no heat source is present, �⃗q = 0,

for r⃗ = �⃗SS , �⃗qS = −�⃗kS ⋅ ∇�|⃗r=⃗S−
S

 and �⃗qSL = −�⃗kSL ⋅ ∇�|⃗r=⃗S+
S

 , the latent heat of the pri-

mary phase, ΔH at T = TS , and the Gibbs–Thomson coefficient ΓS

(
�⃗SS

)
,

By considering no heat source �⃗q = 0 , it gives

By substituting the thermal gradients and the proper heat fluxes into Eqs. 1–5 
allows the determination of the time evolution of the liquidus, Eq. 6 and solidus 
fronts, Eq. 7. For the liquidus isotherm,

and, for the solidus isotherm,

The relationship between the Gibbs–Thomson coefficient, ΓL

(
�⃗SL
(
r⃗
))

, and the vector 
radius, r⃗ , is defined in terms of the surface energy, � , and the surface stress tensor, s�� , to 
consider surface area creation and deformation [17, 69–72], volume ∇V , pressure ∇� , 
species ∇Ci and temperature ∇T gradients. It is important to mention, that in the case of 
non-diffusional solid-state phase change, as the martensitic transformation, the term dAS

dt
 

(3)

⎧
⎪⎨⎪⎩
𝛿

ΔH

𝜈L − 𝜈S
+ (1 − 𝛿)

hL

TL

ΓL

�
r⃗ = �⃗SL

�

𝜈L

⎫
⎪⎬⎪⎭

dAL

dt
=
�
�⃗qL − �⃗qSL

�
⋅ �nLAL

�
r⃗
�

(4)

⎧⎪⎨⎪⎩
𝛿
hS

TS

ΓS

�
r⃗ = �⃗SS

�

𝜈S
+ (1 − 𝛿)

ΔH

𝜈L − 𝜈S

⎫
⎪⎬⎪⎭

dAS

dt
=
�
�⃗qSL − �⃗qS + �⃗q

�
TS,AS, t

��
⋅ �nS AS

�
r⃗
�

(5)

⎧⎪⎨⎪⎩
𝛿
hS

TS

ΓS

�
r⃗ = �⃗SS

�

𝜈S
+ (1 − 𝛿)

ΔH

𝜈L − 𝜈S

⎫⎪⎬⎪⎭

dAS

dt
=
�
�⃗qSL − �⃗qS

�
⋅ �nSAS

�
r⃗
�

(6)

⎧⎪⎨⎪⎩
𝛿

ΔH

𝜈L − 𝜈S
+ (1 − 𝛿)

hL

TL

ΓL

�
r⃗ = �⃗SL

�

𝜈L

⎫⎪⎬⎪⎭

dAL

dt
=

�
�⃗kSL ⋅ ∇��⃗r=⃗S−

L

− �⃗kL ⋅ ∇��⃗r=⃗S+
L

�
⋅ �nLAL

�
r⃗
�

(7)

⎧⎪⎨⎪⎩
𝛿
hS

TS

ΓS

�
r⃗ = �⃗SS

�

𝜈S
+ (1 − 𝛿)

ΔH

𝜈L − 𝜈S

⎫⎪⎬⎪⎭

dAS

dt
=

�
�⃗kS ⋅ ∇��⃗r=⃗S−

S

− �⃗kSL ⋅ ∇��⃗r=⃗S+
S

�
⋅ �nSAS

�
r⃗
�
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can be as higher as the Debye speed of sound in the solid [17]. Ferreira proposed a solu-
tion for the dependence of the surface energy of the vector radius r⃗(𝜃,𝜙) [17, 73],

where r⃗(𝜃,𝜙) is the radius vector of a variable radius sphere [73], rEq is the nuclea-
tion radius when the surface energy �0 is only due to surface area creation A0 , and s 
is the surface stress tensor, which is written for anisotropic materials [69–72] as

For isotropic materials, assuming isothermal volumetric work [71] and iso-
tropic surface stress tensor [70],

where � is the strain, �(�) is the surface energy due to surface area deformation A(�) 
and s is the isotropic surface stress tensor [69, 71].

The absence of a term to account for the decreasing crystal ordering by increas-
ing crystal defects as a function of the level of undercooling, can culminate, for a 
given thermal field gradient ∇� =

�T

�V
⋅ ∇V +

�T

��
⋅ ∇� +

∑n−1

i=1

�T

�Ci

⋅ ∇C
i
+ ∇T  , in a non-

crystalline (glassy) material. This dependence of latent heat and transformation 
entropy on undercooling is well-known and it is based on experimental observa-
tions. A suitable equation for the expression of the Gibbs–Thomson first term, 
Eq. 8, can be derived from homogeneous and heterogeneous nucleation consider-
ing the surface energy dependence on surface area creation and deformation [17, 
69–72], and both nucleation conditions will provide the same relationship for the 
critical radius. In the case of homogeneous and heterogeneous nucleation,

By deriving Eqs. 11 and 12 with respect to r at r = rC gives,

(8)
Γ
(
r⃗
)
=

𝛾
( |⃗r(𝜃,𝜙)|

rEq

)

ΔSV
=

𝛾0( |⃗r(𝜃,𝜙)|
rEq

)2 − s
(
r⃗
)

ΔSV

(9)s�� = ���� +
��

����

(10)sA0� = �(�)A(�) − �0A0

(11)ΔGHom = −
4

3
πr3ΔH

ΔT

TF
+ 4πr2�SL

(12)ΔGHet =
(
2 − 3cos� + cos3�

)(
−
1

3
πr3ΔH

ΔT

TF
+ πr2�SL

)

(13)
�ΔGHom

�r

||||r=rC
= −4πr2

C
ΔH

ΔT

TF
+ 8πrC�SL + 4πr2

C

��SL

�r

||||r=rC
= 0

(14)

�ΔGHet

�r

||||r=rC
=
(
2 − 3cos� + cos3�

)(
−πr2

C
ΔH

ΔT

TF
+ 2πrC�SL + πr2

C

�γSL
�r

||||r=rC

)
= 0
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The critical radii for nonequilibrium homogeneous and heterogeneous nucleation 
are the same and given by,

On the other hand, a more suitable form to express the Gibbs–Thomson coef-
ficient for nonequilibrium nucleation to be applied to Eqs. 1, and 7 can be deduced 
from Eq. 15 as follows

and, the latent heat release is defined as ΔH∗ = ΔH −
�γSL
�r

 . By comparing it to 
equilibrium nucleation, in which the surface energy �0 considers only the surface 
area creation A0,

The results of Eqs. 13 and 14 confirms that crystallinity is dependent on the degree 
of undercooling ΔT and on the variation in surface energy with respect to the nuclea-
tion radius �γSL

�r

|||r=rC , which defines the surface entropy, ΔSsurf =
1

ΔT

��SL

�r

|||r=rC . Once the 
surface energy is a function of temperature, concentration, volume and pressure gradi-
ents according to Eq. 1 [17], the condition for liquid–solid or solid–solid transformation 
for nonregular crystals, Eq. 16, considering an undercooled liquid can be expressed as

Similar to a superheated phase nucleation,

By expressing in terms of entropy, for an undercooled phase,

For a superheated phase nucleation,

For a regular monocrystal,

(15)

rC =
2�SL

ΔH
ΔT

TF

−
�γSL
�r

|||r=rC
=

2

ΔT

�SL(
ΔS −

1

ΔT

�γSL

�r

|||r=rC
) =

2

ΔT

�SL(
ΔS − ΔSsurf

) =
2

ΔT
Γ

(16)
Γ =

�SL
ΔH

TF

−
1

ΔT

�γSL
�r

|||r=rC
=

�SL

ΔS − ΔSSurf

(17)r
Eq

C
=

2�0

ΔH
ΔT

TF

=
2�0

ΔSVΔT
=

2

ΔT
ΓEq

(18)
ΔH

TF

<
1

ΔT

𝜕𝛾
SL

𝜕r

||||r=r
C

(19)
ΔH

TF

>
1

ΔT

𝜕𝛾
SL

𝜕r

||||r=r
C

(20)ΔS
V
< ΔS

surf

(21)ΔS
V
> ΔS

surf
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By combining Eqs. 1 and 16 gives

By substituting the critical radius from Eqs. 15 into 11 and Eq. 12, nonequilib-
rium critical free energy equations are obtained for homogeneous ΔGC,Hom , and het-
erogeneous ΔGC,Het  nucleation, given by,

and,

The nucleation rate for homogeneous and heterogeneous nucleation can be 
expressed as

and, for heterogeneous nucleation

Equation 8 can be rewritten in terms of Eq. 23 to incorporate the surface entropy 
ΔSSurf =

1

ΔT

𝜕γSL

𝜕r

|||⃗r=⃗rC by considering a solution for surface energy in terms of a vari-
able radius sphere,

(22)ΔSSurf =
1

ΔT

�γSL
�r

||||r=rC
= 0

(23)

Γ
(

r⃗
)

=
�SL

ΔS − 1
ΔT

�γSL
�⃗r

|

|

|r⃗=⃗rC

= ∇� ⋅ n̂A
(

r⃗
)

=

[

�T
�V

⋅ ∇V + �T
��

⋅ ∇� +
n−1
∑

i=1

�T
�Ci

⋅ ∇Ci + ∇T

]

⋅ n̂A
(

r⃗
)

(24)ΔGC,Hom =
16

3
π

�3
SL

(
ΔS −

3

ΔT

��SL

�r

)

ΔT2

(
ΔS −

1

ΔT

��SL

�r

)3

(25)ΔGC,Het =
16

3
π

�3
SL

(
ΔS −

3

ΔT

��SL

�r

)

ΔT2

(
ΔS −

1

ΔT

��SL

�r

)3

[
1

4

(
2 − 3cos� + cos3�

)]

(26)IHom =

�
DL

a2

��
4πr2

C

a2

�
CLexp

⎡⎢⎢⎢⎣
−
16

3
π

�3
SL

�
ΔS −

3

ΔT

��SL

�r

�

ΔT2

�
ΔS −

1

ΔT

��SL

�r

�2

kBT

⎤⎥⎥⎥⎦

(27)

IHet =
(

DL

a2

)

[

2πr2C(1 − cos�)
a2

]

Caexp

⎧

⎪

⎨

⎪

⎩

− 16
3
π

�3SL
(

ΔS − 3
ΔT

��SL
�r

)

ΔT2
(

ΔS − 1
ΔT

��SL
�r

)3
kBT

[ 1
4
(

2 − 3cos� + cos3�
)

]

⎫

⎪

⎬

⎪

⎭
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A stable nucleus shape is not assumed to be a regular sphere, because it is only a 
special case, ||r⃗|| = r0 [17], but its shape depends on the thermal field gradient pattern 
normal to its surface, a function of the azimuth � and zenith � angles, r⃗(𝜃,𝜙)  in x0,i , 
which is better defined in terms of a vector radius r⃗ that describes a variable radius 
sphere. Now, the shape of the nucleus can be engineered through the knowledge of 
the thermal field gradient ∇� =

�
�T

�V
⋅ ∇V +

�T

��
⋅ ∇� +

∑n−1

i=1

�T

�Ci

⋅ ∇Ci + ∇T
�
 , 

expressed as a function of volume ∇V , pressure ∇� , species ∇Ci and temperature ∇T  
gradients. A set of points in ℝ3 defines a sphere in Euclidean coordinates in 3-space, 
with a variable distance r(�,�) , as a function of any property p ∈ ℝ

3 , defined as a 
vector radius r⃗ from a set of fixed center points x0,i , r2(p) =

∑3

i=1

�
xi − x0,i

�2 . There 
are several algorithms applied to sphere decoding—SD. One situation can be posed 
as a known surface area, and a set of unknown vector radii must be found as described 
in Di et al. [73]. In the present formulation, the property p = ∇�.

(28)
Γ
(
r⃗
)
=

𝛾
( |⃗r(𝜃,𝜙)|

r
Eq

)

ΔS
V
−

1

ΔT

𝜕γSL

𝜕r

|||⃗r=⃗r
C

=

𝛾
0(|⃗r(𝜃,𝜙)|

rEq

)2
− s

(
r⃗
)

ΔS
V
−

1

ΔT

𝜕γSL

𝜕r

|||⃗r=⃗r
C

= ∇� ⋅ �nA
(
r⃗
)

=

[
𝜕T

𝜕V
⋅ ∇V +

𝜕T

𝜕�
⋅ ∇� +

n−1∑
i=1

𝜕T

𝜕C
i

⋅ ∇C
i
+ ∇T

]
⋅ �nA

(
r⃗
)

Fig. 3  Schematic representation of an alloy solidification range in the microscopic domain
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Figure 3 shows a schematic domain representation for nucleation and solidification 
evolution interfaces of an alloy in the microscopic domain r ∈ ℝ

3 , consisting of three 
distinct subdomains: a solid for 0 < r < SS , solid and liquid for SS ≤ r ≤ SL , and liquid 
for r > SL phases. For the microscopic domain, Eqs. 3, 4, 6, and 7 can be applied directly.

2.3  Application of Energy Balances of Liquidus and Solidus Isothermal Surfaces 
in the Macroscopic Domain inside a Slab for Unidirectional Solidification

In the present model proposition for the unidirectional transient solidification of 
multicomponent alloys, the microscopic and macroscopic domains are defined in 
ℝ

3 . Nevertheless, solidification occurs macroscopically only along the x coordi-
nate. The mathematical formulation of transient solidification of a binary alloy 
inside a slab, consisting of a cross-section A0 = Y0Z0 and height h = Xo along 
with x coordinates, is derived in terms of macroscopic phase subdomains for the 
temperature fields inside the solid TS(x, t) , solid and liquid TSL(x, t) , and liquid 
TL(x, t) phases.

The thermal gradients at each transformation interface are written in terms of 
the x coordinate for the liquidus and solidus (indeed eutectic) moving interfaces 
and are given in terms of the heat flow direction � as the follows:

and,

where A is surface area normal to the heat flux, which is independent of the mov-
ing surface position, and qL and qS are source terms. In the case of ΓL

(
r⃗
)
 and ΓS

(
r⃗
)
 

formulations, such as the Representative Elementary Volume [66] and the Volume 
Averaged Technique [67], it is necessary to capture the mean radius from the micro-
scopic domain.

2.4  Mathematical Model Physical Assumptions

As proposed by Garcia and Prates for solidification of metals in cooled moulds 
[6] and by Garcia, Clyne and Prates in massive moulds [7], a virtual system can 
be introduced in which heat flow is treated in two regimes, as shown in Fig. 4 for 
a binary alloy in a massive mould [11]. In the virtual system, the metal/mould 
heat transfer coefficient is represented by two parcels of pre-existing adjuncts of 

(29)

⎧
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⎪
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⎨

⎪
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+ ⃖⃗q
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material: a solid layer of metal  (S0), a layer of metal due to the solid and mushy 
zone  (L0), and, finally, an existing layer of mould  (E0).

In the virtual system, Eq.  1 is exactly applicable and heat flow in the metal 
and mould are connected by a hypothetical plane of invariant temperature Ti. The 
transposition of variables between real and virtual systems is given by the follow-
ing expressions:

Fig. 4  Temperature (T)-distance (x) profiles during solidification in the real, virtual and transformed vir-
tual systems
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By considering t0 as the solidification time of a virtual thickness S0 as found in [11], 
the time is assumed to be

where x and x′ represent the distances from the metal/mould interface, SS and S′

S
 are 

the solidus isotherm interface in real and virtual systems, SL and S′

L
 are the liquidus 

interface isotherm interface in real and virtual systems, and t/t′ are the time from 
zero point in the real and virtual systems, respectively, E0 is the thickness of mould 
pre-existing adjunct in the virtual system, S0 is the thickness of solid pre-existing 
adjunct in the virtual system, and L0  is the thickness of mushy and solid pre-existing 
adjuncts in the virtual system.

For alloy solidification [6, 7, 11], the temperature-distance system is given in Fig. 2. 
At  x = SL and t > 0 , the temperature of the moving boundary is T = TL after a time � , 
and the solidus isotherm moving boundary at x = SS is T = TS . The boundary condi-
tions are written in terms of the virtual system,

for t� = 0,

(31)x
�

= x + L0, forx > 0

(32)x
�

= x − E0, forx < 0

(33)S
�

S
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(34)S
�

L
= SL + L0

(35a)t
�
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(36)t
�
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for t′ > 0,

where A
�

L
= r2∫ 2�

�=0
∫

�

2

�=0
cos�sin�d�d� and A

�

S
= r2∫ 2�

�=0
∫

�

2

�=0
cos�sin�d�d� are 

normal to the surface area independent of the moving surface position. By consid-
ering the heat flux direction, A�

L
= �8�r + (1 − �)8(�r)2 , and dA�

L
= 8�rdr . In the 

case of A�

S
= (1 − �)8�r + �8(�r)2 and, dA�

S
= 8�rdr . kS is the solid phase, kSL is the 

mushy zone and kL is the liquid phase thermal conductivities. T0 is the initial tem-
perature of the liquid phase, and ΓS and ΓL are the Gibbs–Thomson at the eutectic 
and liquidus isotherms, respectively.

2.4.1  Solid Region

Applying the performed change of variables to the exact solution based on the error 
function, which represents the solidification of a semi-infinite slab, gives
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�

= S
�

S
, TSL = TSol

(46)x
�

= S
�

L
, TSL = TLiq

(47)x
�

= S
�

L
, TL = TLiq

(48)x
�

= +∞, TL = TP

(49)

⎧⎪⎨⎪⎩
(1 − 𝛿)

ΔH

𝜈L − 𝜈S
+ 𝛿

hS

TS

ΓS

�
r⃗ = �⃗SS

�

𝜈S

⎫⎪⎬⎪⎭

dA
�

S

dt
�
=

�
kSL ⋅

𝜕T

𝜕x�

����x� =S�+
S

− kS ⋅
𝜕T

𝜕x�

����x� =S�−
S

�
A

�

S

(50)
{

� ΔH
�L − �S

+ (1 − �)
hL
TL

ΓL
(

r = SL
)

�L

}

dA′

L

dt′
=

[

kL ⋅
�T
�x′

|

|

|

|x′ =S′+L
− kSL ⋅

�T
�x′

|

|

|

|x′ =S′−L

]

A′

L

(51)TS
�
x
�

, t
��

= AS + BSerf

�
x
�

2
√
ast

�

�



1 3

International Journal of Thermophysics (2023) 44:2 Page 15 of 42 2

Then, applying the boundary conditions of Eqs. 43 into 51, provides

and introducing the similarity variable �1,

Substituting the boundary conditions of Eqs. 44, 52 and the function argument 
Eqs. 53 into 51, the integration constant BS can be derived as

Substituting the obtained integration constants Eqs. 52, 54 and the error func-
tion argument Eqs.  53 into 51, an expression for the temperature profile in the 
solid phase is obtained as follows:

2.4.2  Liquid Region

The solution for Eq. 40 for the liquid phase, considering the transformed radial 
variable, can be expressed as

Then, applying the boundary conditions given by Eqs.  4) and Eq.  48 into 
Eq. 56, provides

and,

Then, AL and BL are provided as
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and,

and the similarity variable �2,

where n is the relation between the solid–liquid (mushy zone) and liquid phase heat 
diffusivities, given by

By solving the mean integral at the neighborhood of S�−
L

 for thermal conductiv-
ity kSL||S�−

L

 and density dSL||S�−
L

,

and,

Finally,

Then, the thermal diffusivity in the neighborhood of S�−
L

  can be expressed as

For comparison purposes with Garcia’s model [1],

Substituting the obtained integration constants, Eqs.  59–62 into Eq.  56 pro-
vides an expression for the liquid temperature profile,
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2.4.3  Mold Region

The solution of Eq. 37 for the mould region can be expressed as

Then, applying the boundary conditions of Eqs. 42 into 64, provides

By applying boundary conditions Eqs. 43 into 64, gives

where

and, introducing the geometric correlation Θ into the similarity variable Λ,

where n is the relationship between the heat diffusivities of the solid and liquid 
phases, given by

Substituting the boundary conditions of Eqs. 66, 67 and 58 into Eq. 64, provides 
an expression for the temperature profile in the mould:

2.4.4  Determination of the Equilibrium Temperature at the Metal/Mould Interface 
( T

i
)

The equilibrium temperature at the metal/mould interface can be derived by deter-
mining the heat balance at this interface,
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which provides

The derivatives of Eqs. 55 and 70, with respect to x′ give, respectively

and,

By substituting Eqs. 73 and 74 into Eq. 72

where M is defined as

and, Eq. 55 for the solid region

Substituting Ti from Eq. 75 into Eq. 70 mould temperature profile,

2.4.5  Solid + Liquid Region

The solution of Eq. (39) for the mushy region can be written as follows:

By applying the boundary conditions Eqs. 45 and 46,
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and,

A possible relationship between Eqs. 80 and 81 arguments can be made by rear-
ranging in terms of similarity variables �1 and �2 , and by combining them with 
Eq. 61

By solving the mean integral at the neighborhood of S�+
S

 for thermal conductivity 
kSL

||S�+
S

 and density dSL||S�+
S

,

and

Finally,

Then, the thermal diffusivity in the neighborhood of S�−
L

 can be expressed as

where

The present model equivalent to Garcia’s model demands cPSL defined as given by 
Eq. 62f.
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Now, integration constants ASL and BSL can be determined as follows:

and,

By combining Eq. 82 with Eqs. 53, 83 provides

The temperature profile for the mushy zone can be written by substituting 
Eqs. 84, 85 and Eqs. 86 into 79

2.4.6  Determination of Similarity Variables ( �1,�2)

Regarding the heat balance equation at the moving solid/liquid interface, Eqs. 49 and 
50, the derivatives with respect to x′ at the interface position S′

S
 and S′

L
 of Eqs. 63, 

77, and Eq. 87) for liquid, solid and solid–liquid phases, respectively, provide the 
following equations:
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and,
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The time derivatives of the expression for the similarity variables for �1 and �2 
and their derivatives with respect to with x′ for S′

L
 are

and,

and, for S′

S
 provides,

and,

Combined with Eq. 83,

By substituting Eqs. 88–95 into Eq. 49) and Eq. (50), expressions for �1 and �2 
are obtained:

and,
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occurs at the eutectic interface. For fusion, � = 1 , the eutectic is a nucleation and 
growth site and liquidus is a latent heat integration isotherm.

and,

The Gibbs–Thomson coefficient, surface energy, surface tension, and nuclea-
tion radius for the liquidus and solidus isotherm positions are calculated from the 
microscopic scale and will be discussed in detail in the coming sections.

2.4.7  Determination of the Virtual Pre‑existing Adjuncts to Mold ( S0, L0andE0)

In the real system, the Newtonian resistance at the metal/mould interface is rep-
resented by the heat transfer coefficient hi , which must be determined for each 
experiment. In the virtual system, a portion of the Newtonian thermal resistance 
is exchanged by an additional layer of solid, and it must be related to the heat 
transfer coefficient hi . As both systems are equivalent, the same thermal behavior 
is expected. The real and virtual systems can be related to each other at the begin-
ning of the solidification process. The heat fluxes at the mould for both systems 
must be the same. According to the real and virtual system, the following set of 
equations can be determined as a function of the total thermal resistance, i.e.,

where hS is the Newtonian heat transfer coefficient at the metal/mould interface. 
The temperature Ti can be eliminated from Eq. 100 by comparing the thermal resist-
ances, as shown in Fig. 2 as

(98)
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By applying x�

= S0 in S�

S
= S0 in Eq. 89 gives

By substituting Eqs.  101 and 102 into Eq.  100), the following relation is 
obtained:

The pre-existing adjunct L0 is related to S0 from the boundary conditions 
Eqs. 44 and 45 and Eq. 95,

For t� = t0 , and considering S�

S
= S0 and S�

L
= L0 and substituting into Eq. 104 pro-

vides the following relationship:

The energy balance, at the beginning of solidification ( t = 0 ) in the real coordinate 
system metal/mould interface, demands the following translation to the virtual system, 
t
�

= t0 and x�

= −E0 . In this case,

Considering x�

= −E0 in S�

S
= L0 the thermal gradient can be evaluated

By substituting Eq. 107 into Eq. 106, the following E0 correlation can be obtained:

Now, the heat transfer coefficient hM at the mould must be expressed in terms of the 
global heat transfer hg , and by applying Eq. 75 to eliminate Ti . In this case,
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and, by substituting Eq. 109 and the product N.M =
kS

kM
 in Eq. 108, E0 can be written 

as follows

and, by introducing Eqs. 105 into 110, the final equation for E0 is given by

2.4.8  Expressions for the Solidification Time ( t ) and Velocity of the Solidification 
Front ( v)

The solidification kinetics were handled previously by the relationship between 
the time in the virtual and in the real systems, by considering either that the kinet-
ics represented by the pre-existing virtual adjunct is not the same as that expected 
for the liquid and solid metal domains, as no latent heat release is expected from 
the virtual layer. No energy barrier implies faster kinetics for heat conduction in 
the virtual adjunct domain. The similarity variables �1 and �2 can be obtained 
employing interface equations Eqs. 49 and 50 by considering a parabolic relation-
ship between space and time, providing

and,

By rearranging Eqs. 112 and 113 for t′ gives

and,

(109)hM = hg

(
TLiq − T0

)
(
TSol − T0

)
[
M + erf

(
�1

)]
M

(110)E0 =
L0

N�1

����ln
2kS�1

�
TSol − T0

�
√
�
�
TLiq − T0

��
M + erf

�
�1

��
hgL0

(111)E0 =
S0

N

(112)�1 =
S

�

S

2
√
aSt

�

(113)�2 =
S

�

L

2
√
aLt

�

(114)t
�

=
S

�2

S

4aS�
2

1

(115)t
�

=
S

�2

L

4aL�
2

2



1 3

International Journal of Thermophysics (2023) 44:2 Page 25 of 42 2

By setting t = 0, implies SS = SL = 0 , according to Eqs. 33–36, which assumes

By applying  SS′ =  S0and t′ =  t0 into Eq. 114:

By substituting Eqs. 35, 36, 116 and 117, into Eqs. 114 and 115, the following 
relationships for the times of displacement of solidus  (tS) and liquidus  (tL) iso-
therms are obtained:

for solidus

and for liquidus

The time can be written as a function of S0 and L0 , so that

From Eqs. 110 and 111, S0 and L0 can be derived as

and,

By substituting Eqs. 122 and 123 into Eqs. 120 and 121
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and,

By rewriting the time of the solidus and liquidus isotherms in terms of �S , �S , �L and 
�L , the following expressions are obtained:

and,

The deduced solidus and liquidus isotherm velocities, the reciprocal derivative 
of tS and tL , give

and,

3  Application of GTF at Liquidus and Solidus Isothermal Surfaces 
in the Microscopic Domain

The macroscopic energy balance of moving solidus and liquidus macroscopic 
interfaces demands the values of Gibbs–Thomson at liquidus, ΓL(r) Eq.  98 and 
solidus ΓS(r) , Eq.  99, the sides of the microscopic moving interface are known 
beforehand to calculate similarity roots �1 and �2 . By applying Eq. 1 into Eqs. 6 
and 7 and by assuming spherical or any suitable shape (for ice, a hexagonal 
prism or cylindric can be assumed depending on concentration, temperature, vol-
ume and pressure gradients) for the surface area of the nucleus A

(
r⃗
)
 , as can be 

observed in Eqs. 1 and Eq. 23, which depends on temperature, volume, pressure 
and concentration gradients, isotherm velocity and cooling rate,

In the absence of mechanical or electromagnetic vibration or agitation, the 
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�r
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 can be neglected, which provides
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The temperature and concentration gradients will be applied for the determi-
nation of surface energy, surface stress, nucleation radius and Gibbs–Thomson 
coefficients, which are necessary to determine the evolution of the macroscopic 
solidus and liquidus interfaces. Neglecting the pressure and volume gradients, 
considering a spherical nucleus of radius of r , and assuming A(r) = 4πr2 , provides 
the following expression for the nucleation radius at the liquidus temperature:

For the solidus side of the microscopic transformation moving interface,

Recently, Jahkar et  al. [74] derived a similarity solution for solidification of 
undercooled binary alloys, including shrinkage-induced flow, in which the thermo-
physical properties are assumed to be constants within a phase but discontinuous 
between the solid and liquid phases, and temperature and concentration fields are 
coupled through the Lewis number. The solution derived by the authors encom-
passed only the solution for the liquid phase gradient, but in the present case, solid 
and liquid phase gradients are necessary. Problems arise concerning the stability of 
analytical solutions when concentration and temperature fields are coupled, accord-
ing to Voller [13] and Swaminathan and Voller [66], and the only critical change of 
variable is given by Eq. 133
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For the solid phase, 0 < x
′

< S
′(
t
′)

For the liquid phase, s�
(
t
�)

< x
�

< +∞

and the interface temperatures T∗
Li

 and T∗
Si

 , and concentrations C∗
Li

 and C∗
Si,j

 can be 
derived as

By deriving Eqs. 139–142 with respect to x′ at the interface x�

= S
�,
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To derive the interface temperature, T∗
Si

 the liquidus interface temperature is 
defined as a function of the temperature-concentration slope for each solute j , 
mS,j =

�T̃∗
S

�C∗
o,j

 , as follows:

since

The interface temperature T∗
Si

 can be written as

and C∗
L,i

The equilibrium equation is expressed as a function of liquidus and solidus 
temperatures,

Then, Eq. 152 permits the similarity root � to be calculated.
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The temperature and concentration gradients of a semi-infinite slab will be 
applied to provide the nucleation radius at the liquidus and solidus sides of the 
microscopic moving transformation interface, Eqs.  144–147, by substituting them 
into Eqs. 132 and 133 at any position S�

= S + S0 , and S0 =
�

2�
 based on the solidus 

and liquidus sides at the moving microscopic interface.

The surface stress tensor s , considering an isotropic mean, can be determined by 
the Gurtin and Murdoch [70] approach for spheres,

and,

where the �0 is the surface tension and � , �0 , � and �0 are the Lamé moduli. Equa-
tions 157 and 158 will be used for local integration to provide an analytical solution 
for the surface stress tensor s at the nucleating surface A(r).
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4  Results and Discussion

The analytical model derived to calculate local temperature/concentration gradients 
is a closed-form solution, and it is used to reckon analytically by Eqs. 154–157 the 
critical radius, surface energy, surface tension, surface stress, local Gibbs–Thomson, 
critical nucleation energy, and rate. Based on numerical simulations, both the mac-
roscopic present proposition and Garcia’s model are dependent on the Biot and Fou-
rier numbers, where only the Biot number was considered in the pre-existing virtual 
adjunct hg = f

(
S0, L0

)
= f (Biot,Fo,Biot2Fo) . There is a relationship with the virtual 

adjunct for which the macroscopic solidification model is a closed-form solution.
The results and discussion section will be divided into microscopic and macro-

scopic solidification, since the temperature and species gradients must be provided 
for liquidus and solidus macroscopic interfaces, as both are dependent on the local 
nucleation conditions associated with the temperature, solute, volume, and pressure 
gradients captured by the Gibbs–Thomson coefficients, which are calculated at the 
microscopic transformation moving interface from the liquid and solid phase sides.

In Fig.  5 the temperature gradients are calculated at the solidus and liquidus 
sides of the microscopic interface for the very first solidified layer plotted against 
the global heat transfer coefficient hg . As can be observed, according to Eq. 142 for 
higher values of hg , the temperature gradient of the solid will increase faster than 
that of the liquid and the interface velocity will be controlled by the solid phase 
gradient.

In Fig. 6 the solute concentration is plotted against interface position S = 4 mm, 
considering the global heat transfer coefficient varying from 1 W ⋅m−2

⋅ K−1 to 
200W ⋅m−2

⋅ K−1 . Assuming Lewis number for the solid, LeS = 10
3 , and for the 

liquid, LeL = 10
2 , a similar test was performed in Jakhar et  al. [74]. As can be 

observed, for lower hg the composition remains unchanged in the liquid region. For 

Fig. 5  Temperature gradients for positions close to the liquidus and solidus side of microscopic moving 
interface for the first solid layer
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higher hg a continuous decrease in the concentration profile causes a decrease in the 
diffusion layer in the liquid, reaching the nominal alloy concentration closer to the 
interface.

Recently, Ferreira and Moreira [64] presented the transformation interfaces 
occurring during the solidification of Al-Xwt%Cu alloys for the composition range 
of Cu varying from pure Al to 33wt%Cu. The addition of Cu causes the single solid-
ification interface to split into two, a liquidus and a solidus, until the solid phase 
Al-rich �Al reaches its solubility limit at CS ∼ 5.65 wt% Cu, where a eutectic reaction 

Fig. 6  Concentration profiles as a function of microscopic phase-change interface position

Fig. 7  Nucleation radius at positions close to the liquidus and solidus side of microscopic moving inter-
face for the first solidified layer
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takes place. The eutectic solid interface remains until the liquidus isotherm reaches 
the eutectic concentration CL = CEut , where a single eutectic interface governs the 
final instants of solidification. Considering only the liquidus and solidus isotherms, 
here for example, Fig. 7 shows the nucleation critical radius determined at both sides 
of the microscopic moving transformation interface, as the Gibbs–Thomson coef-
ficient Γ at both the macroscopic liquidus and solidus fronts needs to be calculated 
to determine the similarity roots �1 and �2 by Eqs. 29 and 30. For the first solidified 
layer, considering the Al-4.5wt%Cu alloy as a function of the global heat transfer 

Fig. 8  Absolute surface tension at positions close to the liquidus and solidus side of the microscopic 
moving interface versus global heat transfer coefficient

Fig. 9  Surface energy at positions close to the liquidus and solidus side of the microscopic moving inter-
face versus global heat transfer coefficient
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coefficient hg , the nucleation critical radius will decrease at the solidus and liquidus 
fronts compared with the equilibrium critical nucleation radius. At positions close to 
the solidus isotherm the lowest values of critical radius are found due to the higher 
thermal gradients.

Figures 8 and 9 present the surface tension and surface energy, respectively, for 
the first solidified layer of the Al-4.5wt%Cu alloy as a function of the global heat 
transfer coefficient, hG . At both sides of the microscopic transformation interface, at 
liquidus and solidus temperatures, both surface tension and surface energy increase 

Fig. 10  Gibbs–Thomson coefficient close to the liquidus and solidus side of the microscopic moving 
interface as a function of the global heat transfer coefficient

Fig. 11  Interface formulation for pure solvent and for liquidus and solidus interface versus solute content
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Fig. 12  Comparison between analytical models for Al-4.5wt%Cu, (a) Solidification times, (b) Isotherms 
velocities, and (c) liquidus cooling rates
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Fig. 13  Comparison between analytical models for Al-8.1wt%Cu, (a) Solidification times, (b) Isotherms 
velocities, and (c) liquidus cooling rates
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Fig. 14  Comparison between analytical models considering Al-6.2wt%Cu alloys subjected to different levels of 
melt superheat, for (a) Solidification times, (b) Isotherms velocities, and (c) liquidus cooling rates
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with the increase in hG . In the case of the liquidus isotherm, for hg > 2000Wm−2K−1 
both surface tension and surface energy are higher than those of equilibrium. The 
same behavior occurred for the critical radius. The surface energy is more sensitive 
to the kinetics than the surface tension. That is why Ferreira et al. [75] have noticed 
that the surface energy reaches similar values when the kinetics are considered (120 
to 1540 K.min−1 ) due to the surface area deformation [17].

Figure 10 shows the Gibbs–Thomson coefficients calculated at both sides of the 
microscopic moving transformation interface relative to the liquidus ΓL and solidus 
ΓS isotherms for the first solidified layer as a function of the global heat transfer 
coefficient. These coefficients are related to the nucleation resistance of liquidus 
hL

TL

ΓL (⃗r)
𝜈L

 and eutectic − hS

TS

ΓS (⃗r)
𝜈S

 on the moving interfaces depending on the heat flow 
direction under nucleation, which is related to the heat flux direction of the integra-
tion of latent heat, i.e., fusion or solidification as shown in Fig. 11.

The evaluation of the proposed multiscale model assumes that the Lamé moduli 
are the same for Cu compositions varying in the range from 4.5 wt% to 8.1 wt%. 
A microscopic multicomponent model was derived to calculate the liquidus and 
solidus thermal gradients necessary to compute the surface energy, surface tension, 
Gibbs–Thomson coefficient, local nucleation critical radius, energy and nucleation 
rate as a function of thermal gradients. The multiscale model is validated against the 
model proposed by Garcia [1] for the transient solidification of binary alloys. The 
macroscopic model developed is a multicomponent model, as it is coupled to the 
multicomponent microsegregation model. In the case of the proposed macroscopic 
model, velocities were considered from both interfaces, i.e., the proposed eutectic 
and liquidus. The alloy compositions chosen are Al-4.5 wt% Cu, Al-6.2 wt% Cu, 
and Al-8.1 wt% Cu, in Figs. 12, 13, and 14, respectively. In Fig. 12 good agreement 
is found for the liquidus position, velocity and cooling rate. In the case of eutectic 
times and velocities, a similar trend can be noticed for higher positions. In Fig. 13 
a similar behavior can be observed. However, for low superheats, the agreement is 
improved. In the case of Fig. 14, again, excellent agreement can be noticed for the 
liquidus isotherm times, velocities and cooling rates for both low and high super-
heats. Considering the eutectic isotherm for the highest superheat ΔT = 113K , the 
proposed model occurred for higher times when compared with Garcia’s model 
[1]. On the other hand, for the isotherm growth rates, both models have a similar 
behavior.

5  Conclusions

In this paper, a multi-scalar analytical solution was proposed for the unsteady solidi-
fication of multicomponent alloys by solving the microscopic local temperature 
field and compositional fields and coupling the nucleation with local kinetics based 
on the Gibbs–Thomson-Ferreira-GTF equation [64], which was recently proposed 
[17]. Surface energy based on area creation and deformation formulation was solved 
for homogeneous and heterogeneous nucleation, critical radius, critical nucleation 
energy, and nucleation rate.
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The derived model can predict the decrease in crystal regularity and the crystal-
line-glassy transition by considering the volumetric and surface entropy relationship 
in the present formulation of nucleation. An analytical solution for nucleation was 
proposed by considering the surface stress tensor, solidification shrinkage, and tem-
perature and concentration coupled fields assuming that the analytical solution of a 
slab can be applied for the one-dimensional solidification/fusion problem, depend-
ing on � . The microscopic and macroscopic models were applied to Al-Cu alloys, 
and the macroscopic model was plotted against a well-known analytical solution for 
transient solidification of binary alloys. A macroscopic multicomponent solidifica-
tion model was derived and found to provide a similar solution to a well-known ana-
lytical model [1]. Numerical analysis has shown that the present macroscopic model 
provides an exact solution, and a set of dependencies of S0 and L0 virtual adjuncts on 
Fourier and Biot numbers need to be determined. The results of the model with the 
addition of interfaces were very similar to those calculated without the equations for 
the interfaces, which reiterates the robustness of the model previously deduced [1] 
and, at the same time, confirms the validity of the interface formulation.
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