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Abstract
We report on a laser-based square pulse thermoreflectance (SPTR) technique for the 
measurement of thermal properties for a wide range of materials. SPTR adopts the 
pump-probe thermoreflectance principle to monitor the evolution of local tempera-
ture after square pulse excitation. The technique features a compact setup, high spa-
tial resolution, and fast data collection. By comparing the acquired SPTR signals 
with a continuum heat transfer model, material thermal properties can be obtained. 
Taking advantage of various spot sizes and modulation frequencies, SPTR can 
measure both the thermal diffusivity and thermal conductivity of poorly to mod-
erately conductive materials and the thermal conductivity of conductive materials 
with satisfactory accuracy, with potential to be applied to more conductive mate-
rials. The technique was validated on three materials: fused silica, single crys-
tal CaF2 and single crystal nickel (with conductivities ranging from 1 W·m−1·K−1 
to 100 W·m−1·K−1) with typical measurement errors of 5 % to 20 %. The leading 
sources of error have been identified by Monte Carlo simulations, and the primary 
limitations of SPTR are discussed. The compact, fiberized platform we describe 
here will allow instruments based on this methodology to be deployed in complex, 
multi-analytical environments for the type of high-throughput correlative analyses 
that are key to materials design and discovery.
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1  Introduction

Understanding the thermal properties of materials is of great importance for 
emerging energy technologies ranging from thermoelectrics to advanced batter-
ies, fuel cells, and nuclear materials  [1–5]. In these applications, temperature 
control is key functionality for prolonging the service life of essential compo-
nents. The thermal properties of these energy materials can change significantly 
depending on composition, structure/microstructure, and aging/usage time 
[6–10]. It is imperative to understand how heat is transported under various con-
ditions to develop new materials that can meet the increasing demands imposed 
by these technologies, ranging from advanced thermoelectric to microelectronic 
materials. Currently, several research programs are underway to accelerate new 
material discovery through the synergistic integration of experiment and the-
ory [11, 12]. These endeavors call for large matrices of thermal testing, which 
requires new techniques that can characterize a material’s thermal properties in a 
nondestructive, high-resolution, and high-throughput fashion, allowing relation-
ships between composition, microstructure, and properties to be established in a 
short time.

Traditional steady-state methods and laser flash analysis are the two most com-
monly used techniques to evaluate thermal properties [13]. Although these con-
ventional techniques have been proven successful on many materials, they require 
predefined sample geometry, access to the backside of samples, and exhibit 
limited spatial resolution and are relatively slow due to serial-type data acqui-
sition. Laser-based pump-probe thermoreflectance techniques have been dem-
onstrated as powerful tools for the evaluation of thermal properties for a wide 
range of materials [14–18]. Thermoreflectance techniques rely on the effect that 
the optical reflectance is directly proportional to the surface temperature under 
small temperature changes. In these techniques, a material is heated by an inten-
sity modulated laser (i.e., pump laser), and the temperature-induced reflectivity 
change at the sample surface is recorded using a second laser (i.e., probe laser). 
The excitation and detection are conducted on the same side of the material, and 
there are few restrictions on sample size or shape. By fitting the experimental 
data of the amplitude and phase profiles of the probe beam to a continuum heat 
transfer model, thermal transport properties, i.e., thermal conductivity, thermal 
diffusivity, and interfacial thermal resistance, can be extracted.

Combining thermoreflectance techniques with other characterization methods 
offers a promising solution for the high-throughput screening of new materials. In 
addition to chemical and microstructural properties from popular methods, such 
as Raman spectroscopy and electron microscopy, thermoreflectance techniques 
provide complementary information on thermophysical properties especially 
important for energy applications. The configuration of collinear source and 
receiver and small laser spot sizes allow for micrometer-resolution spatial map-
ping of thermal properties without the need to access the back side of samples [6, 
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19, 20]. Rapid screening combined with chemical and microstructural analysis 
will provide materials scientists with a powerful tool for developing new mate-
rials. Moreover, the interrogation volumes of these microstructure and thermo-
physical techniques are comparable, enabling a direct correlation between meas-
urement results. The integrated technique described here would accelerate new 
material discovery by providing straightforward connections between material 
microstructure, chemical, and thermophysical properties through short, nonde-
structive analysis.

Various techniques based on the thermoreflectance principle have been devel-
oped to study thermal properties of bulk materials and thin films. Using ultrafast 
lasers, the time domain thermoreflectance (TDTR) technique is able to track thermal 
transport across nanostructures and in multiple directions [14, 21–25]. In frequency 
domain thermoreflectance (FDTR), both continuous wave (CW) and ultrafast pulsed 
lasers can be utilized to measure the phase lag of a thermal wave relative to the 
modulation wave to extract thermal properties [26–28]. In spatial domain thermore-
flectance (SDTR), the relative position of pump and probe beams are swept to study 
heat dissipation in isotropic and anisotropic materials [29–32]. A steady-state ther-
moreflectance (SSTR) method has also been developed to measure thermal proper-
ties by monitoring the temperature rise under different excitation powers and spot 
sizes [33].

Recently, a square pulse thermoreflectance (SPTR) technique was proposed to 
study local heat transport in uranium-nitride/silicide nuclear fuels [19]. This tech-
nique utilizes a train of square wave pump pulses to periodically heat a sample sur-
face and a second probe beam to record the optical reflectance that is proportional 
to the temperature change as a function of time. SPTR possesses the advantages of 
thermoreflectance techniques, such as high spatial resolution (orders of µm) and 
short measurement times (order of minutes). Although the time resolution of SPTR 
is several orders of magnitude lower than TDTR, limiting its applications in certain 
studies such as monitoring the thermal diffusion in the window of nanoseconds [34], 
SPTR system is more cost effective and compact, allowing for possible integration 
with other instruments to provide a multifaceted tool for material characterization 
and screening [35–37]. Compared to FDTR that collects and analyzes the phase pro-
file of the thermal wave using a lock-in amplifier, SPTR collects the amplitude pro-
file using an oscilloscope, of which the temperature response due to external excita-
tion can be visually observed. These advantages make SPTR an ideal entry point for 
researchers and engineering students to measure and understand thermal transport 
phenomena. With the capability demonstrated and validated in [19], some knowl-
edge gap remains when applying SPTR to measure thermal properties, regarding 
the impacts of sample thermal properties, interfacial resistance, and experimental 
parameters, such as laser spot size, transducer film thickness, and modulation fre-
quency, on the measurement results.

In this work, the SPTR technique is further developed and we discuss in detail 
how to most effectively utilize SPTR to measure material thermal properties. The 
paper is organized in the following manner: First, the details of experimental imple-
mentation and the theory of measurement are described. Next, we investigate the 
appropriate experimental settings to extract thermal properties based on sensitivity 
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analysis. Particularly the similar sensitivities to the sample’s thermal properties and 
interfacial thermal resistance on conductive materials bring challenges to determin-
ing each property separately. Measurement results on fused silica (f-SiO2), calcium 
fluoride (CaF2), and nickel (Ni) are presented and compared with literature values 
to demonstrate the method’s accuracy and reliability. Finally, sources of errors and 
limitations of the technique are discussed.

2 � Experimental Setup and Theory

2.1 � Experimental Setup

The experimental setup of SPTR has been introduced before and is briefly described 
here (Fig. 1) [19, 29]. The pump and probe beams are derived from optical fibers 
coupled to two CW diode lasers (Coherent Obis) with wavelengths at 660 nm and 
532 nm, respectively. In a typical thermoreflectance experiment, a thin film of metal 
(e.g., Au, Al) is deposited on the sample surface to provide extra boundary con-
ditions and act as a transducer to ensure a large thermoreflectance coefficient and 
high optical absorption. Gold was chosen in this work for its large thermoreflectance 
coefficient at 532 nm [38].

Both laser beams are coupled to optical fibers and subsequently launched, 
directed to, and focused on the sample surface by dichroic mirrors and a microscope 
objective lens. The power of laser beams reaching the sample surface is typically on 
the order of 1 mW and is adjusted to avoid a large DC temperature rise. The sample 
is placed on a high precision vertical stage. The polarization-controlled probe beam 

Fig. 1   Design diagram of the experimental setup for SPTR measurement (DM dichroic mirror, QWP 
quarter waveplate, PBS polarizing beam splitter)
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reflected from the sample surface is directed to a photodiode (Thorlabs PDA36A2 
with the amplification setting of 20 dB, corresponding bandwidth 1 MHz) through a 
polarizing beam splitter and the resulting signal is captured by a high-speed digital 
oscilloscope (Agilent DSO6014A, bandwidth 100 MHz).

The pump beam amplitude is digitally modulated to have a 50 % duty cycle 
square wave. Two objective lenses with magnifications of 50× and 20× are used in 
this work. By varying the laser spot size in the measurements, it is possible to meas-
ure additional thermal properties besides thermal diffusivity, as will be discussed 
later. The 1/e2 spot radii were measured to be 1.37 μm and 3.17 μm for both pump 
and probe beams under the 50× and 20× objectives, respectively. The measured sig-
nal is averaged over 8000 cycles by the oscilloscope to improve the recorded signal 
to noise ratio and to keep the time of measurement for one point to less than one 
minute.

2.2 � Theory

After the surface temperature signal is recorded by the oscilloscope, the amplitude 
profile is compared to a continuum heat transfer model to generate the best-fitting 
thermal properties using least squares regression. The model describes the surface 
temperature of a multilayer structure under a square wave thermal excitation. First, 
we decompose square wave x(t) to the sum of an infinite number of odd harmonic 
waves [19]

where t is time and � is the fundamental harmonic frequency. For each harmonic 
excitation, the surface temperature response of a two-layer system in the frequency 
domain has been derived previously and is given by [22, 39]

where

The definition of the parameters in the above equations are listed in Table 1. The 
subscript represents either substrate (s) or transducer (f).

The resulting temperature response in the time domain under a square wave exci-
tation is obtained by taking the inverse Fourier transform of H(�) and summing the 
harmonics [19]

(1)x(t) =
∑∞

n=−∞

exp(i�t(2n − 1))

2n − 1
,

(2)H(�) =
Q

2�∫
∞

0

dpW(�, p)exp

(

−p2
(

r0
2 + r1

2
)

8

)

p,

(3)W(�, p) =

�s

�f
m + �sRth + 1

�s + �f �sRthm + �f m
.

(4)T(t) =
∑N

n=−N
H(�(2n − 1))

exp(i�t(2n − 1))

2n − 1
sinc

(

n

2N

)

.



	 International Journal of Thermophysics (2022) 43:53

1 3

53  Page 6 of 24

We find that it is sufficient to take integration limit as N = 100 as the amplitudes 
of higher harmonics are negligible. The last term in Eq. 4 is the Lanczos sigma fac-
tor to remove the undesired Gibbs phenomenon (i.e., ringing effect) often observed 
in signal processing.

When the modulation frequency is close to the bandwidth of the photodetec-
tor, high-order harmonics will be filtered out, resulting in the distortion of both the 
pump and probe signal. To account for this, we need to modify the model to ana-
lyze the data of imperfect high frequency square pulses by introducing corrections 
to Eq. 4:

where P and � are the amplitude and phase of the correction function, respectively. 
These parameters depend on the specifics of experimental instruments and fre-
quency. The derivation of these parameters and the impact will be given in the last 
section and the appendix.

The samples in this work include f-SiO2, CaF2, and Ni. F-SiO2 has a relatively 
small thermal conductivity (1.38  W·m−1·K−1, 0.83 mm2·s−1) and represents the 
lower bound in this study; CaF2 has moderate thermal properties (9.71 W·m−1·K−1, 
3.58 mm2·s−1); and Ni represents energy materials with relatively high thermal con-
ductivity (90.7 W·m−1·K−1, 23.0 mm2·s−1).

The thermal conductivity of gold films has been found to be very sensitive to 
the film thickness [40, 41]. To accurately measure this value, BK7 standards were 
deposited with gold in tandem with the samples of interest. The conductivities of 
these Au films on BK7, which were co-deposited with the samples, were measured 
separately using SDTR.

An example SPTR signal is simulated using the model described in Eq. 4 and 
presented in Fig. 2a. The model parameters are provided in the caption [42]. The 

(5)T �(t) =
∑N

n=−N
H(�(2n − 1))

exp(i�t(2n − 1))

2n − 1
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(

n

2N

)

Pexp(i�),

Table 1   Definition of 
parameters in the model

Parameter Definition

r
0
 and r

1
1/e2 radius of pump and probe beams

p Spatial Fourier transform coordinate
Q Absorbed laser power
k Thermal conductivity
C Volumetric heat capacity
D Thermal diffusivity 

(

D =
k

C

)

q Thermal wave vector q =

√

p2 +
i�

D

� � = qk

df Film thickness
Rth Interfacial thermal resistance 

between the substrate and trans-
ducer film

m m = tanh(qf df )
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square pulse response is normalized by the maximum amplitude and the length of 
one cycle. It is noted here that, depending on the length of period or modulation 
frequency, the surface temperature may or may not reach a steady state at the mid-
dle of the cycle. Whether the signal reaches steady state does not impact the results, 
as the largest sensitivity to thermal properties is provided by the rising/falling sec-
tions that promptly follow the incidence/removal of pump pulse as demonstrated 
later. As soon as the pump laser is turned off, the temperature drops quickly and 
then slowly returns to minimum level at the end of the period. The rising and fall-
ing curves should be identical based on the model. Over the square pulse cycle, the 
same amount of energy can be imparted to or removed from the system, both of 
which have the same mathematical expressions except for the sign of Q in Eq. 2.

The shape of the response signal is extremely sensitive to a material’s thermal 
properties. For CaF2, the observed temperature change is much faster than that of 
f-SiO2. This indicates that heat is transported faster in CaF2 compared to f-SiO2. 
Following this logic, one possible application for the SPTR technique is to provide 
an instant comparison of materials’ thermal properties by comparing the rising of 
amplitude in the time domain (assuming measurements are performed with identical 
experimental conditions).

3 � Sensitivity Analysis

As the model indicates, the temperature response is determined by several param-
eters (i.e., thermal properties of the transducer film and substrate, modulation fre-
quency, and laser spot). These properties impact the result in a complex manner; 
thus it is important to investigate each parameter separately to determine optimal 

Fig. 2   (a) Theoretical SPTR response on CaF2 and f-SiO2 coated with a 36 nm gold transducer film at 
the modulation frequency of 10 kHz. For these calculations, the interfacial thermal resistance is set to 
1 × 10–8 m2·K·W−1, the film conductivity to 128 W·m−1·K−1, and spot size is 1.37 μm. (b) The function 
W(�, p) simulated on 41 nm gold coated on Ni using a 10 kHz modulation frequency and 50 × objective. 
p is the Fourier transform factor of radial coordinate. The dash lines correspond to 25 % changes to Rth , 
ks, and Ds
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experimental settings and the range of thermal properties that can be evaluated 
accurately.

For materials with low or moderate thermal conductivities, numerical calculation 
indicates that Eq. 3 can be simplified to the following form

For a thermally thin transducer film with a thickness much smaller than the ther-
mal diffusion length, 

√

2Ds∕� , the parameter m approaches zero such that terms 
containing m can be omitted. In this limit, WL(�, p) is thus solely determined by 
substrate thermal properties.

For materials with high thermal conductivity (close to or above 100 W·m−1·K−1), 
the simplifications taken to derive Eq. 6 no longer hold and Eq. 3 can be alterna-
tively transformed to the following form

For thermally thin films, the terms containing m can also be safely ignored to 
obtain

In this limit the film doesn’t impact the resulting time-dependent profile. How-
ever, the interfacial resistance cannot be ignored and must be considered when 
extracting material thermal properties. When the modulation frequency increases, 
the thermal diffusion length will decrease and approach the transducer film thickness 
such that W(�, p) will be more coupled to both the film and interfacial properties.

To understand the impact of spot size on the SPTR signal, we plot the simulated 
function W(�, p) for 41 nm gold coated Ni under 10 kHz modulation frequency in 
Fig.  2b. In addition, the same function with 25 % variations to Rth , ks , or Ds are 
also presented in the same figure. From Fig. 2b, the impact of Ds is confined to the 
region where the spatial Fourier parameter p is less than 1 × 105, whereas Rth and ks 
impact the response W(�, p) over a very broad range of p. According to Eq. 2, the 
frequency response H(�, p) is obtained by convolving W(�, p) with Fourier trans-
formed Gaussian spot profile. A large laser spot will reduce the weighting of large p 
in the integration of Eq. 2, diminishing the impact of film and interfacial resistance 
while improving the sensitivity to Ds . As a result, it is possible to take advantage of 
different spot sizes and determine multiple thermal properties of a given, fixed lay-
ered structure [16, 33, 39].

To explicitly describe the impact of each parameter � , we define a sensitivity 
function as [29]

(6)WL(�, p) ≈
1

�s
×

1

1 + m
(

�f Rth +
�f

�s

) .

(7)WH(�, p) ≈
1 + �sRth

�s + �s�f Rthm
.

(8)WH(�, p) ≈ Rth +
1

�s
.
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The function S�(t) for 36 nm gold coated f-SiO2, 82 nm gold coated CaF2, and 
41 nm gold coated Ni are presented in Fig. 3, where � includes thermal diffusivity, 
D, and conductivity, k, for both film and substrate, as well as laser spot radius and 
interfacial thermal resistance Rth between the transducer film and substrate. These 
film thicknesses are chosen to ensure large sensitivity to substrate thermal proper-
ties based on Fig. 4 and related discussions in the following analysis. The interfa-
cial thermal resistance is set to 1 × 10–8 m2·K·W−1, typical in the range of previous 
measurements [43]. The thermal conductivities of transducer films on f-SiO2, CaF2, 
and Ni are 128 W·m−1·K−1, 133.6 W·m−1·K−1, and 130.9 W·m−1·K−1, respectively, 
based on SDTR measurements. Only half a cycle is presented since the second half 
carries the same information based on Fig. 2a.

As is clearly illustrated in Fig. 3, most of the changes happen during the fast-ris-
ing section of the square wave period (before one-tenth of a period). In addition, the 
spot size has a very large impact on the overall result and should be measured accu-
rately [28, 33]. In fact, for most experimental configurations, spot size has a domi-
nant impact on the temperature response and is the most important experimental 

(9)S�(t) =
�T(t)

��
=

T(Δ� + �, t) − T(�, t)

Δ�∕�
.

Fig. 3   Sensitivity analysis on f-SiO2, CaF2, and Ni at a modulation frequency of 10  kHz, using the 
50× objective. (a) f-SiO2 coated with 36 nm gold; (b) CaF2 coated with 82 nm gold; (c) Ni coated with 
41 nm gold

Fig. 4   Maximum magnitude of sensitivity function S� for thermal conductivity, diffusivity, spot size, 
and interfacial resistance vs gold film thickness (at 10 kHz frequency and using the 50× objective). (a) 
f-SiO2, (b) CaF2, (c) Ni
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parameter as well as the largest source of error. The rise time � of the temperature 
response can be roughly approximated by � =

Cf r
2

3ks
 [19]. Only the spot radius has a 

parabolic relationship to � whereas the rest of material properties have a first-order 
relationship. An inaccurate spot size could induce large error to the fitting results; 
this dependence will be discussed in detail in the final section.

For f-SiO2 and CaF2, the transducer films are thermally thin such that they only 
have a limited impact on the measured response. Besides spot size, substrate thermal 
diffusivity has the largest impact. The sensitivity to the substrate thermal conductiv-
ity is low but non-negligible, as the convolved spot size is comparable with thermal 
diffusion length, resulting in some degree of radial thermal transport [39]. Thus, it 
is difficult to distinguish thermal conductivity and diffusivity from a single SPTR 
measurement. For Ni, the impact of the interface increases significantly in accord-
ance with Eq. 8. As Fig. 3c shows, sensitivities of interfacial thermal resistance and 
substrate conductivity have comparable amplitudes over most of the period. It can 
be explained through a “serial thermal resistance” model [44], by considering both 
the film and substrate as two thermal resistances serially connected by the interfacial 
resistance. Compared to other substrates used in this study, the larger thermal con-
ductivity of Ni makes its thermal resistance significantly smaller and become com-
parable to the interfacial thermal resistance. Therefore, the extraction of interfacial 
thermal resistance is only possible on Ni, if its impact on the signal can be separated 
from the one from the Ni substrate thermal conductivity.

To investigate the impact of transducer film thickness on the sensitivities of ther-
mal properties, we calculate the maximum magnitude of the sensitivity function 
S� for our test samples and for film thicknesses in the range of 20 nm to 200 nm 
(Fig.  4). This range of film thicknesses is typical of thermoreflectance measure-
ments. The thermal conductivity of gold film is based on the interpolation of results 
independently measured on gold films with various thicknesses. The modulation fre-
quency is set to 10 kHz and the objective magnification is 50×. The maximum mag-
nitude of sensitivity S� is defined as the value with the largest absolute magnitude of 
a sensitivity function in a single period. For example, the maximum magnitude of 
sensitivity SDs

 in Fig. 3a is − 0.15. Other controlled parameters, such as the thickness 
and thermal conductivity of transducer film, can be determined separately and are 
not discussed here. In the subsequent discussion, unless explicitly stated, the abso-
lute values of sensitivity function are used. However, the sign of S� is also important 
as it indicates the correlation between different properties.

For f-SiO2 and CaF2, the impact of film thickness is greatest on SDs
 according 

to Fig.  4a and b. The sensitivity of thermal diffusivity decreases significantly for 
a thicker gold film. The sensitivity of interfacial thermal resistance is minimally 
impacted for f-SiO2 and slightly decreases for CaF2. For f-SiO2, the sensitivity Sks 
increases until 50 nm and then starts to decrease. In contrast, the sensitivity Sks of 
CaF2 decreases at first and then slowly increases with the film thickness. The Sks 
of f-SiO2 and CaF2 have opposite signs. To measure the thermal properties of 
f-SiO2, film thickness around 40 nm corresponding to large sensitivities of ks and 
Ds is appropriate. As for CaF2, in addition to the sensitivities of thermal properties, 
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the impact of interface needs to be minimized. Therefore, we chose film thickness 
around 90 nm in this study.

From the results in Fig. 4c, the impact of film thickness on Ni is generally lim-
ited. The sensitivity Sks increases slightly and sensitivity SDs

 decreases slightly with 
an increasing film thickness. For these reasons, on highly conductive materials, 
film thicknesses smaller than 100 nm are appropriate to ensure a large sensitivity to 
substrate thermal properties. To minimize the impact of substrate on the signal, the 
thickness of transducer should be at least on the order of optical penetration depth 
for both pump and probe light in Au.

To further investigate the impact of spot size and modulation frequency on the 
sensitivities of thermal properties, we calculate the maximum magnitude of sensitiv-
ity function S� for the aforementioned three samples in the frequency range of 102 to 
105 Hz and under two microscope objectives and present the results in Fig. 5. The 
lower frequency limit is set here by the detector noise level while the higher bound-
ary is limited by the detector bandwidth [45].

Fig. 5   Maximum magnitude of sensitivity function S� for thermal conductivity, diffusivity, and inter-
facial thermal resistance vs modulation frequency (magnifications of objective are 50× (solid line) and 
20× (dash line)). (a) 36 nm gold coated f-SiO2, (b) 82 nm gold coated CaF2, (c) 41 nm gold coated Ni, 
and (d) shapes of sensitivity function Sks for f-SiO2 at low (100 Hz) and high (100 kHz) frequency. The 
small kinks in some curves are numerical artifacts; the true peak position of S� may not be captured by 
the simulation due to its sharpness
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According to Fig. 5, for larger spot sizes, the sensitivity to substrate thermal dif-
fusivity is generally improved while the sensitivities to all other parameters are sup-
pressed, in agreement with the conclusions of Fig. 2b. For materials with poor ther-
mal conductivity, such as f-SiO2, the impact of the interface is limited over a broad 
range of frequencies and can be safely ignored in the data analysis. The impact for 
thermal diffusivity is the strongest near 1 kHz for the 50× objective or 400 Hz for 
20× objective. These frequencies also correspond to the smallest sensitivity to ther-
mal conductivity. Far away from these frequencies the sensitivity to conductivity is 
improved whereas that of thermal diffusivity drops, thus bringing their sensitivities 
to a comparable level. The abrupt crossover of the maximum magnitude for Sks from 
negative to positive value around 1 kHz in Fig. 5a is due to the change of Sks shape 
illustrated in Fig. 5d. At low frequencies, the values of Sks are negative (symbols in 
Fig. 5d); in contrast, the shape of Sks is flipped around the x axis at a high frequency 
and the maximum magnitude becomes positive (solid line in Fig. 5d).

For moderately conductive materials such as CaF2, interfacial thermal resistance 
only affects the SPTR temperature profile on the higher end of the considered fre-
quency range. Therefore, to reduce its influence when measuring material thermal 
properties, it is sufficient to avoid high frequencies. The frequencies correspond-
ing to the largest and smallest sensitivities to thermal diffusivity and conductivity 
increase compared to those of f-SiO2. Finally, for very conductive materials such as 
Ni, the sensitivity of interface has a comparable amplitude to those of thermal prop-
erties over a broad range of frequency and should be accounted for when extracting 
material thermal properties.

We recall that the primary objective of this work is to develop a reliable method-
ology to measure substrate thermal properties. The above sensitivity analysis sug-
gests that the measurement accuracy depends on the ability to properly account for 
the interfacial thermal resistance. One single SPTR measurement is not sufficient to 
determine all of the three unknown thermal properties (Ds, ks and Rth ) that impact 
the temperature evolution. Some combinations of two thermal properties may be 
determined by analyzing several measurements in different frequency ranges. The 
determination of all three thermal properties proves to be challenging for the current 
SPTR configuration.

Furthermore, the sensitivity analysis in Figs. 3, 4 and 5 indicates that the experi-
mental settings should be chosen based on the specific material properties to ensure 
the largest sensitivity to the interested properties and the smallest sensitivity to the 
undesired ones. A large sensitivity corresponds to small errors when extracting ther-
mal properties from experimental data using a multilayer thermal transport model. 
This especially applies to the experimental settings on poorly or moderately conduc-
tive materials to ensure the sensitivity of interfacial thermal resistance is negligible. 
If the interfacial thermal resistance has a non-negligible sensitivity in a wide range 
of settings, for example on Ni, it is appropriate to choose settings that have enough 
sensitivity to the material thermal properties and interfacial thermal resistance so 
that both quantities can be determined accurately.

The optimal experimental settings based on the material thermal properties are 
summarized in Table  2. For a completely unknown material, thermal properties 
can first be roughly estimated based on the method of Fig.  2a by comparing the 
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temperature rise time with tabulated results. Afterwards, experimental settings may 
be shifted based on the recommendations below to make high-confidence measure-
ments of the properties of interest.

If the material heat capacity is already known, the number of unknown ther-
mal parameters is reduced to two, namely Ds and Rth . The thermal diffusivity of 
f-SiO2 and CaF2 can be directly obtained from a single measurement of appropri-
ate spot size and frequency that correspond to a large sensitivity to Ds and very 
small sensitivity to Rth , such as 1 kHz and 20× objective in Fig. 5b. Moreover, the 
gold film should be thin enough to ensure enough sensitivity to Ds according to 
Fig. 4a and b.

On the other hand, if heat capacity is unknown, we can take advantage of 
the distinct sensitivities at different settings and combine two measurements to 
extract both Ds and ks. The method to analyze these sets of data is analogous to 
the simultaneous determination of several parameters in FDTR and TDTR [16, 
39]. Although many combinations of material properties can explain the experi-
mentally obtained temperature response under each experimental setting, the true 
material properties should be able to generate temperature responses from mod-
eling that can satisfactorily match the experimental results of all combinations of 
spot sizes and frequencies. The experimental settings should be carefully selected 
such that the ratios of sensitivities between Ds and ks are distinct for both cases 
while maintaining as low a sensitivity to Rth as possible. As illustrated in the 
experimental validation section, the distinct ratios of sensitivity allow for the Ds 
vs ks curves of two data sets to intersect at a clear point. This can be conveniently 
achieved by adjusting spot size and modulation frequency based on the sensitivity 
analysis in Fig. 5. The thickness of the applied gold transducer film is not conven-
ient to change in experiments compared to spot size or frequency, and therefore 
should be selected in the range where sensitivities of Ds and ks have comparable 
and large amplitudes.

For highly conductive materials, Rth needs to be considered at most frequen-
cies and heat capacity needs to be known a priori to eliminate one unknown quan-
tity. Two measurements are required to resolve both Ds and Rth . The experimental 
settings should be carefully selected so that in one setting, the sensitivity ratio of 
Ds and Rth is distinct from that in the other setting. A large film thickness should 

Table 3   Measured and literature values of thermal conductivity (k) and thermal diffusivity (D)

Samples 
(transducer 
thickness)

Literature values [29, 42, 
46]

Heat capacity is known Heat capacity is unknown

K 
(W·m−1·K−1)

D (mm2·s−1) K 
(W·m−1·K−1)

D (mm2·s−1) K 
(W·m−1·K−1)

D (mm2·s−1)

f-SiO2 
(36 nm)

1.38 0.83 1.38 ± 0.51 0.83 ± 0.31 1.63 ± 0.52 0.82 ± 0.26

CaF2 (82 nm) 9.71 3.58 10.54 ± 1.39 3.89 ± 0.51 8.81 ± 1.76 4.10 ± 0.82

Ni (41 nm) 90.7 23.0 77.46 ± 14.41 19.66 ± 3.66 n/a n/a
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be avoided as both the sensitivities of Ds and Rth decrease with film thickness, as 
shown Fig. 4c.

4 � Experimental Validation

In this section we validate the SPTR technique on several materials listed in Table 3. 
Validation measurements are separated into two categories. First, we focus on meas-
urements of materials where the heat capacity is known. Second, we evaluate ther-
mal properties when heat capacity is unknown. Ten measurements were taken in 
each case and the standard deviation between this set of measurements was taken as 
the ultimate error.

4.1 � Measuring Materials with Known Heat Capacity

There are many established means to obtain the heat capacity of a material of inter-
est, such as differential scanning calorimetry and calculations from the Kopp–Neu-
mann law and phase field methods [46]. Oftentimes heat capacity is not impacted 
much by sample size or small microstructural variations and can be taken directly 
from literature values [46, 47]. In such cases, a confident a priori estimate of the 
heat capacity reduces the unknown thermal properties and simplifies the ultimate 
determination of Ds.

Test samples for the validation of the SPTR method were prepared for f-SiO2, 
CaF2, and Ni. The thicknesses of the gold transducer films deposited on f-SiO2, 
CaF2, and Ni samples are 36  nm, 82  nm, and 41  nm, respectively. These films 
ensure a large sensitivity to Ds according to Fig.  4a–c. Their thermal conductivi-
ties were measured to be 128 W·m−1·K−1, 133.6 W·m−1·K−1, and 130.9 W·m−1·K−1, 
respectively.

For poorly or moderately conductive materials, the thermal diffusivity can be 
straightforwardly calculated in the frequency range where the impact of interface 
thermal resistance is negligible. To measure the thermal diffusivity of f-SiO2, we 
chose a 20× objective and 400 Hz to take advantage of the corresponding large Ds 
sensitivity. For CaF2, we chose a 20× objective and 1 kHz for the high sensitivity to 
Ds . A typical value in the range of previously measured thermal resistance between 
metals and dielectrics was set for the interfacial thermal resistance, for example, 
Rth = 1 × 10−8 m2·K·W−1, which has limited impact as the model indicates [43].

The experimental and model fitting results are presented in Fig. 6a and b. We find 
a very good agreement between the experiment and the model. The fitting values 
of substrate diffusivity are 0.83 ± 0.31 mm2·s−1 and 3.89 ± 0.51 mm2·s−1 for f-SiO2 
and CaF2, respectively. Taking literature values of heat capacity, their thermal con-
ductivities are calculated to be 1.38 ± 0.51 W·m−1·K−1 and 10.54 ± 1.39 W·m−1·K−1. 
These values agree closely with previously reported thermal properties as shown in 
Table 3. The larger error associated with SPTR measurement on f-SiO2 is attributed 
to Au film agglomeration [40].
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To illustrate the large errors originating from inappropriate experimental set-
tings, we also conducted measurements on f-SiO2 with parameters deliberately 
chosen to reduce the sensitivity to the desired thermal properties. Here, we used a 

Fig. 6   Experimental and model fitting results. Open circles correspond to the experimental result, 
and a solid line is the model result. (a) f-SiO2 coated with 36 nm gold, 20× objective, 400 Hz (purple) 
and 50× objective, 20 kHz (orange); (b) CaF2 coated with 82 nm gold, 50× objective, 1 kHz (purple), 
and 20× objective, 1 kHz (orange); (c) Ni coated with 41 nm gold, 20× objective, 2 kHz (purple), and 
50× objective, 100 kHz (orange); (d) Rth vs Ds curves for two data sets measured on Ni sample; (e) ks vs 
Ds curves for two data sets measured on f-SiO2 sample; (f) ks vs Ds curves for two data sets measured on 
CaF2 sample
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large film thickness (203 nm), 20× objective, and 100 kHz frequency to measure 
the thermal conductivity assuming the heat capacity is known. According to the 
analysis in Figs. 4 and 5, the sensitivity of thermal diffusivity is very small such 
that an inaccurate result is expected. This is confirmed by the measurement result 
which yields a thermal conductivity of 2.16  W ± 0.52·m−1·K−1 on f-SiO2 with 
inappropriate settings.

Next, the thermal diffusivity of Ni is evaluated. Although the film (41 nm) is ther-
mally thin compared to its thermal diffusion length and the spot size is large when 
using a 20× objective, the analysis from Eq. 8, as well as Fig. 5c, indicates that the 
interface cannot be ignored for materials with large thermal conductivity. We take 
the heat capacity and density of Ni as known parameters from literature [42]. With 
these fixed parameters, the model has two fitting parameters, namely interfacial ther-
mal resistance and substrate thermal diffusivity. To take advantage of the distinct 
sensitivities in Fig. 5c, two sets of experimental data were taken for 20× objective, 
2 kHz and 50× objective, 100 kHz. Next, a range of values for interfacial thermal 
resistance were applied to the model to fit the experimental data in Fig. 6c, and the 
corresponding best-fitting thermal diffusivities were obtained. In Fig.  6d, we plot 
these two sets of data in the same figure. The points are connected by polynomial 
lines fitted to the experimental data. The crossing point is at Rth = 3.71 × 10−9 
m2·K·W−1, Ds = 19.66 × 10−6 m2·s−1. The error at this point was calculated by tak-
ing the root mean square of the errors of both parameters at nearby points. Taking 
the volumetric heat capacity of Ni as C = 3.94 × 106 J·m−3·K−1, the thermal conduc-
tivity of Ni is estimated to be ks = Ds × Cs = 77.46 W·m−1·K−1. The interfacial ther-
mal resistance is on the same order as previously reported values between gold and 
other metals [48, 49]. In Fig. 6d, the curve corresponding to 20× objective, 2 kHz 
has a smaller slope compared to the curve for 50× objective, 100 kHz, which can be 
explained by the different sensitivities illustrated in Fig. 5c. The ratio of sensitivity 
between Ds and Rth for 20× objective and 2 kHz is larger than that for 50× objective 
and 100 kHz. As a result, to compensate for the same amount of change in Rth , the 
change of Ds is larger for the case of 50× objective and 100 kHz.

4.2 � Measuring Materials with Unknown Heat Capacity

To resolve the thermal conductivity and diffusivity of f-SiO2 and CaF2 when the 
material heat capacity is unknown, multiple measurements are required to ensure 
a larger sensitivity to thermal conductivity. For f-SiO2, additional measurements 
with a 50 × objective and 20  kHz frequency were collected; measurements using 
a 50× objective and 1 kHz frequency were collected as the secondary data set for 
CaF2. These settings ensure larger sensitivity to thermal conductivity as demon-
strated in Fig. 5a and b while the impact of interface is negligible. The film thick-
nesses also ensure there is enough sensitivity to ks according to Fig. 4a and b.

The method to extract both ks andDs is similar to that of Ni described above. 
Rather than fitting Ds as a function of Rth , it was fitted as a function of thermal con-
ductivity ks . Examples of fitted model are presented in Fig. 6a and b. The extracted 
ks vsDs results are plotted in Fig.  6e and f. The crossing point for f-SiO2 is ks = 
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1.63 W·m−1·K−1, and Ds = 0.82 mm2·s−1. For CaF2, the two curves intersect at ks = 
8.81 W·m−1·K−1, and Ds = 4.10 mm2·s−1. These results generally have larger errors 
compared with the values in the previous section due to more unknown proper-
ties but are still within the range of errors from measurements taken when the heat 
capacity is known a priori. From the simultaneous determination of Ds and ks, we 
are also able to estimate the volumetric heat capacity Cs.

We note that only the slope of ks vsDs curve for f-SiO2 under a 50× objective and 
20 kHz frequency is positive while the rest curves have negative slopes. This can be 
explained by the sensitivity analysis in Fig. 5a. Under these experimental conditions, 
the sensitivities of ks andDs have opposite signs in Fig. 5a, resulting in a positive 
correlation relation between ks andDs when fitting to the data. On the other hand, for 
the rest curves the sensitivities of ks andDs both share the same sign and therefore 
their properties are negatively correlated.

5 � Error Analysis

There are multiple factors that influence the reliability of the SPTR technique. The 
most critical one is the accurate measurement of laser spot size given the extreme 
sensitivity evidenced by Fig.  3 where in almost all cases, the sensitivity to spot 
size is larger than that of the thermal properties. Therefore, determining the spot 
size for each experimental configuration and objective lens choice is of paramount 
importance. Even for a well-characterized experiment, when the sample surface is 
not placed at precisely the focal plane of the objective, the change in spot size will 
impact the fitting results. For example, for a 50× high magnification objective with a 
short depth of focus, defocusing by 5 μm can change the projected spot size by 9.5 % 
and fitting result by 16 %. Therefore, high precision vertical stages with a minimum 
step size less than 1 μm are recommended for SPTR experimental arrangements.

Fig. 7   (a) Histograms of fitted f-SiO2 thermal conductivity from SPTR measurement and fitted normal 
distribution. (b) Standard deviation of fitted normal distribution with all controlled parameters consid-
ered as well as standard deviations when the uncertainty of only one controlled parameter is considered
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Additional SPTR measurement was conducted on f-SiO2 under 20× objective and 
400 Hz to obtain a statistical distribution of experimental results for an estimation of 
experimental repeatability. The histogram of fitted thermal conductivity is presented 
in Fig. 7a. The fitted values of thermal diffusivity follow a normal distribution with 
a standard deviation of 8.48 %.

To quantitatively estimate the impact of each parameter on the errors associated 
with thermal properties, we apply a Monte Carlo method to the optimization of the 
multilayer transport model expressed in Eq.  4 to the experimental data of f-SiO2 
at 20× objective and 400 Hz [50, 51]. Each of the “controlled parameters” in this 
implementation of SPTR can influence the total measurement error, for example the 
thickness and thermal conductivity of gold film and the convolved pump-probe spot 
size. To propagate these errors through our forward model, we first experimentally 
measure uncertainties associated with each control parameter. For spot size, multiple 
measurements were made to get the value of spot size within a standard deviation of 
5 %. The errors associated with the thickness and thermal conductivity of film are 
estimated to be 2 % and 2.4 %, respectively. Each parameter is assumed to have a 
normal distribution around its mean value with a standard deviation. We fitted the 
model with updated controlled parameters to the experimental result repeatedly and 
obtained the distributions of fitted thermal properties. The resulting standard devia-
tion is 6.67 % that is close to the experimental error determined through statistics of 
multiple measurements made on a single sample.

Next, the same kind of simulation was repeated when only the finite uncertainty 
in a single control parameter—spot size, film thickness, or film thermal conductiv-
ity—is considered. The resulting errors are summarized in Fig.  7b. The standard 
deviation produced by the uncertainly of spot size alone is 6.4 % and is comparable 
to the total standard deviation when all controlled parameters are considered. In con-
trast, the ultimate uncertainty due to film properties produces around 1 % standard 
deviation in fitted thermal conductivity; their impact is limited. Based on Fig. 7b, we 
conclude that the uncertainly of spot size is clearly the largest source of error.

During measurements on f-SiO2, a spatial variation of reflectance was observed, 
indicating a partially roughened surface on some areas. The measurements reported 
in this work were taken on an area with a relatively smooth surface. Such surface 
roughness was not found on thicker transducer films or on the Ni sample. This could 
be attributed to the agglomeration of deposited metals on insulating oxides at low 
temperatures [40, 52]. Rough surfaces can significantly impact the reflectance and 
produce extra errors in the measurement. Therefore, care should be taken when 
selecting the film thickness on some substrates and avoiding any surface variations. 
The small spot sizes used in this type of measurement (1–5 µm) make locally avoid-
ing any small surface imperfections reasonably simple.

Errors can also originate from an imperfect square wave excitation and detec-
tion. The model expressed in Eqs.  1–4 considers ideal square excitation waves 
which in practice cannot be achieved due to finite electronic bandwidth. At high 
frequencies comparable to the laser analog modulation bandwidth and detector 
bandwidth (500 kHz and 1 MHz, respectively, in this experiment), severe distor-
tion and artifacts of the pump signal have been noticed (e.g., overshoot, under-
shoot, and signal delays), likely from Gibbs phenomenon. This influence is 
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severer for SPTR than for FDTR as the square wave is essentially composed of 
high-order harmonic waves. In practice, we find that at a modulation frequency 
that is 100 times smaller than the detector bandwidth, the pump pulse can be 
assumed an ideal square without sacrificing accuracy. However, a large band-
width often comes at a cost of low gain, which subjects the signal to the system’s 
random noise. Therefore, the selection of modulation frequency not only depends 
on the sensitivity of interested thermal property, but on instrument parameters as 
well. The electronic characters of the signal processing system must be properly 
accounted for before high-quality data may be collected.

Although these phenomena can be partially alleviated by postprocessing, such 
as the Lanczos sigma factor, assuming an ideal square wave can lead to an inac-
curate estimation of conductivity at high frequency [19]. The imperfect square 
may result in an underestimation of thermal conductivity by a large margin if not 
properly accounted for. The components (cables, detector, lasers, etc.) of the sys-
tem have different responses to different harmonics of the fundamental frequen-
cies expressed in Eq.  1. These responses can be conveniently lumped together 
as a systematic transfer function [19]. As a result, the forward model requires 
a modification to analyze the data of imperfect high frequency square pulses 
by introducing corrections to Eq. 4. The resultant Eq. 5 includes P and � as the 
amplitude and phase of the systematic transfer function, respectively. To derive 
these parameters of transfer function, we take a Fourier transform of the imper-
fect square wave pump signal collected directly by the photodetector at each mod-
ulation frequency and compare them with the parameters in Eq. 1. The detailed 
procedure for applying this correction is described in the appendix.

6 � Conclusion

In summary, we have demonstrated an SPTR technique to measure thermal prop-
erties for a wide range of materials and explored the optimal parameter space 
for measurements. The SPTR technique relies on the thermoreflectance princi-
ple to monitor the amplitude evolution of surface temperature and has advan-
tages compared to other thermophysical characterization techniques, such as ease 
of operation, fast data acquisition, and compact instrumentation. An analytical 
model is developed to simulate the thermal transport and its implementation for 
the analysis of the experimental data to extract thermal properties of interest is 
demonstrated. A sensitivity analysis demonstrates that the optimal transducer 
thickness, spot size, and modulation frequency depend on the thermal properties 
of the sample. We have validated the SPTR technique and found a good agree-
ment with the literature on several reference samples with thermal conductivity 
in the range of 1 W·m−1·K−1 to 100 W·m−1·K−1. A measurement error of around 
10 %, mostly originating from the uncertainty of the applied laser spot size, is 
confirmed through a Monte Carlo analysis. Limitations of the technique, particu-
larly high sensitivity to laser spot size and wave distortion at high frequencies, are 
discussed. This approach provides an attractive solution for applications where 
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extensive optical alignment is not feasible and offers an opportunity to measure 
thermal property in a fast and convenient fashion with high accuracy and resolu-
tion. The compact and fiberized nature of this and other possible experimental 
arrangements offers a promising route for the development of multi-analytical 
tools for expedited materials design and discovery.

Appendix

Ideally, a square wave can be expressed by Eq.  1. Each harmonic has an equal 
phase of zero and a 1/(2n − 1) amplitude. In an actual experiment, however, the 
signal is processed by various electrical circuits which inevitably introduce dis-
tortions. These distortions are most often frequency dependent. To conveniently 
capture these effects, we use a lumped transfer function to account for the changes 
to both amplitude and phase.

First, the imperfect square pulse is measured by removing the short-pass filter 
normally placed in front of the detector to reject any pump light, shutting down 
the probe laser, and collecting the pump signal reflected by sample surface using 
the photodetector.

Next, to derive the transfer function, we express the collected non-ideal square 
wave as

where m are odd integers. Taking advantage of the relation ∫ sin(mt)sin(nt)dt = �nm 
( � is Kronecker delta function), we can obtain the following relations

from which the factors Pm and �m can be expressed as
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