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Abstract The Maximum Satisfiability (MaxSAT) problem is an optimization variant
of the Satisfiability (SAT) problem. Several combinatorial optimization problems can
be translated into a MaxSAT formula. Among exact MaxSAT algorithms, SAT-based
MaxSAT algorithms are the best performing approaches for real-world problems. We
have extended the WPM2 algorithm by adding several improvements. In particular,
we show that by solving some subproblems of the original MaxSAT instance we can
dramatically increase the efficiency of WPM2. This led WPM2 to achieve the best
overall results at the international MaxSAT Evaluation 2013 (MSE13) on industrial
instances. Then, we present additional techniques and heuristics to further exploit the
information retrieved from the resolution of the subproblems.We exhaustively analyze
the impact of each improvement what contributes to our understanding of why they
work. This architecture allows to convert exact algorithms into efficient incomplete
algorithms. The resulting solver had the best results on industrial instances at the
incomplete track of the latest international MSE.
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2 C. Ansótegui et al.

1 Introduction

Combinatorial optimization problems arise in many domains: scheduling and plan-
ning, software and hardware verification, knowledge compilation, probabilistic
modeling, bioinformatics, energy systems, smart cities, social networks, computa-
tional sustainability, etc. From a computational point of view, many optimization
problems are NP-hard meaning that is unlikely that they admit a polynomial-time
algorithm. The good news is that some real problems are already efficiently solved
by state-of-the-art Constraint Programming techniques (Rossi et al. 2006) and many
others are only slightly beyond the reach of these techniques.

In recent decades, Satisfiability (SAT) solvers (Biere et al. 2009) have progressed
spectacularly in performance thanks to better implementation techniques and con-
ceptual enhancements, such as Conflict Driven Clause Learning-based algorithms,
which are able to reduce the size of the search space significantly in many instances
of real NP-Complete problems. Every year, the community celebrates competitions
where the performance of all these solvers is compared, and every year we con-
template how the number of solvable problems increases, and how instances that
were considered very difficult, become easy. Thanks to these advances, nowadays
the best SAT solvers can tackle industrial problems with hundreds of thousands of
variables and millions of clauses. We use the term industrial in the sense of practi-
cal or real-world applications. Some extensions of SAT that have also attracted the
interest of the scientific community in recent years include: Pseudo-Boolean (PB) sat-
isfiability, Satisfiability Modulo Theories (SMT), satisfiability of Quantified Boolean
Formulas, Maximum Satisfiability (MaxSAT), Model Counting (#SAT), etc. There
exist also solvers for all these extensions of SAT, and competitions where they are
tested.

The MaxSAT problem is the optimization version of SAT. The idea behind this
formalism is that sometimes not all the constraints of a problem can be satisfied, and
we try to satisfy the maximum number of them. The MaxSAT problem can be further
generalized to the Weighted Partial MaxSAT (WPMS) problem. In this case, we can
divide the constraints into two groups: the clauses (constraints) that must be satisfied
(hard), and the ones that may or may not be satisfied (soft). In the last group, we may
associate different weights with the clauses, where the weight is the cost of falsifying
the clause. The idea is that not all constraints are equally important. The addition of
weights to clauses makes the instance Weighted, and the separation into hard and soft
clauses makes the instance Partial. The WPMS problem is a natural combinatorial
optimization problem, and it has been already applied in many domains (Ansótegui
et al. 2013b; Morgado et al. 2013a).

In the MaxSAT community, we find two main classes of complete algorithms:
branch and bound (Heras et al. 2007; Kügel 2010; Li et al. 2009; Lin and Su 2007; Lin
et al. 2008) and SAT-based (Ansótegui et al. 2012; Davies and Bacchus 2011; Heras
et al. 2011; Honjyo and Tanjo 2012; Koshimura et al. 2012; Martins et al. 2011, 2012;
Morgado et al. 2012).

SAT-based approaches clearly dominate on industrial and some crafted instances, as
we can see in the results of the internationalMaxSATEvaluation (Argelich et al. 2006-
2004). SAT-based MaxSAT algorithms basically reformulate a MaxSAT instance into
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a sequence of SAT instances. By solving these SAT instances theMaxSATproblem can
be solved (see (Ansótegui et al. 2013b; Morgado et al. 2013a) for further information).
Intuitively, this sequence is built such that it can be split into two parts where the
instances in the first part are all unsatisfiable while the instances in the second one
are all satisfiable. By locating the phase transition point, i.e., the last unsatisfiable
instance and thefirst satisfiable instance,we can locate the optimumof the optimization
problem. As wewill see, once we solve an unsatisfiable SAT instance we can refine the
lower bound, while when we solve a satisfiable SAT instance we can refine the upper
bound. Among SAT-based MaxSAT algorithms we also find two main classes: (i)
those that focus the search on refining the lower bound, and exploit the information of
unsatisfiable cores and, (ii) those that focus the search on refining the upper bound, and
exploit the information of the satisfiable assignments. Both approaches have strengths
and weaknesses. Our current work aims to find an efficient balance between both
approaches.

In this paper, we present the improved version of the SAT-based MaxSAT algo-
rithm WPM2 (Ansotegui et al. 2010) (see Sect. 4) presented originally in Ansótegui
et al. (2013a), a more detailed experimental analysis of the new algorithm, further
improvements and an incomplete version. The aim of this paper is not only to present
a method that performs well, but also to understand why this is the case. This way we
will be able to identify the interaction with other future improvements in the field and
whether they are complementary or not to this work.

In our experimental investigation, our reference point is the original WPM2 algo-
rithm which solves 959 out of 2078 instances from the whole benchmark of industrial
and crafted instances of the MSE13.

With respect to the improvements we have incorporated, first of all, we extend
the original WPM2 algorithm by applying the stratification approach described in
Ansótegui et al. (2012), what results in solving 100 additional instances. Second, we
introduce a new criteria to decide when soft clauses can be hardened (Ansótegui et al.
2012; Morgado et al. 2012), that provides 68 additional solved instances. Finally,
our most effective contribution is to introduce a new strategy that focuses search on
solving subproblems of the original MaxSAT instance. In order to define these sub-
problems we use the information provided by the unsatisfiable cores we obtain during
the solving process. The improved WPM2 algorithm is parametric on the approach
we use to solve these subproblems. This allows to combine the strength of exploiting
the information extracted from unsatisfiable cores and other optimization approaches.
By solving these smaller optimization problems we get the most significant boost in
our improved WPM2 algorithm. In particular, we experiment with an Integer Lin-
ear Programming (ILP) approach, corresponding to the strategy shown in Sect. 3,
and three MaxSAT approaches: (i) refine the lower bound for these subproblems
with the subsetsum function (Cormen et al. 2009; Ansotegui et al. 2010), (ii) refine
the upper bound with the strategy applied in minisat+ (Eén and Sörensson 2006),
SAT4J (Berre 2006), qmaxsat (Koshimura et al. 2012) or ShinMaxSat (Honjyo and
Tanjo 2012), and (iii) a binary search scheme (Heras et al. 2011; Cimatti et al. 2010;
Fu and Malik 2006) where the lower bound and upper bound are refined as in the
previous approaches. The best performing approach in our experimental analysis is
the second one and it allows to solve up to 296 additional instances. As a summary, the
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4 C. Ansótegui et al.

overall increase in performance we achieved so far compared to the original WPM2
is about 464 additional solved instances, or 48 % more. These improvements led
WPM2 to be the overall best performing approach on the industrial instances of the
MSE13.

To further explain the good results of our approach we include and extend the study
originally presented in Ansotegui (2013a) on the structure of the unsatisfiable cores
obtained during the search process of SAT-based algorithms (see Sect. 6). We explain
how the improved WPM2 algorithm takes advantage of this structure.

We have also explored how we can exploit information retrieved from the subprob-
lems that are solved. When the strategy used to optimize the subproblems is able to
produce satisfying assignments, i.e., it refines the upper bound (see approaches (ii)
and (iii) above), we can use these assignments as a heuristic to guide and boost the
search. This improvement allows to solve 50 additional instances. The overall increase
in performance compared to the original WPM2 is 514 additional solved instances.
Actually, if we take into account the timeout of 7200 s (2 h) used in our experi-
ments, we obtain an overall speed-up of about three orders of magnitude (see Sect. 6).
Moreover, we show that high quality satisfying assignments can be obtained in a rea-
sonably short time, giving us naturally an incomplete approach. Our experimental
results confirm that the incomplete version of our exact improved WPM2 algorithm
would have dominated the track for incomplete solvers at the MSE13. Furthermore,
at MSE14, even though it was not the best complete approach, it dominates the others
as incomplete.

From the perspective of coming up with an efficient implementation of our
approach, it is obvious that SAT-based MaxSAT algorithms have to be implemented
on top of an efficient solver based on SAT technology. This solver has to be capable of
returning an unsatisfiable core when the input instance is unsatisfiable and a satisfying
assignmentwhen the instance is satisfiable.Moreover, SAT-basedMaxSAT algorithms
require the addition of linear PB constraints as a result of the reformulation process
of the original problem into a sequence of SAT instances. These PB constraints are
used to bound the cost of the optimal assignment. Currently, in most state-of-the-art
SAT-based MaxSAT solvers, PB constraints are translated into SAT. However, there
is no known SAT encoding which can guarantee the original propagation power of the
constraint, i.e, what we call arc-consistency, while keeping the translation low in size.
The best approach so far, has a cubic complexity (Bailleux et al. 2009). This can be a
bottleneck for WPM2 (Ansotegui et al. 2010) and also for other algorithms such as,
BINCD (Heras et al. 2011) or SAT4J (Berre 2006).

In order to treat PB constraints with specialized inference mechanisms and a mod-
erate cost in size, while preserving the strength of SAT techniques for the rest of the
problem, we use the SMT technology (Sebastiani 2007) (see Sect. 5). Related work in
this sense can be found in Nieuwenhuis and Oliveras (2006). Also, in Ansótegui et al.
(2011) aWeighted Constraint Satisfaction Problems (WCSP) solver implementing the
original WPM1 (Ansotegui et al. 2009) algorithm is presented.

Finally, we have also seen the development of successful methods for solving com-
binatorial problems by applying techniques from Operations Research. Although the
literature shows us that some NP-hard problems are more suitable for logic-based
approaches while others are more efficiently solved with integer programming tech-
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niques, our current study would not be exhaustively conducted without showing the
performance of integer programming techniques on MaxSAT problems. Actually, we
can easily reformulate theWPMS problem into an ILP problem (see Sect. 3) and apply
an ILP approach. We show that the ILP approach is not competitive on the industrial
instances where a logic-based approach like the one proposed here is more efficient.

This paper proceeds as follows. Section 2 formally defines the main concepts that
are used in the paper. Section 3 presents the translation of WPMS into ILP. Section 4
describes the WPM2 algorithm and the new improvements. Section 5 describes the
SMT problem and discusses some implementation details of the SMT-based MaxSAT
algorithms. Section 6 presents the experimental evaluation. Finally, Sect. 7 shows the
conclusions and the future work.

2 Preliminaries

Definition 1 A literal l is either a Boolean variable x or its negation x . A clause c is
a disjunction of literals. A SAT formula is a set of clauses that represents a Boolean
formula in Conjunctive Normal Form (CNF), i.e., a conjunction of clauses.

Definition 2 A weighted clause is an ordered pair (c, w), where c is a clause and w

is a natural number or infinity (indicating the cost of falsifying c, see Definitions 5
and 6). If w is infinite the clause is hard, otherwise it is soft.

Definition 3 AWeighted Partial MaxSAT (WPMS) formula is an ordered multiset of
weighted clauses:

ϕ = 〈(c1, w1), . . . , (cs, ws), (cs+1,∞), . . . , (cs+h,∞)〉

where the first s clauses are soft and the last h clauses are hard. The presence of soft
clauses with different weights makes the formula Weighted and the presence of hard
clauses makes it Partial. The ordered multiset of weights of the soft clauses in the
formula is noted asw(ϕ). The top weight of the formula is noted asW (ϕ), and defined
asW (ϕ) = ∑

w(ϕ)+1. The set of indexes of soft clauses is noted as S(ϕ) and the set
of indexes of hard clauses is noted as H(ϕ). When it is clear to which formula ϕ these
soft (hard) clauses belong, we also refer to these sets of indexes as S (H ). Finally, the
set of variables occurring in the formula is noted as var(ϕ).

Example 1 Given the WPMS formula ϕ = 〈(x1, 5), (x2, 3), (x3, 3), (x1 ∨ x2,∞),

(x1 ∨ x3,∞), (x2 ∨ x3,∞)〉, we have that w(ϕ) = 〈5, 3, 3〉, W (ϕ) = 12, S(ϕ) =
{1, 2, 3}, H(ϕ) = {4, 5, 6} and var(ϕ) = {x1, x2, x3}.
Definition 4 Given a WPMS formula ϕ and a set of indexes A, ϕA is the WPMS
formula that contains the clauses (ci , wi ) such that i ∈ A. By ϕS we refer the set of
soft clauses and by ϕH to the set of hard clauses.

Example 2 Given the WPMS formula ϕ of Example 1, we have that ϕ{1,3.5} =
〈(x1, 5), (x3, 3), (x1 ∨ x3,∞)〉, ϕS = 〈(x1, 5), (x2, 3), (x3, 3)〉 and ϕH = 〈(x1 ∨
x2,∞), (x1 ∨ x3,∞), (x2 ∨ x3,∞)〉.
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6 C. Ansótegui et al.

Definition 5 An assignment for a set of Boolean variables X is a function I : X →
{0, 1}, that can be extended to literals, (weighted) clauses, SAT formulas and WPMS
formulas as follows:

I(x) = 1 − I(x)
I(l1 ∨ . . . ∨ lm) = max{I(l1), . . . , I(lm)}
I({c1, . . . , cn}) = min{I(c1), . . . , I(cn)}
I((c, w)) = w (1 − I(c))
I(〈(c1, w1), . . . , (cs+h, ws+h)〉) = ∑s+h

i=1 I((ci , wi ))

We will refer to the value returned by an assignment I on a weighted clause or a
WPMS formula as the cost of I.

Given a WPMS formula ϕ and a set of indexes A, we will refer to IA as an assign-
ment for ϕA.

Definition 6 We say that an assignment I satisfies a clause or a SAT formula if the
value returned by I is equal to 1. In the case of SAT formulas, we will refer also to this
assignment as a satisfying assignment or solution. Otherwise, if the value returned by
I is equal to 0, we say that I falsifies the clause or the SAT formula.

Definition 7 The SATproblem for a SAT formulaϕ is the problemof finding a solution
for ϕ. If a solution exists the formula is satisfiable, otherwise it is unsatisfiable.

Definition 8 Given an unsatisfiable SAT formula ϕ, an unsatisfiable core ϕC is a
subset of clauses ϕC ⊆ ϕ that is also unsatisfiable. A minimal unsatisfiable core is an
unsatisfiable core such that any proper subset of it is satisfiable.

Example 3 Given the SAT formula: ϕ = {(x1), (x2), (x3), (x1 ∨ x2), (x1 ∨ x3), (x2 ∨
x3)} we have that {(x1), (x2), (x3), (x1 ∨ x2)} ⊆ ϕ is an unsatisfiable core and
{(x1), (x2), (x1 ∨ x2)} ⊆ ϕ is a minimal unsatisfiable core.

Definition 9 A SAT algorithm for the SAT problem, takes as input a SAT formula ϕ

and returns an assignment I such that I(ϕ) = 1 if the formula is satisfiable. Otherwise,
it returns an unsatisfiable core ϕC .

Given unlimited resources of time and memory, we say that a SAT algorithm is
complete if it terminates for any SAT formula. Otherwise, we say that it is incomplete.

Definition 10 The optimal cost (or optimum) of a WPMS formula ϕ is cost(ϕ) =
min{I(ϕ) | I : var(ϕ) → {0, 1}} and an optimal assignment is an assignment I such
that I(ϕ) = cost(ϕ). We will refer to this assignment as a solution for ϕ if I(ϕ) 	= ∞.
Any cost above (below) cost (ϕ) is called an upper (lower) bound for ϕ.

Example 4 Given the WPMS formula ϕ of Example 1, we have that cost(ϕ) =
min{6, 8, 11,∞} = 6 and the optimal assignment I maps 〈x1, x2, x3〉 to 〈1, 0, 0〉.
Definition 11 The Weighted Partial MaxSAT problem for a WPMS formula ϕ is the
problem of finding a solution for ϕ. If a solution does not exist the formula is unsat-
isfiable.
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Definition 12 A WPMS algorithm for the WPMS problem, takes as input a WPMS
formula ϕ and returns an assignment I, such that, I(ϕ) ≥ cost (ϕ).

Given unlimited resources of time and memory, we say that a WPMS algorithm is
complete or exact if for any input WPMS formula ϕ and returned I, I(ϕ) = cost (ϕ).
Otherwise, we say it is incomplete.

Definition 13 An integer linear Pseudo-Boolean (PB) constraint is an inequality of
the form w1x1 + · · · + wnxn op k, where op ∈ {≤,≥,=,>,<}, k and wi are integer
coefficients, and xi are Boolean variables. A cardinality constraint is a PB constraint
where the coefficients wi are equal to 1. A PB At-Most (At-Least) constraint is a PB
constraint where op is ≤ (≥).

Example 5 5x1+3x2+3x3 ≤ 6 is a PB At-Most constraint and 5x1+3x2+3x3 ≥ 6
is PB At-Least constraint.

3 Translation of weighted partial MaxSAT into ILP

In order to solve a WPMS problem, a first reasonable approach consists in reformu-
lating the WPMS problem as an ILP problem and applying an ILP solver. Several
encodings can be found in the literature (Li and Manyà 2009; Manquinho et al. 2009;
Ansótegui and Gabàs 2013; Davies and Bacchus 2013).

Here, we describe the precise encoding we used in Ansótegui and Gabàs (2013).
Given aWPMS formula, 〈(c1, w1), . . . , (cs, ws), (cs+1,∞), . . . , (cs+h,∞)〉, we can
translate it into an ILP instance, as follows:

Minimize:
∑s

1
wi · bi

Subject to:

I L P(ϕ′
H ∪ ϕ′

S)

0 ≤ vi ≤ 1, vi ∈ var(ϕ′
H ∪ ϕ′

S)

The Minimize section of the ILP formulation defines the objective function of
the problem. This corresponds to the aggregated cost of the falsified soft clauses in
the WPMS formula we want to minimize. In order to identify which soft clauses
are falsified by a given assignment to the original xi variables of the problem, we
introduce an indicator variable bi for each soft clause (ci , wi ). These bi are also
known as reification, relaxation or blocking variables.

The Subject to section includes the constraints that have to be satisfied under any
assignment. This corresponds to the original set of hard clauses of theWPMS formula
represented by ϕ′

H = ∪s+h
j=s+1c j , and the set of clauses connecting the soft clauses

of the WPMS formula with their respective indicator variable represented by ϕ′
S =

∪s
i=1 CNF(ci ↔ bi ). Notice that by enforcing consistency, we ensure that bi is true iff

the soft clause ci is falsified. FunctionCNF(ϕ) transforms ϕ into Conjunctive Normal
Form while function I L P(ϕ) maps every clause ci ∈ ϕ into a linear inequality with
operator >. The left-hand side of that linear inequality corresponds to the sum of
the literals in ci once mapped into integer terms, such that, literal x(x) is mapped to
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8 C. Ansótegui et al.

integer term x(1 − x). The right-hand side corresponds to constant 0. After moving
the constants to the right, the right-hand side corresponds to constant −k, where k is
the number of negative literals in clause ci . Finally, we add the bounding constraints
that ensure that every integer variable in the ILP formulation has domain {0, 1}. It can
be easily seen that, since we are minimizing, the implication bi → ci from ci ↔ bi is
unnecessary. Notice that, by the same nature of the minimization problem, variables
bi will be 0 (false) whenever it is possible and we do not need the part of the double
implication that ensures that ci → bi , i.e., bi → ci .

Example 6 Given the WPMS formula ϕ = 〈(x1 ∨ x2, 2), (x1 ∨ x2, 3), (x1 ∨
x2,∞), (x1 ∨ x2,∞)〉, the corresponding ILP formulation is:

Minimize: 2 · b1 + 3 · b2
Subject to:

x1 + x2 + b1 > 0; # x1 ∨ x2 ∨ b1 ≡ (x1 ∨ x2) → b1
−x1 − b1 > −2;
−x2 − b1 > −2;

# x1 ∨ b1
# x2 ∨ b1

≡ b1 → (x1 ∨ x2)

x1 − x2 + b2 > −1; # x1 ∨ x2 ∨ b2 ≡ (x1 ∨ x2) → b2
−x1 − b2 > −2;
x2 − b2 > −1;

# x1 ∨ b2
# x2 ∨ b2

≡ b2 → (x1 ∨ x2)

−x1 + x2 > −1; # x1 ∨ x2
−x1 − x2 > −2; # x1 ∨ x2

0 ≤ x1 ≤ 1; 0 ≤ x2 ≤ 1; 0 ≤ b1 ≤ 1; 0 ≤ b2 ≤ 1;

4 Original WPM2 algorithm and improvements

In this section, we present the complete SAT-based MaxSAT algorithm WPM2
(Ansotegui et al. 2010) for the WPMS problem and how it has been improved.

At a high description level, given an input WPMS formula ϕ, the original WPM2
algorithm (Ansotegui et al. 2010), described in Algorithm 1, iteratively calls a SAT
solver querying whether there is an assignment to ϕ with a cost less than or equal
to a certain k. The initial value of k is 0 and the last value is exactly the optimal
cost of ϕ, i.e., cost (ϕ). Notice that all SAT queries with a k < cost (ϕ) must have a
negative answer while all the queries with k ≥ cost (ϕ) must have a positive answer.
Therefore, our optimization problem can be reformulated as identifying where the
phase transition from negative answers to positive answers occurs.

More formally, the query sent to theSATsolver is a SAT formulaϕk that is satisfiable
iff there is an assignment, say I, such that I(ϕ) ≤ k. In order to construct such a
formula, we need to detect which soft clauses are falsified under a certain assignment
I, sum up their cost and compare with k.

To detect if a clause is falsified, we extend every soft clause (ci , wi ) with a unique
auxiliary Boolean indicator variable bi obtaining (ci ∨bi , wi ). Notice that, if ci is false,
then in order to maintain consistency bi must be true. Therefore, these bi variables
work as indicator variables that become true if a clause ci is falsified.

To add the weights of the falsified soft clauses and compare the cost with k we use
PB constraints that are translated into a SAT formula.
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Example 7 Before we go into detail on algorithmWPM2, let us describe how a naive
SAT-based MaxSAT algorithm would work. Let us consider a simple WPMS formula
representing theWeak Pigeon-Hole Problem (Razborov 2001; Raz 2002) of 5 pigeons
and 1 hole. Variable xi is true if the ith pigeon is in the hole.

ϕ = 〈(x1, 5), (x2, 5), (x3, 3), (x4, 3), (x5, 1) 〉 ∪ 〈CNF(
∑

xi ≤ 1,∞)〉

The weight of the soft clauses indicates the cost of not having the ith pigeon in the
hole and the hard clauses indicate that at most one pigeon can be in the hole. A naive
SAT-based MaxSAT solver would search for the optimal cost, solving a sequence of
ϕk SAT instances which are satisfiable iff there is an assignment to ϕ, i.e., to the xi
variables, with a cost less than or equal to k. In order to build such ϕk SAT instances,
all the soft clauses are extended and the PB At-Most constraint, 5 · b1 + 5 · b2 +
3 · b3 + 3 · b4 + 1 · b5 ≤ k, is used to bound the aggregated cost of the falsified
clauses.

ϕk = { (x1 ∨ b1), (x2 ∨ b2), (x3 ∨ b3), (x4 ∨ b4), (x5 ∨ b5) } ∪ CNF(
∑

xi ≤ 1) ∪
CNF(5 · b1 + 5 · b2 + 3 · b3 + 3 · b4 + 1 · b5 ≤ k)

Since cost (ϕ) = 12, we know that the SAT instances between ϕ0 to ϕ11 are
unsatisfiable, while the SAT instances between ϕ12 to ϕ18 (the top weightW (ϕ) = 18)
are satisfiable. A naive binary search between 0 and 18would check the satisfiability of
this sequence: ϕ9, ϕ13, ϕ11 and ϕ12. Since ϕ11 and ϕ12 are unsatisfiable and satisfiable,
respectively, we have found the phase transition point and we can conclude that the
optimal cost is 12.

The first characteristic of the original WPM2 algorithm is that it works with two
sets of PB constraints: AM and AL . The set AM of PB (At-Most) constraints are
used to bound the aggregated cost of the falsified soft clauses. In particular, AM is a
set of PB constraints that bound the cost of non-overlapping subsets of soft clauses.
More precisely, an am ∈ AM is a PB constraint of the form

∑
i∈A wi bi ≤ k where

A is a subset of the indexes of the soft clauses, bi and wi are the corresponding
indicator variables and weights of the ith soft clause and k the concrete bound for that
subset of soft clauses. When describing algorithms, we will use the object oriented
programming notation am.A and am.k to refer to the set A and integer k related to an
At-Most constraint am ∈ AM . The idea of having multiple and smaller PB At-Most
constraints instead of a single one was introduced in Ansótegui et al. (2009).

The set AL of PB (At-Least) constraints are used to impose that the aggregated cost
of the falsified clauses in a given subset of soft clauses must be at least some natural
number. These are redundant constraints and are not necessary for the soundness of
the algorithm but help to improve the performance of the SAT solver. More precisely,
an al ∈ AL is a PB constraint of the form

∑
i∈A wi bi ≥ k.

For the sake of space and readability, we will use the notation 〈A, w(ϕA),≤, k〉
and At-Most constraint instead of

∑
i∈A wi bi ≤ k and PB At-Most constraint in the

algorithms. Mutatis mutandis for the PB At-Least constraints.
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10 C. Ansótegui et al.

In the following, we go into detail on the original WPM2 algorithm (Algorithm 1).
First of all, we check whether the set of hard clauses (ϕH ) is satisfiable (Algorithm 1
line 1). If it is unsatisfiable, we can already stop since there is no solution to ϕ.
Otherwise, the main loop of the algorithm starts (Algorithm 1 line 3). Notice that we
exit this loop iff the sat function returns satisfiable. In that case, we have found a
solution.

Algorithm 1: Original WPM2.
Input: ϕ = 〈(c1, w1), . . . , (cs , ws ), (cs+1, ∞), . . . , (cs+h , ∞)〉

1: if 〈unsat, _, _〉 = sat (ϕH , _, _) then return 〈∞, ∅〉
2: 〈AL , AM〉 := 〈∅, ∅〉
3: while true do
4: 〈st,C,I〉 := sat (ϕ, AL , AM)

5: if st = sat then
6: return 〈I(ϕ),I〉
7: else
8: 〈A, k〉 := optimize(ϕS , AL , AM,C)

9: AL := {〈A, w(ϕA), ≥, k〉} ∪ AL
10: AM := {〈A, w(ϕA), ≤, k〉} ∪ AM \ {am ∈ AM}

am.A⊆A

Function sat(ϕ, AL , AM)
1: 〈A, k〉 := 〈⋃ am.A,

∑
am.k〉

am∈AM

2: ϕk := {ϕ.ci }
i /∈A

∪ {ϕ.ci ∨ bi }
i∈A

∪ CNF(AL ∪ AM)

3: 〈st, ϕkC ,I〉 := satsolver(ϕk )

4: C := {i ∈ S(ϕ) | (ϕ.ci ∈ ϕkC ) ∨ (ϕ.ci ∨ bi ∈ ϕkC )}
5: return 〈st,C,I〉

Function optimize(ϕ, AL , AM,C)
1: A := ⋃

am.A
am∈AM,

am.A∩C 	=∅
∪ C

2: k := lb := subsetsum(w(ϕA),
∑

am.k
am∈AM,
am.A⊆A

+ 1)

3: while true do
4: 〈st, _, _〉 := sat (_, AL , {〈A, w(ϕA), ≤, k〉})
5: if st = sat then return 〈A, lb〉
6: else k := lb := subsetsum(w(ϕA), k + 1)

The sat function (Algorithm 1 line 4) builds the SAT formula at the current iteration
and sends it to the SAT solver. As we can see, a SAT formula ϕk is built by extending
soft clauses with indicator variables and aggregating to ϕk the conversion to CNF
of the PB constraints into the sets AL and AM (sat line 2). Actually, only a subset
of the soft clauses is relaxed, i.e., extended with indicator variables bi . In particular,
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those that have appeared previously in some unsatisfiable core. This is done because
of efficiency issues.

The SAT solver outputs a triplet 〈st, ϕk
C , I〉 (sat line 3). If the SAT solver returns

satisfiable ( st = sat), ϕk
C is empty and I is the satisfying assignment (solution) found

by the SAT solver. If the SAT solver returns unsatisfiable (st = unsat), ϕk
C is the

unsatisfiable core found by the solver and I is empty. Finally, the sat function returns
the status, st , the indexes of the soft clauses in the unsatisfiable core C (sat line 4) if
st = unsat, and the satisfying assignment I if st = sat.

When the sat function returns st = sat (Algorithm 1 line 5) we return the optimal
cost and the optimal assignment (Algorithm 1 line 6) and the algorithm ends.When the
sat function returns st = unsat (Algorithm 1 line 7) we analyze the unsatisfiable core
returned by the solver and we compute, within the optimize function (Algorithm 1 line
8), which is the set of indexes of soft clauses and bound 〈A, k〉 to construct the newAt-
Most constraint 〈A, w(ϕA),≤, k〉 and update the AL and AM sets (Algorithm 1 lines
9 and 10). Technically speaking, the AL constraints give lower bounds on cost (ϕ),
while the AM constraints enforce that all solutions of the set of constraints AL ∪ AM
are the solutions of AL of minimal cost. This ensures that any solution returned by
sat (ϕ, AL , AM), if there is any, has to be an optimal assignment of ϕ.

Within the optimize function, basically, we check which non-relaxed soft clauses
and At-Most constraints on relaxed clauses are involved in the unsatisfiable core. The
union of the indexes of all these clauses, set A (optimize line 1), gives us the indexes
of the new At-Most constraint. Notice that the non-relaxed soft clauses involved in A
will be relaxed in the next step within the sat function (sat line 2). In order to finish the
building process of the new At-Most constraint, we have to compute its independent
term k (optimize lines 2–6). Intuitively, the next k has to be the next lower bound
candidate for the subproblem defined by the soft clauses related to A, i.e., ϕA . Notice
that the previous candidate was the sum of the k’s (

∑am∈AM
am.A⊆A am.k) of the At-Most

constraints involved into the unsatisfiable core, which were proven by the SAT solver
to be too restrictive. In order to obtain the next candidate, we need to find theminimum
integer k that satisfies the next conditions: (i) k is a linear combination of the weights
involved in ϕA, (ii) k is greater than or equal to (

∑am∈AM
am.A⊆A am.k)+1 and (iii) the new

At-Most constraint 〈A, w(ϕA),≤, k〉 is consistent with the set of constraints in AL .
As we can see in the optimize function, (i) and (ii) are enforced by the subsetsum

function (optimize lines 2 and 6)while (iii) is checked by the sat function (optimize line
4). The main idea is that the subset sum problem (Cormen et al. 2009) is progressively
solved until we get a solution that also satisfies the AL constraints.

Actually, the optimize function represents the following optimization problem:

Minimize
∑

i∈A wi · bi (i)
Subject to:∑

i∈A wi · bi ≥ k′ (ii)
AL (iii)
0 ≤ bi ≤ 1, i ∈ A

where k′ = (
∑am∈AM

am.A⊆A am.k) + 1. Notice that, by removing the AL constraints, we
get the subset sum problem.
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Finally, once we obtain 〈A, k〉 (Algorithm 1 line 8) to construct the new At-Most
constraint 〈A, w(ϕA),≤, k〉, we update the AL and AM sets. Basically, we replace in
the AM set the At-Most constraints whose respective soft clauses are already consid-
ered in the newAt-Most constraint (Algorithm 1 line 10). Notice that the newAt-Most
constraint enforces that the cost of any assignment to the subproblem ϕA has at most
cost k. Optionally, we extend the AL set with an additional redundant constraint stating
that the cost of any assignment to the subproblem ϕA has to be at least k (Algorithm 1
line 9).

For further information and detailed proofs on the soundness and completeness of
the original WPM2 algorithm see Ansotegui et al. (2010).

Example 8 The original WPM2 algorithm performs the following iterations on the
pigeon-hole formula presented in Example 7.

ϕ = 〈(x1, 5), (x2, 5), (x3, 3), (x4, 3), (x5, 1)〉 ∪ 〈CNF(
∑

xi ≤ 1,∞)〉

In the first iteration, the SAT formula ϕ0 is sent to the SAT solver within the sat
function. The SAT solver certifies that it is unsatisfiable, and returns an unsatisfiable
core (notedwith dots •) that involves the soft clauses 1 and 3, and the set of hard clauses.
Semantically speaking, this core tells us that pigeons 1 and 3 can not be at the same time
in the hole. The optimize function computes the new At-Most constraint (5b1 +3b3 ≤
3) that corresponds to the subproblem ϕ{1,3}. Notice that the corresponding At-Most
constraint for a subproblem restricts to k the aggregated cost of its falsified soft clauses.
Obviously, the first optimal candidate k for ϕ{1,3} is 3 since we will try first to leave
out the pigeon with the minimum weight. Then, the soft clauses are relaxed with an
additional variable and the corresponding constraints are added to AL and AM . These
changes (noted with triangles �) transform ϕ0 into ϕ3. The second iteration is similar
to the first one, but with the soft clauses 2 and 4. The newAt-Most constraint computed
by the optimize function is (5b2 + 3b4 ≤ 3).

Iteration 1

ϕ0 = { (x1), •
(x2),

(x3), •
(x4),

(x5) } ∪
CNF(

∑
xi ≤ 1) •

sat (ϕ, AL , AM) = 〈unsat, {1, 3}, ∅〉; I(ϕ) > 0;

ϕ3 = { (x1∨ b1 ), �
(x2 ),

(x3∨ b3 ), �
(x4 ),

(x5 ) } ∪
CNF(

∑
xi ≤ 1) ∪

CNF(5b1 + 3b3 ≥ 3) � ∪
CNF(5b1 + 3b3 ≤ 3) �

optimize(ϕS , AL , AM, {1, 3}) = 〈{1, 3}, 3〉;

Iteration 2

ϕ3 = { (x1∨ b1 ),

(x2) , •
(x3∨ b3 ),

(x4) , •
(x5) } ∪
CNF(

∑
xi ≤ 1) •

CNF(5b1 + 3b3 ≥ 3) ∪
CNF(5b1 + 3b3 ≤ 3)

sat (ϕ, AL , AM) = 〈unsat, {2, 4}, ∅〉; I(ϕ) > 3;

ϕ6 = { (x1∨ b1 ),

(x2∨ b2 ), �
(x3∨ b3 ),

(x4∨ b4 ), �
(x5 ) } ∪
CNF(

∑
xi ≤ 1) ∪

CNF(5b1 + 3b3 ≥ 3) ∪
CNF(5b2 + 3b4 ≥ 3) � ∪
CNF(5b1 + 3b3 ≤ 3) ∪
CNF(5b2 + 3b4 ≤ 3) �

optimize(ϕS , AL , AM, {2, 4}) = 〈{2, 4}, 3〉;
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In the third iteration, we get an unsatisfiable core for ϕ6 with the soft clauses 1 and
2, the two At-Most constraints from previous subproblems and the set of hard clauses.
The optimize function returns the subset of indexes that defines the new subproblem
ϕ{1,2,3,4}, with the soft clauses from the core and from the previous subproblems that
intersect with it. It also returns the next optimal candidate for ϕ{1,2,3,4}, k = 8, which
satisfies the three conditions: (i) it is a linear combination of the weights of ϕ{1,2,3,4},
(ii) it is greater than or equal to the addition of the subsumed previous subproblem
optimal candidates plus one (3+3+1) and (iii) its corresponding At-Most constraint
(5b1 + 5b2 + 3b3 + 3b4 ≤ 8) is consistent with the set of constraints in AL . We have
to replace the two At-Most constraints involved in the core with the new one, that is
less restrictive. Notice that the previous constraints only allowed the two pigeons with
weight 3 to be out of the hole. On the other hand, the current constraint allows both one
pigeon with weight 3 and one with weight 5 to be out of the hole. However, this is not
enough to solve the subproblem since at-least three pigeons should be out of the hole.

Iteration 3

ϕ6 = { (x1∨ b1 ), •
(x2∨ b2 ), •
(x3∨ b3 ),

(x4∨ b4 ),

(x5 ) } ∪
CNF(

∑
xi ≤ 1) • ∪

CNF(5b1 + 3b3 ≥ 3) ∪
CNF(5b2 + 3b4 ≥ 3) ∪
CNF(5b1 + 3b3 ≤ 3) •
CNF(5b2 + 3b4 ≤ 3) •

sat (ϕ, AL , AM) =
〈unsat, {1, 2}, ∅〉;
I(ϕ) > 6;

ϕ8 = { (x1∨ b1 ),

(x2∨ b2 ),

(x3∨ b3 ),

(x4∨ b4 ),

(x5 ) } ∪
CNF(

∑
xi ≤ 1) ∪

CNF(5b1 + 3b3 ≥ 3) ∪
CNF(5b2 + 3b4 ≥ 3) ∪
CNF(5b1 + 5b2 + 3b3 + 3b4 ≥ 8) � ∪
CNF(5b1 + 5b2 + 3b3 + 3b4 ≤ 8) �

optimize(ϕS , AL , AM, {1, 2}) =
〈{1, 2, 3, 4}, 8〉;

In the fourth and the fifth iteration the sat function provides a core involving the soft
clauses in ϕ{1,2,3,4}. The optimize function provides new bounds 10 and 11, respec-
tively. This last bound does allow three pigeons to be out of the hole. However, this is
not yet enough to solve the whole problem.
Iteration 4

sat (ϕ, AL , AM) =
〈unsat, {1, 2, 3, 4}, ∅〉;
I(ϕ) > 8;

optimize(ϕS , AL , AM, {1, 2, 3, 4}) =
〈{1, 2, 3, 4}, 10〉;

Iteration 5

sat (ϕ, AL , AM) =
〈unsat, {1, 2, 3, 4}, ∅〉;
I(ϕ) > 10;

optimize(ϕS , AL , AM, {1, 2, 3, 4}) =
〈{1, 2, 3, 4}, 11〉;

In the sixth iteration, we get a core involving all the soft clauses, the At-Most
constraint and the set of hard clauses. The At-Most constraint corresponding to sub-
problem ϕ{1,2,3,4}, allows three pigeons out of the hole, but one is still in the hole.
Since pigeon 5 is also in the hole, there is a conflict. We get the new constraint involv-
ing all the soft clauses and the new bound 12. In the seventh iteration, we get that
ϕ12 is satisfiable and the original WPM2 algorithm ends. Notice that indeed 12 is the
minimum cost that allows four pigeons out of the hole.
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14 C. Ansótegui et al.

Iteration 6

ϕ11 = { (x1∨ b1 ), •
(x2∨ b2 ), •
(x3∨ b3 ), •
(x4∨ b4 ), •
(x5 ) • } ∪
CNF(

∑
xi ≤ 1) • ∪

CNF(5b1 + 3b3 ≥ 3) ∪
CNF(5b2 + 3b4 ≥ 3) ∪
CNF(5b1 + 5b2 + 3b3 + 3b4 ≥ 8) ∪
CNF(5b1 + 5b2 + 3b3 + 3b4 ≥ 10) ∪
CNF(5b1 + 5b2 + 3b3 + 3b4 ≥ 11) ∪
CNF(5b1 + 5b2 + 3b3 + 3b4 ≤ 11) •

sat (ϕ, AL , AM) =
〈unsat, {1, 2, 3, 4, 5}, ∅〉;
I(ϕ) > 11;

ϕ12 = { (x1∨ b1 ),

(x2∨ b2 ),

(x3∨ b3 ),

(x4∨ b4 ),

(x5∨ b5 ) �} ∪
CNF(

∑
xi ≤ 1) ∪

CNF(5b1 + 3b3 ≥ 3) ∪
CNF(5b2 + 3b4 ≥ 3) ∪
CNF(5b1 + 5b2 + 3b3 + 3b4 ≥ 8) ∪
CNF(5b1 + 5b2 + 3b3 + 3b4 ≥ 10) ∪
CNF(5b1 + 5b2 + 3b3 + 3b4 ≥ 11) ∪
CNF(5b1 + 5b2 + 3b3 + 3b4 + 1b5 ≥ 12) � ∪
CNF(5b1 + 5b2 + 3b3 + 3b4 + 1b5 ≤ 12) �

optimize(ϕS , AL , AM, {1, 2, 3, 4, 5}) =
〈{1, 2, 3, 4, 5}, 12〉;

Iteration 7

sat (ϕ, AL , AM) = 〈sat, ∅,I〉; cost (ϕ) = 12;

In what follows, we present how the original WPM2 algorithm can be improved by
the application of the stratified approach, the hardening of soft clauses, the optimization
of subproblems, and the exploitation of the assignments whose costs are upper bounds
on the subproblems. The first three improvements were already applied in Ansótegui
et al. (2013a).

Finally, we show that a collateral result of optimizing these subproblems by refining
the upper bound is to turn the original WPM2 complete algorithm into an incomplete
algorithm given a fixed amount of time or memory resources. We present the improve-
ments in Algorithm 2 by extending Algorithm 1. The improvements are underlined.

4.1 Stratified approach

The first improvement corresponds to the stratified approach introduced in Ansótegui
et al. (2012) for algorithm WPM1. The stratified approach (Algorithm 2 lines 2, 4,
7 and 9) consists in sending to the SAT solver only a subset of the soft clauses, i.e.,
ϕM (Algorithm 2 line 4). For the sake of clarity, we will refer to this subset as a
module. More precisely, a module M is the set of indexes of the clauses to be sent to
the SAT solver. Therefore, when the sat function returns st = sat, it means that we
have solved the subproblem ϕM . If ϕM is equal to ϕ, then we have solved the whole
problem and we can finish (Algorithm 2 line 7). A crucial point is how we extend our
current module. This action is performed by the newmodule function (Algorithm 2
line 9).

In our current approach, we follow the stratified strategy applied in Ansótegui et al.
(2012). There, a module M is formed by the indexes of the clauses whose weight
is greater than or equal to a certain weight wmax . Initially, wmax is ∞. In order to
extend the current module, we apply the diversity heuristic (Algorithm 2 line 9) which
supplies us with an efficient method to calculate how we have to reduce the value of
wmax . In particular, when there is a low diversity of weights in w(ϕ \ ϕM ), wmax is
decreased to max w(ϕ \ ϕM ), while when there is a high diversity of weights, wmax

decreases faster to keep the diversity of w(ϕ \ ϕM ) low. A similar approach with
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an alternative heuristic for grouping clauses can be found in Martins et al. (2012).
In Morgado et al. (2013b), it is proposed to only consider in the working formula or
the current module, those clauses that have been falsified by a satisfying assignment
corresponding to an upper bound.

4.2 Clause hardening

The hardening of soft clauses in MaxSAT SAT-based solvers has been previously
studied in Borchers and Furman (1998), Li et al. (2007), Larrosa et al. (2008), Heras
et al. (2008), Marques-Silva et al. (2011), Ansótegui et al. (2012), and Morgado et al.
(2012). Inspired by theseworkswe study a hardening scheme forWPM2.While clause
hardening was reported to have no positive effect in WPM1 (Ansótegui et al. 2012),
we will see that it boosts efficiency in WPM2.

The clause hardening (Algorithm 2 lines 2, 8 and 11) consists in considering hard
those soft clauses whose satisfiability we know does not need to be reconsidered. We
need some lemma ensuring that falsifying those soft clauses would lead us to non-
optimal assignments. In the case of WPM1, all soft clauses satisfying wi > W , where
W = ∑{wi | (ci , wi ) ∈ ϕ ∧ wi < wmax } is the sum of weights of clauses not sent to
the SAT solver, can be hardened.

The correctness of this transformation is ensured by the following lemma:

Algorithm 2: Improved WPM2.
Input: ϕ = 〈(c1, w1), . . . , (cs , ws ), (cs+1, ∞), . . . , (cs+h , ∞)〉

1: if 〈unsat, _, _, _〉 = sat (ϕH , _, _, _) then return 〈∞, ∅〉
2: 〈AL , AM, β,IS , H ′, M〉 := 〈∅, ∅, ∅, ∅, ∅, newmodule(ϕ, H(ϕ))〉
3: while true do
4: 〈st,C,IM , β〉 := sat (ϕM , AL , AM, β)

5: if st = sat then

6: IS :=
I∈{IM ,IS }
argmin I(ϕ)

7: if ϕM = ϕ then return 〈IM (ϕ),IM 〉
8: H ′ := harden(ϕ, AM, M)

9: M := newmodule(ϕ, M)

10: else
11: 〈A, k,IA,IS〉 := optimize(ϕS∪H , AL , AM,C, H ′,IS)

12: β := i∈A{bi | IA(ϕ.ci ) = 0} ∪
i∈A

{bi | IA(ϕ.ci ) = 1} ∪ βS\A
13: AL := {〈A, w(ϕA), ≥, k〉} ∪ AL
14: AM := {〈A, w(ϕA), ≤, k〉} ∪ AM \ {am ∈ AM}

am.A⊆A

Lemma 1 (Lemma 24 in Ansótegui et al. (2013b))
Let ϕ1 = {(c1, w1), . . . , (cs, ws), (cs+1,∞), . . . , (cs+h,∞)} be a MaxSAT for-

mula with cost zero, let ϕ2 = {(c′
1, w

′
1), . . . , (c

′
r , w

′
r )} be a MaxSAT formula without

hard clauses and W = ∑r
j=1 w′

j . Let
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16 C. Ansótegui et al.

harden(w) =
{

w if w ≤ W
∞ if w > W

and ϕ′
1 = {(ci , harden(wi )) | (ci , wi ) ∈ ϕ1}. Then, cost(ϕ1 ∪ ϕ2) =cost(ϕ′

1 ∪ ϕ2),
and any optimal assignment for ϕ′

1 ∪ ϕ2 is an optimal assignment of ϕ1 ∪ ϕ2.

However, this lemma is not useful in the case of WPM2 because we do not proceed
by transforming the formula, like inWPM1. Therefore, we generalize this lemma. For
this, we need to introduce the notion of optimal candidate of a formula.

Function sat(ϕ, AL , AM, β)

1: 〈A, k〉 := 〈⋃ am.A,
∑

am.k〉
am∈AM

2: ϕk := {ϕ.ci }
i /∈A

∪ {ϕ.ci ∨ bi }
i∈A

∪ CNF(AL ∪ AM)∪β

3: repeat

4: 〈st, ϕkC ,I〉 := satsolver(ϕk )

5: 〈β, ϕk 〉 := 〈β \ ϕkC , ϕk \ β〉
6: until (β ∩ ϕkC = ∅)

7: C := {i ∈ S(ϕ) | (ϕ.ci ∈ ϕkC ) ∨ (ϕ.ci ∨ bi ∈ ϕkC )}
8: return 〈st,C,I, β〉

Function optimize(ϕ, AL , AM,C, H ′, IS)
1: A := (

⋃
am.A

am∈AM,
am.A∩C 	=∅

∪ C) \ H ′

2: k := lb := subsetsum(w(ϕA),
∑

am.k
am∈AM,
am.A⊆A

+ 1)

3: ub := W (ϕA)

4: while true do

5: k := strategy(

re f ine
lower bound

lb ,

binary search
lb+ub

2 ,

re f ine
upper bound
ub − 1 )

6: 〈st, _,IA, _〉 := sat (ϕA∪H∪H ′ ,AL , {〈A, w(ϕA), ≤, k〉}∪ am.A⊆H ′
{am ∈ AM}, _)

7: if st = sat then

8: 〈IS , ub〉 := 〈
I∈{IA,IS }
argmin I(ϕ),IA(ϕA)〉

9: if lb = ub then return 〈A, lb,IA,IS〉
10: else
11: k := lb := subsetsum(w(ϕA), k + 1)
12: if lb = ub then return 〈A, lb,IA,IS〉
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Definition 14 Given a WPMS formula ϕ = 〈(c1, w1), . . . , (cs, ws), (cs+1,∞), . . . ,

(cs+h,∞)〉, we say that k is an optimal candidate of ϕ if there exists a subset A ⊆
{1, . . . , s} such that ∑i∈A wi = k.

Notice that, for any assignment I of the variables of ϕ, we have that I(ϕ) is an
optimal candidate of ϕ. However, if k is an optimal candidate, there does not exist
necessarily an assignment I satisfying I(ϕ) = k. Notice also that, given ϕ and k,
finding the next optimal candidate, i.e., finding the smallest k′ > k such that k′ is an
optimal candidate of ϕ is equivalent to the subset sum problem.

Lemma 2 Let ϕ1 ∪ϕ2 be a WPMS formula and k1 and k2 values such that: cost(ϕ1 ∪
ϕ2) = k1 + k2 and any assignment I satisfies I(ϕ1) ≥ k1 and I(ϕ2) ≥ k2. Let k′ be
the smallest possible optimal candidate of ϕ2 such that k′ > k2. Let ϕ3 be a set of soft
clauses with W = ∑{wi | (ci , wi ) ∈ ϕ3}.

Then, if W < k′ − k2, then any optimal assignment I ′ of ϕ1 ∪ ϕ2 ∪ ϕ3 assigns
I ′(ϕ2) = k2

Proof Let I ′ be any optimal assignment of ϕ1 ∪ ϕ2 ∪ ϕ3. On the one hand, as for any
other assignment, we have I ′(ϕ2) ≥ k2.

On the other hand, any of the optimal assignments I of ϕ1 ∪ ϕ2 can be extended
(does not matter how) to the variables of var(ϕ3) \ var(ϕ1 ∪ ϕ2), such that

I(ϕ1 ∪ ϕ2 ∪ ϕ3) = I(ϕ1) + I(ϕ2) + I(ϕ3) ≤ k1 + k2 + W < k1 + k′ (1)

Now, assume that I ′(ϕ2) 	= k2, then I ′(ϕ2) ≥ k′. As any other assignment,
I ′(ϕ1) ≥ k1. Hence, I ′(ϕ1 ∪ ϕ2 ∪ ϕ3) ≥ k1 + k′ > I(ϕ1 ∪ ϕ2 ∪ ϕ3), but this
contradicts the optimality of I ′. Therefore, I ′(ϕ2) = k2. ��
Example 9 It may seem that the condition of Lemma 2 is hard to satisfy unless ϕ1
and ϕ2 are over disjoint sets of variables. This is not the case, and here we present a
simple example where ϕ1 and ϕ2 share variables and Lemma 2 holds:

ϕH =CNF(((x1 + x2 ≤ 1),∞), ((x3 + x4 ≤ 1),∞), ((x1+x2+x3 + x4 ≤ 2),∞))

ϕ1 = 〈(x1, 1), (x2, 1)〉 ∪ ϕH

ϕ2 = 〈(x3, 1), (x4, 1)〉 ∪ ϕH

ϕ1 ∪ ϕ2 = 〈(x1, 1), (x2, 1), (x3, 1), (x4, 1)〉 ∪ ϕH

Notice that the condition of Lemma 2 is satisfied for ϕ1 and ϕ2, since k1 = cost (ϕ1) =
1, k2 = cost (ϕ2) = 1 and k1 + k2 = cost (ϕ1 ∪ ϕ2) = 2.

In order to apply this lemmawehave to consider formulasϕ1∪ϕ2 ensuring cost(ϕ1∪
ϕ2) = k1 + k2 and I(ϕ1) ≥ k1 and I(ϕ2) ≥ k2, for any assignment I. This can be
easily ensured, in the case ofWPM2, if both ϕ1 and ϕ2 are subproblems. Then, we only
have to check if the next optimal candidate k′ of ϕ2 exceeds the previous one k2 more
than the sumW of the weights of the clauses not sent to the SAT solver. In such a case,
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we can consider all soft clauses of ϕ2 and their corresponding AM constraint with k2
as hard clauses. In other words, we do not need to recompute the optimal k2 of ϕ2.

The harden(ϕ, AM, M) function (Algorithm 2 line 8) returns the set of indexes
of soft clauses H ′ that needs to be considered hard based on the previous analysis
according to: the current set of At-Most constraints AM , the next optimal candidates
of these constraints and the sum of the weights W of soft clauses beyond the current
wmax , i.e., not yet sent to the SAT solver.

Function harden(ϕ, AM, M)
1: H ′ = {i | 〈A, w(ϕA), ≤, k〉 ∈ AM{i} ∧ ∑

w(ϕ \ ϕM ) < subsetsum(w(ϕA), k + 1) − k}
2: return H ′

Finally, in the optimize function (Algorithm 2 line 11) we introduce H ′ since as we
will see in the next subsection, we need to know which are all the hard clauses to this
point of the execution.

4.3 Subproblem optimization

Aswe havementioned earlier, one key point inWPM2 is how to compute 〈A, k〉within
the optimize function (Algorithm 2 line 11) to construct the new At-Most constraint
(〈A, w(ϕ),≥, k〉). In the original WPM2 algorithm, the idea was to compute the next
lower bound candidate, k, for the subproblem ϕA. We can go further and set k to the
optimal cost of the subproblem ϕA∪H , i.e., k = cost (ϕA∪H ).1

In order to do this, while taking advantage of the AL constraints generated so far,
we only have to extend the definition of the minimization problem corresponding to
the original optimize function, by adding ϕA∪H to the Subject to section.

To solve ϕA∪H , we can use any complete approach related to MaxSAT, such as,
MaxSAT branch and bound algorithms, MaxSAT SAT-based algorithms, saturation
under the MaxSAT resolution rule (Larrosa and Heras 2005; Bonet et al. 2006), or we
can use other solving techniques such as PB solvers or ILP techniques, etc. Therefore
the improved WPM2 algorithm is parametric on any suitable optimization solving
approach. In this work, we experimented with an ILP approach, corresponding to the
strategy shown in Sect. 3, and three MaxSAT approaches (new optimize line 5) that
we describe in the next lines.

The first and natural approach consists in iteratively refining (increasing) the lower
bound (k = lb) on cost (ϕA∪H ) by applying the subsetsum function as in the original
WPM2 (new optimize lines 5 and 11). The procedure stops when lb satisfies the
constraints AL ∪ ϕA∪H (new optimize line 9). Notice that, since we have included
ϕA∪H into the set of constraints, we will get an optimal assignment or solution for
ϕA∪H .

The second approach consists in iteratively refining (decreasing) the upper bound
following the strategy applied in minisat+ (Eén and Sörensson 2006), SAT4J (Berre

1 For the sake of clarity, we will obviate in the following mentioning the hardened soft clauses (H ′) due to
the clause hardening technique (see Sect. 4.2).
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2006), qmaxsat (Koshimura et al. 2012) or ShinMaxSat (Honjyo and Tanjo 2012).
The upper bound ub is initially set to the top weight of ϕA. Then, we iteratively check
whether there exists an assignment for ϕA∪H with cost k = ub− 1. Whenever we get
a satisfying assignment (IA) we update ub to IA(ϕA), i.e., the sum of the weights wi

of those soft clauses falsified under the satisfying assignment (new optimize line 5).
Notice that since IA is a satisfying assignment, it follows that IA(ϕA) = IA(ϕA∪H ).
If we get an unsatisfiable answer, the previous upper bound (IA(ϕA)) is the optimal
cost for ϕA∪H (new optimize lines 11 and 12 ).

The third approach applies a binary search scheme (Heras et al. 2011; Cimatti et al.
2010; Fu andMalik 2006) on k (new optimize line 5). We additionally refine the lower
bound (lb) as in our first approach and the upper bound (IA(ϕA)) as in the second
approach. The search endswhen lb andIA(ϕA) are equal (new optimize lines 9 and 11).

A final remark is that, if we combine this technique with the previous hardening
technique, then we simply have to take into account the set of indexes of soft clauses
H ′ that became hard. Aswe can see in the new optimize function (Algorithm 2 line 11),
we first compute the set A as in the original function, but excluding the soft clauses
that became hard H ′ (new optimize line 1). Then, we call the sat function but adding
ϕA∪H∪H ′ and the set of At-Most constraints involved in H ′, i.e., {am ∈ AM}am.A⊆H ′
(new optimize line 6).

The worst case complexity, in terms of the number of calls to the SAT solver, of the
improved WPM2 algorithm is the number of times that the optimize function is called
(bounded by the number of soft clauses) multiplied by the number of SAT calls needed
in each call to the optimize function. This latter number is logarithmic on the sum of
the weights of the clauses of the core if we use a binary search, hence essentially the
number of clauses. Therefore, the worst case complexity, when using a binary search
to solve the subproblems, is quadratic on the number of soft clauses.

In order to see that the number of calls to the optimize function is bounded by the
number of clauses we just need to recall that WPM2 merges the At-Most constraints.
Consider a binary tree where the soft clauses are the leaves, and the internal nodes
represent the merges (calls to the optimize function). A binary tree of n leaves has n−1
internal nodes.

Solving all the subproblems exactly can be very costly since these are NP-hard
problems. Notice that some of these subproblems can be integrated soon into another
subproblem which we will also solve. A reasonable strategy would be to solve a
subproblem when it appears for the second time, meaning that the associated k is not
the optimal cost. However, in practice, we found that the more efficient strategy was
to solve a subproblem only if it incorporates a previous subproblem.

Example 10 The improved WPM2 algorithm performs different iterations from the
ones of the original WPM2 in Example 8 on the pigeon-hole formula presented in
Example 7.

ϕ = 〈(x1, 5), (x2, 5), (x3, 3), (x4, 3), (x5, 1)〉 ∪ 〈CNF(
∑

xi ≤ 1,∞)〉

In contrast to the original, the improved WPM2 algorithm performs fewer calls to the
sat function with an unsatisfiable response. Therefore, it performs fewer calls to the
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optimize function and fewer updates to AL and AM . Besides, the sat function deals
with formulasϕM with fewer soft clauses and sets AL and AM with shorter constraints.
We find the first difference in the first iteration where, applying the stratified approach,
we consider only a subproblem ϕM with those clauses whose weight wi ≥ 5. The first
unsatisfiable core (noted with dots •), involves the soft clauses 1 and 2, and the set
of hard clauses. The optimize function computes the new At-Most constraint that
corresponds to the subproblem ϕ{1,2}∪H . The optimal cost k for this subproblem is 5,
since this is the weight of both pigeons. Notice that, applying the stratified approach,
we get a better first lower bound for the formula. The soft clauses are relaxed and the
corresponding constraints are added to AL and AM (noted with triangles �). In the
second iteration, we get that ϕ5

M is satisfiable. Since ϕM is not equal to ϕ, we compute
a new module M with those clauses whose weight wi ≥ 3.
Iteration 1

ϕ0M = { (x1), •
(x2), • } ∪
CNF(

∑
xi ≤ 1) •

ϕ5M = { (x1∨ b1 ), �
(x2∨ b2 ), � } ∪
CNF(

∑
xi ≤ 1) ∪

CNF(5b1 + 5b2 ≥ 5) � ∪
CNF(5b1 + 5b2 ≤ 5) �

sat (ϕM , AL , AM, _) =
〈unsat, {1, 2},∅, _〉;
I(ϕ) > 0;

optimize(ϕ, AL , AM, {1, 2}, {}, _) =
〈{1, 2}, 5, _, _〉;

Iteration 2

sat (ϕM , AL , AM, _) = 〈sat, ∅,I, _〉; ϕM 	= ϕ → I(ϕ) ≥ 5; M = {1, 2, 3, 4};

The third iteration is similar to the first one, but with the soft clauses 3 and 4.
Iteration 3

ϕ5M = { (x1∨ b1 ),

(x2∨ b2 ),

(x3 ), •
(x4 ), • } ∪
CNF(

∑
xi ≤ 1) • ∪

CNF(5b1 + 5b2 ≥ 5) ∪
CNF(5b1 + 5b2 ≤ 5)

ϕ8M = { (x1∨ b1 ),

(x2∨ b2 ),

(x3∨ b3 ), �
(x4∨ b4 ), � } ∪
CNF(

∑
xi ≤ 1) ∪

CNF(5b1 + 5b2 ≥ 5) ∪
CNF(3b3 + 3b4 ≥ 3) � ∪
CNF(5b1 + 5b2 ≤ 5) ∪
CNF(3b3 + 3b4 ≤ 3) �

sat (ϕM , AL , AM, _) =
〈unsat, {3, 4},∅, _〉;
I(ϕ) > 5;

optimize(ϕ, AL , AM, {3, 4}, {}, _) =
〈{3, 4}, 3, _, _〉;

It is in the fourth iteration where we can appreciate the impact of subproblem opti-
mization. In Example 8, we needed three iterations to get the bound 11 for the At-Most
constraint corresponding to the subproblem ϕ{1,2,3,4}. Incorporating the hard clauses
to the optimize function and solving the subproblem ϕ{1,2,3,4}∪H , we get directly the
optimal cost 11 in just one iteration. In the fifth iteration, we get that ϕ5

M is satisfiable.
As ϕM is not equal to ϕ we have to compute a new module again. Before doing that,
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we apply the hardening technique. We get that the soft clauses 1, 2, 3 and 4, and their
corresponding At-Most constraint can be considered as hard (H ′). This is because the
current k of this At-Most constraint is 11 (5 + 3 + 3) and its next k′ candidate is 13
(5+ 5+ 3), while the addition of weights of those soft clauses not yet in M , i.e., {5},
is only 1. So, reconsidering this At-Most constraint would lead to an assignment with
a higher cost than falsifying all the soft clauses not yet in M . Semantically speaking,
the increase in cost of any non-allowed distribution of pigeons 1, 2, 3 and 4, is always
higher than the cost of allowing the pigeon 5 to be out of the hole. After applying the
hardening technique, we compute the new module M (clauses whose weight wi ≥ 1)
that corresponds to the whole problem (i.e., in the next iteration with a satisfiable
response from the sat function, we will have found the solution).
Iteration 4

ϕ8M = { (x1∨ b1 ), •
(x2∨ b2 ), •
(x3∨ b3 ), •
(x4∨ b4 ), • } ∪
CNF(

∑
xi ≤ 1) • ∪

CNF(5b1 + 5b2 ≥ 5) ∪
CNF(3b3 + 3b4 ≥ 3) ∪
CNF(5b1 + 5b2 ≤ 5) • ∪
CNF(3b3 + 3b4 ≤ 3) •

ϕ11M = { (x1∨ b1 ),

(x2∨ b2 ),

(x3∨ b3 ),

(x4∨ b4 ), ∪
CNF(

∑
xi ≤ 1) ∪

CNF(5b1 + 5b2 ≥ 5) ∪
CNF(3b2 + 3b4 ≥ 3) ∪
CNF(5b1 + 5b2 + 3b3 + 3b4 ≥ 11) � ∪
CNF(5b1 + 5b2 + 3b3 + 3b4 ≤ 11) �

sat (ϕM , AL , AM, _) =
〈unsat, {1, 2, 3, 4},∅, _〉;
I(ϕ) > 8;

optimize(ϕ, AL , AM, {1, 2, 3, 4}, {}, _) =
〈{1, 2, 3, 4}, 11, _, _〉;

Iteration 5

sat (ϕM , AL , AM, _) = 〈sat,∅,I, _〉; ϕM 	= ϕ → I(ϕ) ≥ 11; H ′ = {1, 2, 3, 4}; M = {1, 2, 3, 4, 5};

In the sixth iteration, the sat function returns a core with all the soft clauses, the At-
Most constraint and the set of hard clauses. Applying the hardening technique, the soft
clauses with indexes in H ′ and the corresponding At-Most constraint are considered
as hard. Therefore, the new At-Most constraint computed by the optimize function
involves only the soft clause 5 and has the new bound k = 1. In the seventh iteration,
we get that ϕ12

M is satisfiable. Since ϕM is equal to ϕ, 12 is the solution to the problem.
Iteration 6

ϕ11M = { (x1∨ b1 ), •
(x2∨ b2 ), •
(x3∨ b3 ), •
(x4∨ b4 ), •
(x5 ) • } ∪
CNF(

∑
xi ≤ 1) • ∪

CNF(5b1 + 5b2 ≥ 5) ∪
CNF(3b2 + 3b4 ≥ 3) ∪
CNF(5b1 + 5b2 + 3b3 + 3b4 ≥ 11) ∪
CNF(5b1 + 5b2 + 3b3 + 3b4 ≤ 11) •

ϕ12M = { (x1∨ b1 ),

(x2∨ b2 ),

(x3∨ b3 ),

(x4∨ b4 ),

(x5∨ b5 ) �} ∪
CNF(

∑
xi ≤ 1) ∪

CNF(5b1 + 5b2 ≥ 5) ∪
CNF(3b2 + 3b4 ≥ 3) ∪
CNF(5b1 + 5b2 + 3b3 + 3b4 ≥ 11) ∪
CNF(5b1 + 5b2 + 3b3 + 3b4 ≤ 11) ∪
CNF(1b5 ≥ 1) � ∪
CNF(1b5 ≤ 1) �

sat (ϕM , AL , AM, _) =
〈unsat, {1, 2, 3, 4, 5},∅, _〉
I(ϕ) > 11;

optimize(ϕ, AL , AM, {1, 2, 3, 4, 5}, {1, 2, 3, 4}, _) =
〈{5}, 1〉;
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Iteration 7

sat (ϕM , AL , AM, _) = 〈sat, ∅,I, _〉; ϕM = ϕ → cost (ϕ) = 12;

4.4 Exploiting satisfying assignments from subproblems

Whenever we obtain an upper bound or solution for a subproblem, we can obtain an
upper bound for thewhole problem. Consider ϕA∪H , where A is a subset of the indexes
of the soft clauses in a WPMS formula ϕ and H the set of indexes of the hard clauses,
as the subproblem we want to solve. According to the search strategy we use in the
optimize function (see Sect. 4.3) we may obtain assignments IA (Algorithm 2 line 6)
that are upper bounds or directly a solution for ϕA∪H . If we extend this assignment
by assigning a random value in {0, 1} to every variable in var(ϕ) \ var(ϕA∪H ), then
it is not difficult to see that IA(ϕ) ≥ cost (ϕ), i.e., IA(ϕ) is an upper bound for ϕ.
Therefore, by comparing IA(ϕ)with the cost of the best assignment found so far IS(ϕ)

(Algorithm 2 line 8), the improvedWPM2 algorithm becomes naturally an incomplete
approach. It is incomplete in the sense that it reports the assignment with the best cost
found within restricted time and memory resources.

Also, due to the stratification approach, once we obtain a satisfying assignment IM
for a module M (Algorithm 2 line 4), we may have obtained a better upper bound for
ϕ. Therefore, following the same idea, we update conveniently IS (Algorithm 2 line
6) as in the optimize function.

Obviously, this incomplete approach makes sense if we are able to obtain quickly
good quality upper bounds. We will show that this is the case in the experimental
section (see Sect. 6). However, let us visualize the behavior of the improved WPM2
algorithm on a particular instance. In Fig. 1, we show the upper bounds IA(ϕ) and
lower bounds obtained during the execution of the improved WPM2 on an industrial
Partial MaxSAT formula ϕ. The upper bound refinement strategy was used for the
subproblem optimization phase.

For the sake of comparison, we also show the lower bounds obtained with the
originalWPM2algorithm.Theobjective is to show that the improvedWPM2algorithm
not only is able to provide good upper bounds, it also converges faster to the optimal
cost.

In the x-axis, we show the elapsed seconds of the search in a logarithmic scale.
The y-axis correspond to the range of the objective function (from 0 to top weight). In
the upper half (from optimum to top weight) we show the value of the obtained upper
bounds and in the lower half (from optimum to 0) we show the value of the lower
bounds.

As we can see, the original WPM2 does not provide any upper bound until the
optimum is found. In contrast, the improvedWPM2does provide several upper bounds
coming from the subproblem optimization phase.

Both algorithms provide lower bounds. Every lower bound update corresponds to
a new k for a subproblem obtained after a call to the optimize function and is followed
by a call to the sat function to check the satisfiability of the whole problem. Notice
that the subproblem optimization occurs always between lower bound updates. In the
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Fig. 1 Upper and lower bounds obtained with the original and the improved WPM2

improved WPM2 algorithm, during the subproblem optimization phase, the upper
bound for the particular subproblem is always improved, i.e., it decreases. However,
if we extend this assignment to the whole problem this monotonic behavior is not
guaranteed. This is why, in Fig. 1, during the subproblem optimization phase, the
upper bounds for the whole problem tend to decrease but can also increase.

With respect to the quality of these upper bounds, notice that, in less than 5 s, an
upper bound very close to the optimum (less than 6 % error) is obtained. Also, an
upper bound IA(ϕ) equal to the optimal cost cost (ϕ) (0 % error) is obtained in 132 s,
earlier than the solution itself (226 s). This is interesting because it means that we
can obtain very high quality assignments or even a solution before solving exactly the
problem, i.e., certifying that there is no any other assignment with a lower cost.

Finally, we can see that, thanks to subproblem optimization, the improved WPM2
only needs 6 calls (lower bounds updates) on the whole problem, while the original
WPM2 needs more than 40.

For more detailed information, we analyze the quality of upper bounds for all the
instances of our experimentation in Sect. 6 (Figs. 2 and 3).

We can further exploit the satisfying assignments obtained during the search. In
modern SAT solvers, the polarity of the decision variables is chosen according to
the most recent polarity they were assigned in a previous partial assignment. This
technique is called phase saving (Pipatsrisawat and Darwiche 2007) and its main goal
is to avoid redoing work. Notice that, during backtracking, many variable assignments
are undone and the suitable polarity needs to be revealed again during search.

In our SAT-based MaxSAT algorithms, we perform independent queries to a SAT
solver. Therefore, some suitable information can be lost. For example, in Sect. 5 we
discuss how to preserve learned clauses by using the SAT solvers in incremental
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mode. Here, the idea is to use the optimal assignment IA for a subproblem ϕA∪H

(Algorithm 2 line 11) to guide the search in the next call to the SAT solver. Basically,
the set β (Algorithm 2 line 12) is updated to contain the unit clauses that represent
whether the ith soft clausewas satisfied (bi ) or falsified (bi ) by theIA of themost recent
subproblem it took part in. We expect assignments IA to be more informed as search
proceeds and therefore be able to guess the satisfaction status of soft clauses in optimal
assignments for ϕ. In the sat function the set β is appended to the set of clauses sent to
the SAT solver (new sat line 2). Although this gives us extra propagation, it may be the
case that our guess is wrong, therefore we iteratively call the SAT solver until no unit
clause in β is involved in the unsatisfiable core (new sat lines 3, 5 and 6). Notice that
the unit clauses that do not appear in any core, do remain in the set β providing us extra
propagation power (Algorithm 2 line 4). Therefore, we use the optimal assignments
from subproblems to guess the phase of the variables in an optimal assignment to the
whole problem ϕ. In addition, we can also use the satisfying assignments IA, obtained
within the subproblem optimization, to guide the search during this phase.

5 Engineering efficient SMT-based MaxSAT solvers

We have implemented both the last version of the WPM1 algorithm (Ansótegui et al.
2012) and the improved WPM2 algorithm on top of the Yices SMT solver (Dutertre
and de Moura 2014).

An SMT formula is a generalization of a Boolean formula in which some propo-
sitional variables have been replaced by predicates with predefined assignments from
background theories such as, e.g., linear integer arithmetic. For example, an SMT
formula can contain clauses like x1 ∨ x2 ∨ (b1 + 2 ≤ b1) and (b1 ≥ 2 · b2 + 3 · b3),
where x1 and x2 are Boolean variables and b1, b2 and b3 are integer variables. Pred-
icates over non-Boolean variables, such as linear integer inequalities, are evaluated
according to the rules of a background theory. Leveraging the advances made in SAT
solvers in the last decade, SMT solvers have proved to be competitive with classical
decision methods in many areas. Most modern SMT solvers integrate a SAT solver
with decision procedures (theory solvers) for sets of literals belonging to each theory.
This way, we can hopefully get the best of both worlds: in particular, the efficiency
of the SAT solver for the Boolean reasoning and the efficiency of special-purpose
algorithms for the theory reasoning.

Another reasonable choice would be to use a PB solver, which can be seen as a
particular case of an SMT solver specialized on the theory of PB constraints (Man-
quinho et al. 2009, 2010). However, if we also want to solve problems modeled with
richer formalisms like WCSP, the SMT approach seems a better choice since we can
take advantage of a wide range of theories (Ansótegui et al. 2011).

Among the theories considered in the SMT-LIB (Barrett et al. 2010) (SMTLibrary)
we are interested in QF_LIA (Quantifier-Free Linear Integer Arithmetic). With the
QF_LIA theory we can model the PB constraints that SAT-based MaxSAT algorithms
generate during their execution. To this end, the PB variables can be declared as integer
variables whose domain is {0, 1}. Therefore, for the SMT-based MaxSAT algorithm,
we just need to replace the conversions to CNF by the proper linear integer arithmetic
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predicates. As we can see in Example 11, the SMT-LIB language v2.0 is a standard
language with a prefix notation where the operator is placed at the beginning of the
predicates.

Example 11 Given the SAT instance of Example 8 Iteration 3, ϕ6 = {(x1 ∨b1), (x2 ∨
b2), (x3 ∨ b3), (x4 ∨ b4), (x5) } ∪ CNF(

∑
xi ≤ 1) ∪ CNF(5 · b1 + 3 · b3 ≥ 3) ∪

CNF(5 · b2 + 3 · b4 ≥ 3) ∪CNF(5 · b1 + 3 · b3 ≤ 3) ∪CNF(5 · b2 + 3 · b4 ≤ 3) The
SMT instance ϕ6 in the SMT-LIB language v2.0 under QF_LIA (Barrett et al. 2010)
would be as follows:

; Set QF_LIA theory

(set-logic QF_LIA)

; Declaration of variables

(declare-fun x1 () Bool)
(declare-fun x2 () Bool)
(declare-fun x3 () Bool)
(declare-fun x4 () Bool)
(declare-fun x5 () Bool)
(declare-fun b1 () Int)
(declare-fun b2 () Int)
(declare-fun b3 () Int)
(declare-fun b4 () Int)
(declare-fun b5 () Int)

; Bounds for PB variables

(assert (>= b1 0))
(assert (<= b1 1))
(assert (>= b2 0))
(assert (<= b2 1))
(assert (>= b3 0))
(assert (<= b3 1))
(assert (>= b4 0))
(assert (<= b4 1))
(assert (>= b5 0))
(assert (<= b5 1))

; Soft clauses

(assert (or x1 (= b1 1)))
(assert (or x2 (= b2 1)))
(assert (or x3 (= b3 1)))
(assert (or x4 (= b4 1)))
(assert x5)

; Hard clauses

(assert (or (not x1) (not x2))
(assert (or (not x1) (not x3))
(assert (or (not x1) (not x4))
(assert (or (not x1) (not x5))
(assert (or (not x2) (not x3))
(assert (or (not x2) (not x4))
(assert (or (not x2) (not x5))
(assert (or (not x3) (not x4))
(assert (or (not x3) (not x5))
(assert (or (not x4) (not x5))

; PB constraints

(assert (>= (+ (* b1 5) (* b3 3)) 3))
(assert (>= (+ (* b2 5) (* b4 3)) 3))
(assert (<= (+ (* b1 5) (* b3 3)) 3))
(assert (<= (+ (* b2 5) (* b4 3)) 3))

; Check satisfiability

(check-sat)

As suggested in Fu and Malik (2006) and Martins et al. (2011), we can preserve
some learned lemmas from previous iterations that may help to reduce the search
space. In order to do that, we execute the SMT solver in incremental mode. Within
this mode, we can call the solve routine and add new clauses (assertions) on demand,
while preserving learned lemmas. However, notice that our algorithms delete parts of
the formula between iterations. For example, when we have to update the AM set in
the WPM2 algorithm (see Sect. 4) by deleting some At-Most constraints. Therefore,
we also have to take care of any learned lemma depending on them.

The Yices SMT solver gives the option of marking assertions as retractable. If
the SMT solver does not support the deletion of assertions but supports the usage of
assumptions, we can replace every retractable assertion c, with a → c, where a is an
assumption. Before each call, we activate the assumptions of assertions that have not
been retracted by the algorithm. Notice that assertions that do have been retracted will
have a pure literal (a) such that a has not been activated. Therefore, the solver can
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safely set to false a, deactivating the clause. Moreover, any learned lemma on those
assertions will also include a. For example, Z3 and Mathsat SMT solvers do not allow
to delete clauses, but they allow the use of assumptions.

From the point of view of incrementality it is also quite recommendable to reuse as
much as possible the PB constraints we modify during the search, since we will also
be able to reuse learned clauses depending on them. Pioneering works in this sense can
be found in Bofill et al. (2013) and Andres et al. (2012). Our current implementation
does not incorporate these complementary improvements, but itwould certainly benefit
from them.

6 Experimental results

In this section we present an intensive experimental investigation on the industrial
and crafted instances of the MaxSAT Evaluation 2013 (MSE13) (Argelich et al. 2006-
2004). We provide results for the improved WPM2 SMT-based MaxSAT solver and
the best solvers of the MSE13. We run our experiments on a cluster with Intel Xeon
CPUE7-8837@2.67GHz processors and amemory limit of 3.5GB. These are exactly
the same specs as in the MSE13.

The instance set of theMSE13 is divided in four categories depending on the variant
of the MaxSAT problem: MaxSAT (MS), Partial MaxSAT (PMS), Weighted MaxSAT
(WMS) or WPMS. In addition, instances are further divided according to their nature
into three subcategories: random, crafted or industrial (we are actually only interested
in industrial and crafted). In each subcategory, instances are grouped by families.

We use the same set of instances for experiments on complete and incomplete
solvers. The experimental results for complete and incomplete solvers are presented
in Sects. 6.1 and 6.2, respectively.

6.1 Complete solvers

In this subsection, we analyze the performance of the improved WPM2 complete
solver. First of all, we present the summarized results of the complete solvers at
MSE13 in Tables 1 and 2. Second, we analyze the impact of each improvement on the
original WPM2 algorithm in Table 3 (full detailed information in Tables 11 and 12).
Then, we compare the results of the improvedWPM2 solverwith the best solvers of the
MSE13 in Table 4 (full detailed information in Tables 13 and 14). Finally, in Tables 5
and 6, we further analyze the results of the improved WPM2 solver, discussing how
it is able to exploit more efficiently the structure of the instances.

Tables 1 and 2 show the results of the MSE13 (with a timeout of 1800 s). Since
families have different numbers of instances, we considered it was more fair to present
the solvers ordered bymean family ratio of solved instances. In Table 1 we see the four
best performing solvers on each industrial and crafted subcategory. In Table 2 we see
the best performing solvers on the whole set of industrial and crafted instances. We
have excluded I SAC+, since it is a portfolio based solver and our intention here is
to compare ground solvers. Notice that I SAC+ already includes some of the ground
solvers. The ground solvers with the best overall performance were:wpm2-13∗which
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actually corresponds to a WPM2 variation (wpm2shua∗ in Table 3), maxhs13 which
consists in an hybrid SAT-ILP approach described in Davies and Bacchus (2011),
qms2 which is based on an upper bound refinement described in Koshimura et al.
(2012), optim-ni and msunc which implement the core-guided binary search algo-
rithm described in Heras et al. (2011) andMorgado et al. (2012), pwbo2.3which takes
advantage of parallel processing as described in Martins et al. (2011), Martins et al.
(2012), wpm1-2013 which is the SMT-based version of the improved WPM1 algo-
rithm described in Ansótegui et al. (2012), ilp which translates WPMS into ILP and
applies the MIP solver IBM-CPLEX studio124 as described in Sect. 3, and wmsz09
which implements a branch and bound algorithm described in Li et al. (2006), Li et al.
(2007), Li et al. (2009). Further information about solvers and authors can be found
in Argelich et al. (2006-2004).

We have completed the evaluation of the MSE13 by providing results of some
solvers on those categories where originally they did not take part. For example, results

Table 1 MSE13 best solvers ordered by mean ratio of solved instances

MS PMS WMS WPMS

Random 1. msz13 f 1. I SAC+ 1. ckm-s 1. I SAC+
2. I SAC+ 2. wmsz09 2. I SAC+ 2. wmsz09

3. ckm-s 3. wmsz+ 3. msz13 f 3. wmsz+
4. wmsz+ 4. ckm-s 4. wmsz+ 4. ckm-s

Crafted 1. ahms 1. I SAC+ 1. I SAC+ 1. maxhs13

2. I SAC+ 2. qms2-m 2. wmsz+ 2. I SAC+
3. msz13 f 3. qms2-mt 3. wmsz09 3. ilp13

4. ckm-s 4. antom_s1 4. msz13 f 4. wpm1-13

Industrial 1. pmi f u 1. I SAC+ 1. – 1. I SAC+
2. wpm1-11 2. qms2-mt 2. – 2. wpm1-13

3. I SAC+ 3. wpm2-13∗ 3. – 3. wpm2-13∗
4. optim-ni 4. optim-ni 4. – 4. msunc

Table 2 MSE13 best solvers

Ind. (%) 1078 Cra. (%) 1000 Total (%) 2078

1. wpm2-13∗ 75.0 820 46.3 521 61.5 1341

2. maxhs13 59.7 719 59.9 670 59.8 1389

3. qms2 68.7 640 47.3 481 58.6 1121

4. optim-ni 70.1 671 39.7 435 55.8 1106

5. msunc 71.4 784 37.7 429 55.5 1215

6. pwbo2.3 63.0 686 45.5 521 54.7 1207

7. wpm1-13 65.0 743 40.1 452 53.3 1195

8. ilp13 46.3 575 61.1 723 53.3 1298

9. wmsz09 19.5 238 59.2 745 38.1 983

Mean ratio and number of solved instances; Best results are in bold
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Table 3 Impact of WPM2 improvements, compared on the industrial and crafted instances of MSE13
(number and mean ratio of solved instances)

Solvers MS PMS WMS WPMS Ind. MS PMS WMS WPMS Cra. Total

wpm2 20 429 – 202 651 12 247 10 39 308 959

50.6 % 67.9 % – 49.5 % 61.8 % 14.0 % 59.9 % 6.6 % 19.2 % 31.5 % 47.6 %

wpm2s 21 467 – 203 691 12 248 10 98 368 1059

51.6 % 74.2 % – 52.5 % 66.9 % 14.0 % 58.1 % 6.6 % 29.9 % 34.0 % 51.4 %

wpm2sh 21 464 – 269 754 12 248 15 98 373 1127

51.6 % 73.5 % – 62.4 % 69.0 % 14.0 % 58.1 % 10.3 % 29.9 % 34.6 % 52.8 %

wpm2shia 18 239 – 261 518 18 248 23 253 542 1060

48.7 % 37.8 % – 55.4 % 43.2 % 16.5 % 46.8 % 21.0 % 55.5 % 40.0 % 41.7 %

wpm2shic 19 259 – 267 545 17 257 22 258 554 1099

49.7 % 40.5 % – 57.2 % 45.5 % 16.0 % 48.7 % 20.6 % 56.5 % 40.8 % 43.5 %

wpm2shla 18 480 – 319 817 12 256 16 199 483 1300

48.7 % 76.3 % – 74.0 % 73.7 % 14.0 % 61.6 % 12.0 % 50.1 % 42.0 % 58.8 %

wpm2shlc 21 486 – 326 833 12 255 16 198 481 1314

51.6 % 75.6 % – 75.5 % 73.8 % 14.0 % 61.4 % 12.0 % 49.9 % 41.9 % 58.8 %

wpm2shba 17 503 – 326 846 15 261 19 264 559 1405

47.8 % 80.6 % – 74.6 % 76.6 % 15.2 % 62.1 % 20.3 % 68.4 % 49.2 % 63.7 %

wpm2shbc 20 497 – 339 856 14 265 19 263 561 1417

50.6 % 78.7 % – 77.4 % 76.3 % 14.8 % 62.8 % 20.3 % 67.3 % 49.0 % 63.4 %

wpm2shua∗ 16 502 – 326 844 13 270 18 255 556 1400

46.8 % 80.7 % – 75.5 % 76.8 % 14.4 % 63.2 % 18.6 % 67.1 % 48.8 % 63.6 %

wpm2shuc 18 513 – 334 865 14 271 18 255 558 1423

48.7 % 81.9 % – 76.7 % 78.1 % 14.8 % 63.5 % 18.6 % 66.1 % 48.7 % 64.3 %

wpm2shucg 20 524 – 336 880 14 267 18 272 571 1451

50.6 % 82.5 % – 77.0 % 78.6 % 14.8 % 63.0 % 18.6 % 68.8 % 49.2 % 64.8 %

wpm2shucgo 20 528 – 333 881 14 272 18 288 592 1473

50.6 % 82.9 % – 76.5 % 78.9 % 14.8 % 63.7 % 18.6 % 73.7 % 51.0 % 65.7 %

Best results are in bold

of solvers wpm1-13 and wpm2-13∗ have been added in the MS category. Results of
solver qms2 have been also added to MS and WMS categories. We had to change the
format of these instances so that qms2 could read them. These additional results do
not change the overall performance, but they give the full picture.

From Table 2, we emphasize that the solver implementing the variation of the
WPM2 algorithm (wpm2-13∗) was already the best in family ratio of solved instances
on thewhole set of industrial and crafted instances atMSE13. Although it solved fewer
instances than maxhs13 on the whole set, wpm2-13∗ dominated both in family ratio
and number of solved instances on the set of industrial instances.

Table 3 shows our first experiment, where we evaluate the impact of each improve-
ment on the original WPM2 algorithm (with a timeout of 7200 s). All the variations
on the WPM2 algorithm are implemented on top of the Yices SMT solver (version
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Table 4 wpm2shucgo compared to MSE13 best complete solvers on the industrial and crafted instances
of MSE13 (number and mean ratio of solved instances)

Solvers MS PMS WMS WPMS Ind. MS PMS WMS WPMS Cra. Total

wpm2shucgo 20 528 – 333 881 14 272 18 288 592 1473

50.6 % 82.9 % – 76.5 % 78.9 % 14.8 % 63.7 % 18.6 % 73.7 % 51.0 % 65.7 %

wpm2-13∗ 16 502 – 326 844 13 270 18 255 556 1400

46.8 % 80.7 % – 75.5 % 76.8 % 14.4 % 63.2 % 18.6 % 67.1 % 48.8 % 63.6 %

maxhs13 7 486 – 259 752 7 304 43 330 684 1436

22.4 % 70.6 % – 53.8 % 62.7 % 12.0 % 71.1 % 45.3 % 89.1 % 62.2 % 62.5 %

qms2-g2 19 543 – 119 681 10 284 30 207 531 1212

34.0 % 85.0 % – 46.5 % 71.2 % 13.2 % 73.2 % 22.2 % 58.2 % 50.3 % 61.4 %

optim-ni 38 503 – 165 706 7 261 32 165 465 1171

83.7 % 80.8 % – 50.7 % 73.2 % 7.4 % 64.6 % 25.0 % 44.8 % 42.7 % 58.8 %

ilp13 7 354 – 259 620 46 333 76 311 766 1386

22.4 % 54.1 % – 55.3 % 52.0 % 37.7 % 68.4 % 64.7 % 78.0 % 65.5 % 58.4 %

wpm1-13 21 422 – 351 794 12 207 11 301 531 1325

51.6 % 68.4 % – 79.6 % 70.1 % 14.0 % 48.3 % 7.4 % 74.9 % 43.5 % 57.6 %

pwbo2.33 7 445 – 269 721 8 254 12 204 478 1199

22.4 % 71.9 % – 58.5 % 64.8 % 12.4 % 65.2 % 14.6 % 66.7 % 48.4 % 57.1 %

msunc 26 512 – 270 808 8 249 17 164 438 1246

56.4 % 77.9 % – 67.0 % 73.5 % 7.8 % 58.5 % 13.6 % 43.6 % 38.2 % 56.9 %

wmsz09 0 200 – 85 285 156 318 82 234 790 1075

0.0 % 29.0 % – 18.9 % 24.2 % 86.4 % 60.4 % 61.2 % 56.1 % 63.6 % 42.7 %

msz13 f 0 152 – 132 284 156 317 83 232 788 1072

0.0 % 22.8 % – 26.0 % 22.0 % 86.4 % 60.2 % 66.2 % 52.7 % 63.4 % 41.5 %

w/pmi f u 42 287 – 261 590 5 61 37 125 228 818

87.5 % 46.2 % – 50.9 % 50.5 % 6.6 % 35.1 % 27.1 % 30.9 % 27.8 % 39.8 %

ckm-s 0 119 – 12 131 156 293 79 23 551 682

0.0 % 15.2 % – 7.2 % 12.0 % 91.0 % 55.0 % 46.2 % 7.4 % 45.6 % 27.8 %

ahms 0 34 – 10 44 146 224 73 179 622 666

0.0 % 6.0 % – 5.5 % 5.4 % 86.5 % 40.3 % 42.5 % 44.7 % 49.6 % 26.2 %

Best results are in bold

1.0.29). The different variations (see Sect. 4) and corresponding implementations are
named wpm2 with different subindexes. Subindex s stands for stratified approach and
h for clause hardening. Regarding to how we perform the subproblem optimization, i
stands for ILP translation, l stands for lower bound refinement based on subset sum,
u for upper bound refinement based on satisfying truth assignment, and b for binary
search. Subindex a stands for optimizing all the subproblems and c for optimizing only
subproblems that contain already extended clauses. Finally, g stands for guiding the
search with the optimal assignments from subproblems and o for guiding the search
also with the satisfying assignments within the subproblem optimization.

The original wpm2 has a performance of 47.6 % (959) family ratio (number) of
solved instances. By using the stratified approach explained in Sect. 4.1 (wpm2s)
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we solve some additional instances in all categories having the highest increase on
WPMS crafted subcategory. Overall, we solve 100 more instances. By applying also
the clause hardening explained in Sect. 4.2 (wpm2sh) we solve 68 more instances,
mainly on WPMS industrial subcategory. This last one, with 52.8 % (1127) family
ratio (number) of solved instances, increases in performance by 5.2% (168) compared
to wpm2.

Regarding the different variations for optimizing the subproblems (see Sect. 4.3),
we can see that optimizing the subproblems through ILP (wpm2shia) is not competitive
on industrial instances. It solves 236 fewer industrial instances than wpm2sh . This is
expected since, aswewill see inTable 4, ilp-13, the approach based on a full translation
to ILP, is also not competitive on industrial instances. On crafted instances it performs
similar to the other subproblem optimization variations. It solves 169 more crafted
instances than wpm2sh , but it is not the best performing variation. Notice, however,
that on MS and WPMS industrial subcategories solves more instances than ilp-13.

Optimizing subproblems by refining the lower bound (wpm2shla), gives us some
additional solved instances in all categories, having the highest increases on WPMS
industrial subcategory (50) and on WPMS crafted subcategory (101). It is important
to highlight that optimizing subproblems with subset sum, instead of applying the
subset sum as in the original WPM2 algorithm, leads to a total increase of 173 solved
instances compared to wpm2sh .

Optimizing subproblems by refining the upper bound (wpm2shua∗), gives us an
additional boost with respect to wpm2shla . We get the highest increases in solved
instances, on PMS industrial subcategory (22), and on WPMS crafted subcategory
(56). Compared to wpm2sh , we have a total increase of 273 solved instances. Notice
that this variation is the one that competed in the MSE13 and is referred aswpm2-13∗
in Tables 1, 2 and 4. Optimizing with binary search (wpm2shba) has almost the same
global performance as wpm2shua∗.

By optimizing only subproblems that do contain clauses that were already extended
in previous iterations, we have an increase in family ratio and number of solved
instances on all subproblem optimization variations. The upper bound refinement
variation (wpm2shuc) is the onewith best performance,with 64.3% (1423) family ratio
(number) of solved instances. It increases in performance by 11.5 % (296) compared
to wpm2sh .

Finally,wpm2shucg is the result of extending the previous best variation (wpm2shuc)
by guiding the search with the optimal assignments from subproblems (see Sect. 4.4).
This way, the number of solved instances increases by 28. By guiding the search also
with the satisfying assignments within the subproblem optimization (wpm2shucgo),
the number of solved instances increases by 22 more, solving 50 more instances than
wpm2shuc. This last variation (wpm2shucgo),with 65.7% (1473) family ratio (number)
of solved instances, increases in performance by 18.1 % (514) compared to wpm2.
This is in percentage 138.0 % (153.6 %). Actually, if we take into account the timeout
of 7200 s used in our experiments, we obtain an overall speed-up of 1573 (three orders
of magnitude) with respect to wpm2. Basically, we compare the total run time of the
solvers on all the instances. Not solved instances are assumed to contribute only with
the timeout.
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Table 5 wpm2shucgo, certi f y-opt and sat4 j on industrial instances

wpm2shucgo certi f y-opt sat4 j

Subcategory # #H #S #∗ %b #AM #∗ %b #AM #∗ %b #AM

MS 55 0.0 1.8·106 20 0.8 41.2 0 100 1 0 100 1

PMS 627 3.3·105 1.3·104 528 63.6 87.8 267 100 1 247 100 1

WPMS 396 4.9·105 8.6·103 333 33.9 426 59 100 1 55 100 1

Total industrial 1078 3.7·105 9.4·104 881 49.6 212 326 100 1 302 100 1

Table 6 wpm2shucgo, certi f y-opt and sat4 j on crafted instances

wpm2shucgo certi f y-opt sat4 j

Subcategory # #H #S #∗ %b #AM #∗ %b #AM #∗ %b #AM

MS 167 0.0 1.2·103 14 96.5 98.8 6 100 1 6 100 1

PMS 377 2.9·104 3.8·102 272 92.0 24.3 222 100 1 224 100 1

WMS 116 0.0 5.3·103 18 57.2 5.5 15 100 1 14 100 1

WPMS 340 2.9·104 5.8·102 288 84.4 6.9 205 100 1 203 100 1

Total crafted 1000 2.1·104 1.2·103 592 86.2 28.7 448 100 1 447 100 1

Table 4 shows our second experiment, where we compare the best variation of
the improved WPM2 solver (wpm2shucgo) with the best solvers of the MSE13 (with
a timeout of 7200 s). In particular, we selected the best ground overall performing
solvers presented in Table 2 and the best solvers for each subcategory in Table 1.

We see that wpm2shucgo is the best solver on the industrial set, both in family ratio
and number of solved instances. On crafted instances, it is only the fifth in family
ratio of solved instances. Although, on crafted instances, ilp is the first in family
ratio of solved instances, as we have seen in Table 3, the variation which optimizes the
subproblems through an ILP translation (wpm2shia) does not improve the performance
of the upper bound refinement variation (wpm2shua∗). We can conclude, however,
that wpm2shucgo is the best in family ratio and number of solved instances across all
industrial and crafted instances, and so the most robust followed bymaxhs and qms2.

There can be several explanations for the good performance of wpm2shucgo. In the
followingweextend the studypresented inAnsotegui (2013b).Oneof this explanations
is that SAT-based MaxSAT solvers are supposed to take advantage by exploiting the
information (learned clauses, At-Least and At-Most constraints, etc) obtained from
each SAT instance (ϕk) into which the WPMS instance ϕ is reformulated.

The conjecture is that this information makes easier the resolution of the SAT
instances where k is closer to cost (ϕ). In particular, those ones that are unsatisfiable
which tend to be harder to solve. In order to test the plausibility of this conjecture, we
introduce a new complete algorithm which takes as input the WPMS formula ϕ and a
cost that we initially set to cost (ϕ). Therefore, this algorithm only needs to certify that
the initial cost indeed corresponds to the cost of an optimal assignment. In particular,
it just checks that ϕcost (ϕ)−1 is unsatisfiable and ϕcost (ϕ) is satisfiable. We will refer
to this algorithm as certi f y-opt .
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In Tables 5 and 6, we compare certi f y-opt with the two basic search schemes
of SAT-based MaxSAT solvers: (i) those that focus the search on refining the lower
bound, and exploit the information of unsatisfiable cores (solverwpm2shucgo) and, (ii)
those that focus the search on refining the upper bound, and exploit the information
of satisfying assignments (solver sat4 j (Berre 2006)). All these approaches were
implemented on top of the Yices SMT solver.

We experimented with the whole set of industrial and crafted instances from the
MS, PMS,WMS andWPMS categories at theMSE13. Tables 5 and 6 show the results
on industrial and crafted instances, respectively. In the tables, # stands for the total
number of instances, #H and #S stand for the mean number of hard and soft clauses,
respectively, and #∗ stands for the number of solved instances, within a timeout of
7200 s, for each solver.

The results of our experimentation show that sat4 j does not have a better perfor-
mance than certi f y-opt . Although certi f y-opt solves 25 more instances than sat4 j ,
both solvers have almost the same overall performance. This can be explained because
the upper bound refinement converges very quickly to the last satisfiable instance
ϕcost (ϕ), but it does not take advantage from any information of the previous satisfi-
able instances (ϕk with k ∈ [cost (ϕ) + 1,W (ϕ)]) in order to solve more efficiently
ϕcost (ϕ) and ϕcost (ϕ)−1. The structure of these instances can be seen in example 7.

Regarding wpm2shucgo, it performs much better than certi f y-opt . For crafted
instances, it solves 144 more instances than certi f y-opt . The difference is more
dramatic for industrial instances where it solves 555 more. One of the keys of its
success seems to be that it only needs to extend with auxiliary variables those soft
clauses that have appeared into an unsatisfiable core. In contrast, certi f y-opt or
sat4 j need to extend all the soft clauses. In the tables, %b shows the percentage of
extended soft clauses during the search. As we can see, both certi f y-opt and sat4 j
always extend 100 % of the soft clauses, while wpm2shucgo only extends a part of
them. In particular, on industrial instances, where the difference in performance is
higher, it only extend 49.6 % of the soft clauses.

Another key point in the good performance of wpm2shucgo is that, the extended
soft clauses in the last query are covered by various At-Most constraints instead of
a single and larger one as in certi f y-opt or sat4 j . This was proven to be more
efficient in Ansótegui et al. (2009). In the tables, #AM stands for the number of At-
Most constraints added during the search.When we go into detail in Table 5, in the last
query ofwpm2shucgo on industrial instances, the mean number of At-Most constraints
is 212. In contrast, in Table 6, in the last query on crafted instances, the mean number
of At-Most constraints is 28.7. This is also consistent with the better performance of
wpm2shucgo on industrial instances.

6.2 Incomplete solvers

In this subsection, we analyze the performance of the improved WPM2 incomplete
solver. We show the results that it would have obtained on the track for incomplete
solvers at the MSE13 in Table 7 (full detailed information in Tables 15 and 16). We
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Table 7 wpm2shucgo incomplete compared to MSE13 incomplete solvers on the industrial and crafted
instances of MSE13 (number and mean ratio of solved instances)

Solvers MS PMS WMS WPMS Ind. MS PMS WMS WPMS Cra. Total

wpm2shucgo 18 511 – 336 865 15 260 20 224 519 1384

32.0 % 80.0 % – 77.0 % 76.0 % 15.0 % 61.0 % 19.0 % 62.0 % 47.0 % 62.0 %

ccls 46 501 – 198 745 129 205 83 93 510 1255

91.0 % 79.0 % – 52.0 % 73.0 % 76.0 % 37.0 % 60.0 % 17.0 % 42.0 % 58.0 %

optim 2 60 – 13 75 167 303 115 257 842 917

1.0 % 10.0 % – 8.0 % 9.0 % 100.0 % 67.0 % 99.0 % 60.0 % 76.0 % 40.0 %

ira-nov 3 103 – 63 169 9 225 30 167 431 600

2.0 % 20.0 % – 28.0 % 21.0 % 8.0 % 61.0 % 20.0 % 45.0 % 40.0 % 29.0 %

Best results are in bold

also discuss the quality of the upper bounds obtained during its execution on industrial
and crafted instances in Figs. 2 and 3.

Table 7 shows our first experiment, where we compare the incomplete solver based
on the improved WPM2 algorithm (wpm2shucgo), with the best incomplete solvers
of the MSE13. Results are presented following the same classification criteria as in
the MSE13. For each instance, it is computed which are the solvers that obtain the
best upper bound within 300 s (5 min). For each solver and subcategory we present
the number of instances where the solver reported the best upper bound and the mean
family ratio according to this number.

We can see that wpm2shucgo dominates on industrial instances, being the one that
reaches the best upper bound 865 times. This is 120 more times than ccls, the second
one. On crafted instances, both are dominated by optim, that in contrast performs not
well on industrial instances. When we consider the whole set of industrial and crafted
instances, wpm2shucgo is the best one 1384 times, 129 more times than the second
one ccls.

In the following, we analyze the quality of upper bounds provided by wpm2shucgo
on the whole set of industrial and crafted instances. In Fig. 2, we show the mean upper
bound quality obtained during the resolution of the instances. Those instances not
solved in 7200 s or solved in less than 60 s are discarded. Therefore, only 358 industrial
and 129 crafted instances are taken into account. In x-axis we have the relative elapsed
running time (100 % corresponds to the total time to solve the instance), and in y-axis
we have the relative distance of the upper bounds to the optimum (an upper bound
equal to the top weight or to the optimum, has a relative distance of 100 or 0 %,
respectively). We refer to the relative distance to the optimum as the error in an upper
bound (a small error means a high quality).

In the graphic at the top of Fig. 2, we have the experiments on the whole set of
industrial instances (MS, PMS andWPMS categories), and on the two industrial fam-
ilies, with the best (WPMS upgradeability family) and the worst (PMS close solutions
family) mean upper bound quality. In one third of the resolution time, the mean error
in the upper bounds on the whole set of industrial instances is less than 10 % and in
two thirds it is less than 6 %. In particular, for the WPMS upgradeability family, in
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10 % of the resolution time the mean error is less than 1 %. Also, on some instances
(PMS pbo-mcq family) the optimum (0 % error) is reached in one second while more
than 1000 s are needed to certify it. On the other hand, for the PMS close solution
family, in 90 % of the resolution time, the mean error is about 37 %.

In the graphic at the bottom of Fig. 2, we have the experiments on the whole set
of crafted instances (MS, PMS, WMS and WPMS categories), and on the two crafted
families, with the best (WPMS random-net family) and the worst (WMS CSG fam-
ily) mean upper bound quality. In one third of the resolution time, the mean error in
the upper bounds on the whole set of crafted instances is less than 4 % and in two
thirds it is less than 2 %. In particular, for the WPMS random-net family, in 5 % of
the resolution time the mean error is less than 1 %. On the other hand, for the WMS
CSG family, in 10 % of the resolution time the mean error is 100 and in 90 % of the
resolution time it is about 14 %.

It may seem that we get better results on crafted instances, however we should
take into account that, the number of crafted instances solved by wpm2shucgo within
60 and 7200 run time seconds, is lower than the number of industrial instances. For
some instances unsolved by wpm2shucgo, we can consult the optimal cost found by
other MaxSAT solvers (none dominates completely at the MSE13). This allows us to
know which is the quality achieved by wpm2shucgo even if it was not able to solve the
instance exactly.

In Fig. 3,we experimentedwith the industrial and crafted instances ofMSE13where
any of the solvers in Table 4 was able to find the optimum.2 We show the number of
industrial and crafted instances, where wpm2shucgo reached an upper bound with a
relative distance to the optimum (error) of less than 20, 5 and 0 % in a given elapsed
run time. In x-axis we show the elapsed time from 0 to 7200 s, and in y-axis we show
the number of instances.

In the graphic at the topofFig. 3,wehave the experiments on the industrial instances.
We can see that, a high quality of upper bound is reached on a great number of instances
in a relative short run time. From 20 to 5 % error, there is almost no difference. In 60 s,
an upper bound with an error of less than 5 % is reached on 874 out of 1012 instances.
In 300 s it is reached on 945 instances and in 7200 s on 973 instances. With respect
to a 0 % error in the upper bound (optimum is not necessarily certified), in 60 s it is
reached on 596 instances, in 300 s on 804 instances and in 7200 s on 881 instances.

In the graphic at the bottom of Fig. 3, we have the experiments on the crafted
instances. Compared to what happens on the industrial set, there is a greater difference
in number of instances, depending on the maximum error that we consider. We can
see that, an upper bound with an error of less than 20 % is reached on 912 out of 952
instances in 60 s. However, the number of instances with less than a 5 % error in the
upper bound is significantly lower, 704 instances in 60 s, 753 instances in 300 s and
822 instances in 7200 s. With respect to a 0 % error in the upper bound, the difference
is even more important. In 60 s it is reached only on 464 instances, in 300 s only on
502 instances and in 7200 s only on 592 instances.

2 There are only 66 industrial and 48 crafted instances for which was not found.
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As a concluding remark, in 300 s (the timeout of the track for incomplete solvers
at MSE13), wpm2shucgo has reached an upper bound with an error of less than
5 % on 945 out of 1012 industrial instances. This is consistent with the results in
Table 7 where we have shown thatwpm2shucgo has the best performance on industrial
instances.

6.3 Results at MaxSAT evaluation 2014

In the previous subsections, we have analyzed and described in detail the impact of
every improvement incorporated in wpm2. Here, we study the performance of the
wpm2014 solver that took part in MSE14. This solver behaves exactly as wpm2shuc
for (Partial) MaxSAT instances, and includes some efficiencies for Weighted (Partial)
MaxSAT instances. In particular,we show that although this solver is not as competitive
as the newest complete solvers, its incomplete version (as described in this article)
ranked the first for the incomplete track.

The sets of instances atMSE14 are almost the same as the ones atMSE13. Themain
difference is thatWMS families were integrated into theWPMS set. The classification
criteria remains the same.

Table 8 summarizes the results for the best complete solvers on the whole set of
industrial and crafted instances according to MSE14. We have excluded the portfolio

Table 8 Best complete solvers on the industrial and crafted instances at MSE14 (number and mean ratio
of solved instances)

Solvers MS PMS WPMS Ind. MS PMS WPMS Cra. Total

maxhs 27 417 280 724 7 328 219 554 1278

73.0 % 70.5 % 52.6 % 62.6 % 11.8 % 69.2 % 75.8 % 62.2 % 64.2 %

eva500a 41 472 368 881 9 302 149 460 1341

86.5 % 79.7 % 72.8 % 78.4 % 8.5 % 71.3 % 47.8 % 47.8 % 62.8 %

mscg 40 468 363 871 5 310 127 442 1313

85.5 % 80.0 % 70.4 % 77.9 % 4.3 % 67.6 % 42.8 % 43.3 % 60.4 %

qms-g3 14 454 303 771 11 318 181 510 1281

29.0 % 78.5 % 67.3 % 72.6 % 9.0 % 73.4 % 52.5 % 50.9 % 61.6 %

wpm2014 29 428 359 816 12 297 151 460 1276

75.0 % 75.5 % 73.9 % 75.1 % 9.3 % 69.7 % 43.4 % 45.2 % 59.9 %

open-wbo 42 473 315 830 11 317 130 458 1288

87.5 % 81.1 % 59.5 % 76.1 % 9.0 % 73.4 % 37.0 % 42.9 % 59.3 %

ilp 1 265 249 515 30 339 224 593 1018

0.5 % 40.0 % 45.9 % 39.0 % 20.5 % 62.6 % 75.2 % 61.4 % 50.3 %

scip-ms 0 211 242 453 24 342 200 566 1019

0.0 % 31.5 % 44.8 % 32.9 % 12.5 % 63.4 % 70.4 % 57.8 % 45.5 %

ahmaxsat-ls 0 32 25 57 156 294 128 578 635

0.0 % 5.5 % 7.5 % 5.7 % 60.5 % 48.0 % 32.1 % 42.1 % 24.1 %

Best results are in bold
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I SAC+, since our main aim here is to compare algorithms and ground solvers. We
have also included ilp, scip-ms and ahmaxsat-ls, which win in mean family ratio or
number of solved instances on some crafted categories. On crafted instances, the best
solver in mean family ratio (number) of solved instances is maxhs (ilp), and on the
whole set, it is maxhs (eva500a).

On industrial instances, we can see that wpm2014 is the fourth one. The best
three solvers on industrial instances were eva500a (Narodytska and Bacchus 2014),
mscg (Morgado et al. 2014) and open-wbo (Martins et al. 2014). For open-wbo,
we selected the best version for each category. To our best knowledge eva500a
automatically detects the category and applies a predefined user parametrization.
These three solvers are SAT-based MaxSAT solvers too. Without going into detail,
we could say that the approaches of eva500a and mscg allow them to generate
simpler PB constraints. Moreover, all three new solvers build incrementally these
PB constraints, instead of generating them from scratch. In the case of open-wbo,
PB constraints are explicitly built incrementally. In the case of eva500a and mscg
this incrementality comes naturally as a result of the nature of the algorithm. These
improvements are complementary to the approach of wpm2014 and therefore they
could be incorporated. We can yet see thatwpm2014 achieves the best ratio inWPMS
instances.

Table 9 summarizes the results for the best incomplete solvers on the whole set
of industrial and crafted instances according to MSE14. Clearly, wpm2014 domi-
nates on industrial instances, and it is the best overall solver on industrial and crafted
instances. For optimax (implementing the BCD algorithm (Morgado et al. 2012)), the
second best solver for industrial instances, we also selected the best version for each
category.

Since we are showing a partial order, we have also included the solvers that take
part in all categories dist , ccls2014, ccmpa and ahmaxsat-ls, from which dist and

Table 9 Best incomplete solvers on the industrial and crafted instances at MSE13 (number and mean ratio
of solved instances)

Solvers MS PMS WPMS Ind. MS PMS WPMS Cra. Total

wpm2014 30 407 365 802 15 301 180 496 1298

75.5 % 71.9 % 73.2 % 73.2 % 7.0 % 67.4 % 51.3 % 51.3 % 62.1 %

optimax2 33 354 247 634 15 295 149 459 1093

78.5 % 59.7 % 59.8 % 59.8 % 7.0 % 68.8 % 47.2 % 47.2 % 53.4 %

dist 0 177 38 215 171 354 186 711 926

0.0 % 31.7 % 10.8 % 24.5 % 82.7 % 66.3 % 50.8 % 61.3 % 43.2 %

ccls2014 0 61 39 100 176 299 167 642 742

0.0 % 10.5 % 15.1 % 11.0 % 97.2 % 58.4 % 48.7 % 60.5 % 36.1 %

ccmpa 5 91 52 148 173 281 154 608 756

4.5 % 17.5 % 22.4 % 17.9 % 87.5 % 54.5 % 38.8 % 52.4 % 35.4 %

sat4 j 5 117 66 188 2 200 82 284 472

20.5 % 23.6 % 19.3 % 22.3 % 0.5 % 40.3 % 28.6 % 27.1 % 24.7 %

Best results are in bold
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Table 10 Comparison as
incomplete solvers of wpm2014,
open-wbo and qms

Best results are in bold

wpm2014 open-wbo qms

wpm2014 939 850

(51 498 390) (52 423 375)

open-wbo 857 864

(43 473 341) (45 458 361)

qms 820 827

(13 528 279) (19 522 286)

ccls2014 win in mean family ratio or number of solved instances on some crafted
categories.

Finally,we have decided to extend the results of the incomplete track of theMaxSAT
Evaluation by comparing to wpm2014 the best complete solvers than can provide
upper bounds but did not take part at the incomplete track: qms2 and open-wbo.
We performed the comparison on industrial instances, where all these solvers were
competitive.

In Table 10, we present the dominance relation between pairs of solvers on the the
total (MS PMS WPMS) set of industrial instances. For example, wpm2014 (open-
wbo) is able to obtain a better or equal upper bound than open-wbo (wpm2014) on
939 (857) industrial instances of which 51 (43) are MS, 498 (473) are PMS and 390
(341) are WPMS.

On the whole set of industrial instanceswpm2014 outperforms both open-wbo and
qms2. Even thoughwpm2014was not the best complete solver atMSE14, it dominates
the other solvers as an incomplete approach. For PMS, we can see that qms2 is the best
performing approach, but for MS and WPMS, wpm2014 performs better. Notice that
qms2 is an efficient implementation of a SAT-based MaxSAT algorithm that mainly
follows and upper-bound refinement strategy but unlike wpm2014 needs to place PB
constraints on the whole set of soft clauses. So, if the subproblems represent most
of the original instance, qms2 should be better, but if the subproblems cover only
a small fraction, wpm2014 has advantages even with a less efficient approach for
subproblems. Precisely, thanks to the insights of Table 5 in Sect. 6.1, we know that for
PMS instances,wpm2shucgo (wpm2014) covers in average a 63.6%of the soft clauses,
while for WPMS, it covers in average only a 33.9 %. This suggests that incorporating
the efficiencies of qms2 into wpm2014 will certainly improve its performance on
PMS instances and perhaps on WPMS instances too.

These results confirm that by applying the subproblem optimization technique and
exploiting the satisfying assignments from subproblems, a complete MaxSAT solver
can be used as an effective incomplete MaxSAT solver.

7 Conclusions and future work

True innovation in heuristic-search research is not achieved from yet another method
that performs better than its competitors if there is no understanding as to why the
method performs well (Sörensen 2015). Following this principle, we have provided
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a detailed analysis on how the improved WPM2 solver has experienced a significant
boost on solving industrial instances, which is our ultimate goal.

In particular, the subproblem optimization approach and the exploitation of the
satisfying assignments from subproblems seem to have the most clear impact on
efficiency. Therefore, solving incrementally an optimization problem by solving some
of its subproblems is a promising avenue. This way we can focus on a reduced portion
of the instance, allowing us to use less complex PB constraints to solve the whole
problem.

We have seen that SAT-based MaxSAT solvers are able to exploit the information
derived from refining lower bounds and upper bounds. We have confirmed that this is
not only crucial to locate quickly better upper bounds, also to certify efficiently that a
given upper bound is the optimum.

Moreover, from a more practical point of view, we know that although many NP-
hard problems can not be solved exactly, in industry they are mostly focused on
obtaining better upper bounds. Therefore, completeness is not always a mandatory
requirement to guarantee practical success. In this sense, we have shown how we can
turn a complete solver into an efficient incomplete solver by extending the satisfying
assignments from the subproblem optimization phases to the whole problem.

As shown in the experimental evaluation, the incomplete version of the improved
WPM2 solver would have dominated on industrial instances the track for incomplete
solvers at theMSE13. Furthermore, the solverwpm2014, which is just amore efficient
implementation of the improved WPM2, was the best performing solver on industrial
instances on the track for incomplete solvers at the MSE14.

As future work, we will study how to improve the interaction with the optimization
of the subproblems. A portfolio that selects the most suitable optimization approach
depending on the structure of the subproblems seems another way of achieving addi-
tional speed-ups.

From the point of view managing even more efficiently PB constraints, following
recent works (Narodytska and Bacchus 2014; Morgado et al. 2014; Martins et al.
2014), it is also quite recommendable to use less complex PB constraints and reuse as
much as possible of them when they are modified.

Finally, we have also shown that the SMT technology is an underlying efficient tech-
nology for solving the MaxSAT problem. A positive side effect is that our algorithm
can be naturally extended to solve the MaxSMT problem.

Acknowledgments Research partially supported by theMinisterio de Economía yCompetividad research
project TASSAT2: TIN2013-48031-C4-4-P and Google Faculty Research Award program.

Appendix

See Tables 11, 12, 13, 14, 15 and 16.
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Table 15 wpm2shucgo incomplete compared to MSE13 incomplete solvers on the industrial instances of
MSE13 (number and mean ratio of solved instances)

Family # wpm2shucgo ccls ira-nov optim

MS

cir-dp 3 6.80(1) 4.26(3) 0.00(0) 0.00(0)

sean-s 52 11.77(17) 34.56(43) 9.62(3) 9.97(2)

Total 55 18 46 3 2

32.0 % 91.0 % 2.0 % 1.0 %

PMS

aes 7 15.26(1) 33.09(1) 35.81(6) 18.54(2)

bcp-fir 50 11.22(47) 17.51(47) 35.25(33) 10.06(11)

bcp-hysi 17 18.07(17) 3.09(16) 2.86(7) 5.60(9)

bcp-hysu 38 39.74(32) 10.34(32) 0.00(0) 4.88(1)

bcp-msp 50 26.50(39) 9.02(14) 16.48(7) 10.79(6)

bcp-mtg 40 2.92(40) 0.23(40) 0.00(0) 11.62(2)

bcp-syn 50 5.10(25) 12.48(28) 13.56(30) 24.07(28)

cir-tc 4 105.67(4) 79.21(4) 0.00(0) 0.00(0)

clo-s 50 43.21(19) 20.61(46) 7.14(9) 0.00(0)

des 50 59.75(32) 31.56(38) 0.00(0) 0.00(0)

hap-a 6 11.09(5) 0.41(6) 0.00(0) 0.00(0)

pac-pms 40 34.45(40) 1.43(40) 0.00(0) 0.00(0)

pbo-mne 50 57.27(47) 17.81(41) 0.00(0) 0.00(0)

pbo-mnl 50 20.04(49) 16.68(48) 0.00(0) 0.00(0)

pbo-rou 15 4.14(15) 0.33(15) 5.45(1) 0.00(0)

pro-ins 12 96.55(9) 60.30(7) 17.61(10) 0.24(1)

tpr-Mp 48 64.36(40) 38.53(36) 0.00(0) 0.00(0)

tpr-Op 50 6.90(50) 47.91(42) 0.00(0) 0.00(0)

Total 627 511 501 103 60

80.0 % 79.0 % 20.0 % 10.0 %

WPMS

hap-ped 100 38.26(89) 28.18(64) 13.65(23) 0.00(0)

pac-wpms 99 104.53(99) 23.52(23) 0.00(0) 0.00(0)

pre-pla 29 8.16(24) 5.83(23) 13.78(10) 1.92(2)

time 26 37.22(10) 45.85(18) 22.34(3) 0.00(0)

upg-pro 100 67.99(82) 51.55(54) 0.00(0) 0.00(0)

wcsp-s5d 21 21.20(18) 1.98(10) 14.10(11) 1.08(5)

wcsp-s5l 21 4.66(14) 0.02(6) 37.07(16) 0.86(6)

Total 396 336 198 63 13

77.0 % 52.0 % 28.0 % 8.0 %

Total Ind. 1078 865 745 169 75

76.0 % 73.0 % 21.0 % 9.0 %

Best results are in bold
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Table 16 wpm2shucgo incomplete compared to MSE13 incomplete solvers on the crafted instances of
MSE13 (number and mean ratio of solved instances)

Family # optim wpm2shucgo ccls ira-nov

MS

bip-mc-.7 50 1.92(50) 0.00(0) 40.25(31) 0.00(0)

bip-mc-.8 50 2.61(50) 0.00(0) 39.30(33) 0.00(0)

mc-dm 62 1.14(62) 2.98(13) 2.79(61) 0.61(8)

mc-sg 5 1.63(5) 1.00(2) 26.86(4) 0.01(1)

Total 167 167 15 129 9

100.0 % 15.0 % 76.0 % 8.0 %

PMS

frb 25 14.77(25) 0.00(0) 5.51(1) 7.14(2)

job-sh 3 0.00(0) 37.52(3) 0.00(0) 53.01(3)

mcq-ran 96 2.10(96) 27.26(82) 35.60(74) 22.59(71)

mcq-str 62 13.82(55) 7.36(28) 5.52(23) 5.79(20)

mo-3s 80 2.80(77) 4.98(80) 6.55(77) 31.66(62)

mo-str 60 0.87(3) 4.04(59) 17.74(18) 2.30(56)

mine-kbt 42 7.24(42) 9.27(3) 19.97(9) 6.88(4)

pse-ml 4 2.31(4) 6.03(4) 0.62(3) 1.09(4)

sch 5 14.51(1) 45.15(1) 0.00(0) 19.60(3)

Total 377 303 260 205 225

67.0 % 61.0 % 37.0 % 61.0 %

WMS

frb 34 8.11(33) 10.70(10) 14.46(10) 26.68(26)

ram 15 44.77(15) 13.33(3) 22.87(8) 0.00(0)

wmc-dm 62 1.09(62) 0.69(6) 2.20(62) 0.04(4)

wmc-sg 5 52.95(5) 5.16(1) 8.07(3) 0.00(0)

Total 116 115 20 83 30

99.0 % 19.0 % 60.0 % 20.0 %

WPMS s

CSG 10 0.00(0) 54.41(10) 0.00(0) 1.73(6)

auc-pat 86 2.17(86) 35.55(63) 30.08(46) 18.33(14)

auc-sch 84 2.72(84) 0.98(84) 0.71(35) 39.42(76)

mine-pl 56 1.12(7) 0.62(56) 0.79(10) 0.52(53)

mine-wa 18 155.70(18) 0.00(1) 0.04(1) 0.02(1)

pse-ml 12 32.71(4) 26.21(7) 1.18(1) 2.13(4)

ran-net 74 115.17(58) 8.02(3) 0.00(0) 27.33(13)

Total 340 257 224 93 167

60.0 % 62.0 % 17.0 % 45.0 %

Total Cra. 1000 842 519 510 431

76.0 % 47.0 % 42.0 % 40.0 %

Best results are in bold
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