J Heuristics (2008) 14: 613-625
DOI 10.1007/s10732-007-9053-z

Experiments concerning sequential versus simultaneous
maximization of objective function and distance

Peter Greistorfer - Arne Lokketangen -
Stefan Vof} - David L. Woodruff

Received: 27 September 2005 / Revised: 8 May 2006 / Accepted: 23 March 2007 /
Published online: 30 October 2007
© Springer Science+Business Media, LLC 2007

Abstract Suppose two solution vectors are needed that have good objective function
values and are different from each other. The following question has not yet been
systematically researched: Should the two vectors be generated sequentially or si-
multaneously? We provide evidence that for broad ranges of practically achievable
distances, sequential generation usually requires less computational effort and pro-
duces solutions that are at least as good as produced by simultaneous generation.
This is done using experiments based on publicly available instances of the multi-
constrained, zero-one knapsack problem, which are corroborated using experiments
conducted with the linear assignment problem.
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1 Introduction

Suppose two solution vectors are needed that have good objective function values and
are different from each other. The following question has not yet been systematically
researched: Should the two vectors be generated sequentially or simultaneously?

The developers of population based metaheuristics posit the need for good, mu-
tually distant solutions in a variety of ways. Examples include Genetic Algorithms
(Whitley 1989), Memetic Algorithms (Moscato 1989), and Scatter Search (Glover
1995). Recently, more focused efforts have been undertaken to study metrics and
their effects on solution pools. Fu et al. (2005) demonstrate the importance of di-
versity in a genetic algorithm searching for classification trees. Greistorfer and Vo3
(2005) provide extensive analysis and literature review concerning the effects of di-
versification and solution quality in population based metaheuristics. Sorensen and
Sevaux have recently demonstrated the importance of population management for
memetic algorithms (Sorensen and Sevaux 2006).

In the area of Multi-Criteria Optimization (MCO), the need for solution diversity
is also well known (Ehrgott and Gandibleux 2002; Steuer 1986; Zeleny 1982). For
continuous optimization problems, the set of undominated solutions can be infinite,
so MCO researchers have long suggested that dissimilarity functions or metrics are
needed to reduce the number of undominated solutions to be dealt with. It is in the
same spirit of decision support that Lgkketangen and Woodruff (2005) propose a dis-
tance for selection problems based on work in the psychology and computer science
literature (Ryu and Eick 1998; Tversky 1977).

Consider the canonical form of an optimization problem:

(P) max, f(x)
subject to
xeX

where we take x to be an n-vector with constraints summarized by X. A single,
optimum solution to a problem, x*, carries significant value. However, in many cases
the form of the objective function and the constraints are a very rough approximation
to the goals of the decision makers and stakeholders. In these situations, decision
makers might prefer to see at least two decisions that are dissimilar, yet both good.

Such solutions can be generated sequentially or simultaneously. This paper ex-
plores the tradeoffs between these approaches. A straightforward mechanism for se-
quential generation is to first find x* by solving (P) and then a second solution, y*,
by solving

(@) maxy f(y) +od(x*,y)
subject to
yeX

where d(-) gives the dissimilarity between two solutions and w is a parameter that
determines the relative importance of diversity. Simultaneous generation can be ac-
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Experiments concerning sequential versus simultaneous 615

complished by solving the single problem:

(R) maxgp f(a)+ Bf (D) +yd(a,b)
subject to
aeX
beX

where the parameters 8 and y control the relative importance of quality and diversity.
These procedures can be generalized to seek more than two solutions by using, e.g.,
the product of pairwise dissimilarity. However, we will focus on the two solution
case because we are primarily interested in the basic approaches for generating these
solutions.

For the purpose of discussion, we will assume that a*, b*, x*, and y* are the solu-
tions to the respective problems and that f(a) > f(b). One remark is immediate:

Remark 1 f(x*) > f(a*).

In other words: it is clear that for bounded values of the parameters, the simultaneous
generation of vectors will not necessarily generate an optimal solution to (P). This
alone might be so troubling to some people that they would never consider simulta-
neous generation. Others, however, may have slightly less preference for an optimal
solution to a precisely stated, mathematical problem. Maybe there is some comfort in
the fact that (R) can be parameterized to match (P). To wit:

Remark 2 For small enough 8 and y, a* = x*.

Under some other circumstances, it is also clear that simultaneous generation of the
solutions will result in more diversity. For example:

Remark 3 For any fixed values of w and B and for large enough y, d(a*, b*) >
d(x*, y%).

The proof is simply that a* could take the value of x* if that resulted in maximized
distance, otherwise a better vector will be used.

These remarks are immediate consequences of the problem statements and are not
particularly useful in guiding practice. Other issues must be explored using computa-
tional experiments. For experimental consideration of these issues, we use the multi-
constrained, zero-one knapsack problem (MCKP) to define the structure of f(-) and
X, and the Hamming distances to define d(-). Consequently, solutions can be found
using commercially available MIP solvers. Furthermore, many instances of this prob-
lem are in the OR-LIB. These results are corroborated using experiments conducted
with the linear assignment problem (LAP).

The MCKP is a well-known special case of mixed integer linear programming
with a great variety of applications. In the MCKP one has to decide on how to use
a knapsack with multiple resource constraints. For a comprehensive survey on the
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MCKP see Fréville (2004) and the references given therein. The LAP is a classic
special case of the transportation problem, for a review, see Burkard and Cela (1999).

In this paper, we will draw samples from a collection of instances and a variety
of parameter settings. A priori, one would expect that for a given distance target,
the computational effort associated with sequential generation would be less than the
simultaneous because the problems have a rate of growth in the problem size that is
generally of higher order than linear. We will verify this experimentally. The other
issue is solution quality. As noted in Remark 1, comparing pairs of solutions found
by each method by the maximum can never favor simultaneous generation. However,
given its ability to balance quality and distance in one optimization the relative quality
of the average solution is not clear. We will investigate this issue experimentally.

2 Computational experiments
2.1 Algorithms

In order to have heuristic algorithms that are consistent and reproducible, we made
use of the well-known CPLEX solver from ILOG. The important parameters for our
purposes form a four element tuple: version number, tolerance, maximum nodes, and
maximum time in seconds. We made use of two different tuples, configuration A was
(4.0.8, 0.0001, 500000, c0), configuration B was (9.0, 0.01, oo, 72000). Experiments
using configuration A were done on a Pentium M725 1.6 GHz CPU with 1 GB RAM,
while configuration B was done on a Pentium IV, running at 3.2 GHz, with 3.7 GB
RAM. In our experiments, heuristic configuration A often terminated due to the node
limit. The time limit was occasionally exceeded for configuration B, although the op-
timality gap was very close to the limit at that point in all such cases. Our interest
here, though, is not in optimal solutions but in a consistent and reproducible com-
parison of two methods of generating diverse solutions. Although we cannot hope to
provide evidence that our conclusions hold up over the space of all algorithms, the
use of two configurations does provide some assurance that the results do not depend
entirely on the heuristic used.

2.2 MCKP experiments

Using the MCKP to define the structure of f(-) and X, and using the Hamming
distances to define d(-), yields the following formulations. For the base problem, that
we called (P) in the general case, the MCKP is:

(P)  maxy Y i cixi
subject to
Yo Wixi<rj, j=1,....m
xie{0,1}, i=1,....n

where the n-vector of “contributions,” ¢, the m by n matrix of “weights,” W, and
the m-vector of “weight restrictions,” r, are given as data. So for the MCKP, f(x) =
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>, cixi. With the same input data for the MCKP plus a solution to (P) given as
x*, the general problem (Q) becomes the MCKP version:

(Q) maxy 3/ (ciyi + wlyi — x71)
subject to
Z?:] Wijyi<rj, j=1,....m
yi€{0’1}7 i=1,...,n
where by |y; — x| we mean the absolute value of the difference in the ith vector

elements, which will be binary since the elements of x and y are constrained to be
binary. In similar fashion, the general problem (R) becomes:

(R) maxgp Y i (ciai + Peibi +ylai — bil)
subject to
Z?leijaifrj, j:l,...,m
Z?zlwijbifrj, j=1,...,m
a; €{0,1}, i=1,...,n
bie{0,1}, i=1,...,n
The implementation of the absolute value can be done in a variety of ways. The
simplest is to take advantage of the fact that it is the difference of binary values and
use the square. That is, for binary values a; and b;, |a; — b;| = (a; — b;)*.
But to use a linear solver, we linearize by adding a distance variable that will
indicate the difference. This variable, d, must be bounded from below and above
using the following constraints:

di = a; — b;

di =z —a; + b;

di <a; + b,

di <2—a; —b;
die{0,1}, i=1,...,n

Using this approach, problem (Q) is implemented as

maxy » i (¢iyi + wd;)

subject to

Y Wiyi<rj, j=1,....m
yie{ovl}v i=1,...,n
di=xf—y, i=1...,n

diZ—xi*+y,~, i=1,...,n
di <x+y, i=1,...,n
di <2—xf—y, i=1,...,n
die{0,1}, i=1,...,n
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618 P. Greistorfer et al.

and (R) for y > 0 is implemented as

maxg,p ) i—; (cia;i + Beibi + yd;)
subject to

Z?:]Wijaifrj, j=1,...,m
Y Wiibi<rj, j=1,....m
a; €{0,1}, i=1,...,n
bjef{0,1}, i=1,...,n
di>ai—b;, i=1,...,n
di>—a;+b, i=1,...,n
di<aj+b;, i=1,...,n
di<2—ai—b;, i=1,...,n
die{0,1}, i=1,...,n

2.3 A small example

To illustrate some of these concepts, consider a particular instance of (P):

max 80x; + 20x 4+ 60x3 + 50x4 + 70x5 + 70x¢ + 50x7 + 70xg + 80x9 + 20x19
subject to
43x1 4+ 89xy + 65x3 + 42x4 + 12x5 + 64x6 + 72x7 + 34x8 + 25x9 + 35x10 < 247
64x1 +267x2 + 305x3 + 10x4 + 311x5 + 36x6 + 379x7 4+ 26x3

+ 76x9 + 50x19 < 956
xie{0,1}, i=1,...,10

The optimal value of the objective function for this problem is 430. Since n = 10
for this instance, 10 is the maximum Hamming distance between any two solution
vectors. Table 1 is really two tables combined to save space. The left table shows
results for Q with varying values of w. The right side shows R with § set at one and
y varying as shown. It is not surprising that for this small instance, the performance
of the two methods is similar. Both methods allow predictable trade-offs between
diversity and quality as controlled by the parameters.

2.4 Experiments with OR-lib instances of the MCKP

To obtain more substantial data on the differences between simultaneous and sequen-
tial generation, we made use of fifteen instances from the OR-LIB library (Beasley
2005): from MKNAP1.TXT we used the files 1 and 3-7 (not 2 because of real val-
ued coefficients), from MKNAPCB1.TXT the files 1-6, and from MKNAPCB4.TXT the
files 1-3 . These instances range in size from (n = 6, m = 10) to (n = 100, m = 10).
To facilitate discussion across instances, it is helpful to scale distances and objective
function values. We accomplish that by using the maximum obtainable values as the
scale factor: we divide distances between two solutions by n and the sum of the two
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Table 1 Results for the example instance of the MCKP

Q R
o O 0N dey f@y e da b
100 430 140 10 100 310 260 10
50 430 350 6 50 350 430 6
25 430 400 4 25 400 430 4
15 430 400 4 15 400 430 4
10 430 400 4 10 420 430 2
430 420 2 7 420 430 2

430 420 2 6 420 430 2

430 430 0 5 430 430 0

objective function values by 2 f (x*). This establishes data between zero and one for
both of the performance measures.

2.4.1 Exploratory experiments

For these experiments, we fix 8 at one and vary the other parameters across ten values
for each instance. To obtain a reasonable range of parameter values for each instance,
we varied y and o over intervals that are roughly comparable: ten evenly spaced
values between 1 and 2 f(x*)/n. This endpoint was chosen because the maximum
distance between solutions is n and the maximum value of f(x) occurs at x*. This
range of parameters results in a spread of distances and objective function values for
both methods over the 15 instances.

To get a general sense of the data, we make use of scatter plots for the results
using configuration A that display all 300 observations (two methods times ten pa-
rameter values times fifteen instances). Figure 1 shows a scatter plot of CPU time
versus the distance ratio for the observations. The ‘+’ symbols show CPU time ver-
sus d(x*, y*)/n, while the ‘o’ symbols show CPU time versus d(a*, b*)/n. Figure 2
shows a scatter plot of CPU time versus the objective function ratio for the observa-
tions. The ‘+” symbols show the sum of CPU time for problems (P) and (Q) versus
(f&™) 4+ f(y™)/2f(x*), while the ‘o’ symbols show CPU time for problem (R)
versus (f(a*) + f(b*))/2f(x*). As expected, one gets the sense that simultaneous
generation, problem (R), requires more computational effort. Figure 3 shows a scat-
ter plot of distance ratio versus the objective function ratio for the observations. The
‘+” symbols show d(x*, y*)/n versus (f (x*) + f(y*))/2f (x*), while the ‘o’ sym-
bols show d(a*, b*)/n versus (f (a*)+ f(b*))/2 f (x*). These points are well mixed,
so additional sorting is required to analyze these relationships. A side effect of the
scatter plots is that they demonstrate that the parameter ranges result in a variety of
distances and objective function values. That is, both methods result in overlapping
observations throughout the range of possible distances.

For a more refined analysis, we make use of paired observations. Formulations for
the MCKP are described in the next subsection. Results are summarized in Sect. 2.6.

@ Springer



620 P. Greistorfer et al.

o
0.9 o °% °
08} . ©
o
o
0.7 o
o
0.6
+§¢+¢Hm’iﬂ+++ ++ 4+ o (%cg 00
< * T+ ﬁ% f o Qo & R
o 05 + + ¥ (o) o
o L & o %o o
< + 00
g + @
@ 04 + ¥ N o
o 0Q0 o o
+, + od
0.3 + o
++ + 4
ooP £O
0.2 o o ©
+ + 40 ° o
0.1 + o+ o +
+
0 D 1# +—+ L L L L L L J
0 100 200 300 400 500 600 700 800

CPU Time (sec)

Fig. 1 Scatter plot of CPU time versus distance ratio using algorithm configuration A. The symbol ‘+
shows sequential generation instances, and ‘o’ shows simultaneous

1 + +++ + .+ +
+ Tt L0
o +  t0 4 + 50
g St o & °
+ . o o
0.95 _— o % o o
o o

- + oty f o o o , ©

N % & 0 © °§v % 0
o ++1—F +W%% 8 Ooo O
209p kT g@g o °
S ¥  po@
-(_% e e+ 4+ go%m 5)(8 o)
° % 5 o
2 ° g o
80.85 o
w @ % o

0.8
0.75 L L L L L L L J
0 100 200 300 400 500 600 700 800

CPU Time (sec)

Fig. 2 Scatter plot of CPU time versus objective function ratio. The symbol ‘+” shows sequential genera-
tion instances, and ‘o’ shows simultaneous using algorithm configuration A
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Fig. 3 Scatter plot of distance ratio versus objective function ratio. The symbol ‘+’ shows sequential
generation instances, and ‘o’ shows simultaneous using algorithm configuration A

2.4.2 Experiments paired by distance

To obtain a pairing based on distances, we move the distance criterion from the ob-
jective function to the constraints. Problem (Q) becomes:

(Q) maxy f()
subject to
dx*,y)=D
yeX.

Simultaneous generation can be accomplished by solving the single problem:

(R) maxg f(a)+ Bf(b)
subject to
d(a,b)>D
aeX
beX

For the MCKP, the requirement that d(-) > D is implemented as

n
ZdiZD

i=1
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For each value of D for each instance, we get a pair of observations: one for
sequential and one for simultaneous generation. For each of the 15 instances, we
use three rounded values of D: n/6,n/3,n/2. This results in a total of 45 paired
observations.

2.4.3 Experiments paired by average quality

We also make use of observations paired by average quality. To obtain a pairing, we
move the quality criterion from the objective function to the constraints. Problem (Q)
becomes:

(Q) maxyd(x*,y)
subject to
O+ f&xH=A
yeX

Simultaneous generation can be accomplished by solving a single problem:

(R) max, pd(a, b)
subject to

f@)+Bfb)=A
aceX
beX

We continue with 8 set to one in the interest of symmetry with sequential gen-
eration. For each value of A for each instance, we get a pair of observations: one
for sequential and one for simultaneous generation. To obtaining values for A, we
make use of the exploratory experiments described in Sect. 2.4.1. Index the MCKP
instances by j =1, ..., 15. For each instance j, define Arj;ﬁn to be the lowest average
objective function observed during the 20 experiments done on the instance during
the exploratory experiments and let A{;m be the maximum. For each of the 15 in-
stances, we use three in rounded values of A: (A'I’;]in + Ai’;m) /7, 2(A£1in + A%ax) /7,

3(Aj + A,j;lax) /7. This results again in a total of 45 paired observations.

min
2.5 LAP experiments

The LAP shares some characteristics of the MCKP that are helpful for our study:
it has binary decision variables so that Hamming distances are sensible and it is an
important problem with many applications. In other ways, though, it offers some
contrast to the MCKP: it is a much easier problem with very simple constraints. For
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the base problem, that we called (P) in the general case, the LAP is:

(P max, 350 30 cijxij
subject to
Z;l:lxijzl, j:l,...,l’l
Z’;’:]xijzl’ i=1,...,l’l
x;j€{0,1}, i=1,...,n, j=1,...,n

where the n x n-matrix of “costs,” ¢, is given as data that is negative since generally
LAP data corresponds to minimization. The extension to all other formulations in-
volving Hamming distances is done in a fashion that is analogous to the extensions
to the formulation for the MCKP.

Nine instances for the LAP were obtained by varying n systematically from five
to eighty. Cost coefficients where generated as a random integer between 1 and 10n.

2.6 Summary of paired results

Table 2 shows the results of the partial experimental design varying across two algo-
rithm configurations, two problems and two pairings. For the column labeled “Paired
by” the rows labeled “Distance” correspond to formulation (Q) and (Ié) for the
MCKP and the analogous formulations for the LAP because these are the experi-
mental instances that are paired by distance. Meanwhile, the rows labeled *“f(-)”
correspond to Q and R, which are paired by objective function value. The columns
labeled “Obj. Diff.” has values computed depending on the row. For rows paired by
distance, this value is computed using the results of the paired experiments as

100 ED+ fO™) — (f@) + f(B¥)
fla*)+ f(b%) '

For rows paired by f(-), this has the average percent difference in realized difference:

d(X*7 y*) - d(a*7 b*)

100
d(a*, b*)

The column labeled “Time Ratio” simply has the ratio of the time for the sequential
method with the time for the simultaneous method averaged over the pairs for each

Table 2 Summary of average values over the paired experiments

Problem Paired by Configuration A Configuration B

Ob;j. diff. (%) Time ratio Ob;j. diff. (%) Time ratio
MCKP Distance 0.46% 7.11 —0.0035% 801.14
MCKP fe 4.91% 7.80 —0.9101% 721.32
LAP Distance 0.10% 6.35
LAP fe —2.76% 10.31
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problem instance and method; however, instances that required times below 0.1 sec-
ond were not included because the timing precision on our computers was too low
for meaningful comparisons.

A priori, one would expect that the CPU time ratio would be larger than one and
that it would vary with the problem and algorithm. The table confirms this and gives
some sense of how large the difference can be. The two rows paired by average quality
give a sense that for fixed quality there can be measurement differences in distance,
although the differences are not large as a percentage. The averages give a good sense
of the degree of the time differences; furthermore, the sequential method was faster
for all runs with measurable time.

The (MCKP, Configuration A) result that sequential generation had an average of
4.91% better differences than simultaneous is a little bit surprising. This is not a large
difference, but the fact that sequential generation actually was slightly better was not
expected. However, the results for the LAP, where sequential generation resulted in
slightly better distances provides a counterexample. In both cases the ratios for the
pairs are mixed in sign and neither average difference is large.

Overall, we can conclude that for our experiments, sequential generation was
much faster and that the quality differences were small. The quality differences were
mixed in sign and were always small. On the other hand, sequential generation was
always faster and simultaneous took a large multiple of the time.

3 Conclusions

There are many examples of algorithms that are based on populations of good, mutu-
ally distant solution vectors. There are also important applications of the identifica-
tion of mutually distant solutions in multi-criteria optimization and in the design of
decision support systems. Our paper has provided empirical evidence concerning the
fundamental issue of whether these solution vectors should be generated sequentially
or simultaneously.

Our experiments are substantial, reproducible and provide the first data on this im-
portant question. It would not be possible to conduct experiments that are guaranteed
to apply to all problems in all settings, so we must proceed as all experimental sci-
entists by conducting careful experiments. By choosing the MCKP and LAP, we are
able to provide standardized and reproducible methods: For these problems, Ham-
ming distances are available as a solution vector metric and commercial LP solvers
such as CPLEX provide a well-known method of seeking solutions.

Of course, if maximizing the distance is the overriding concern, simultaneous gen-
eration may be preferred as indicated by Remark 3. However, when there is some de-
sire to provide both quality and diversity, we have presented evidence that for broad
ranges of practically achievable distances, sequential generation usually requires less
computational effort and produces solutions that are at least as good as simultaneous
generation. This provides an experimental justification for algorithm design decisions
favoring sequential of simultaneous generation of diverse solutions.
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