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Abstract
Healthcare providers can benefit from adding less costly capacity to their existing resources in order to satisfy demand while
maintaining the quality of patient care. The addition of mid-level service providers (MLSPs) such as physician assistants or nurse
practitioners that carry out portions of patient care provides a viable alternative for adding physician capacity. This research
considers the circumstances under which adding an MLSP to a single-physician outpatient office becomes the best strategy for
the clinic, and determines how scheduling policies from the widely-researched single-stage environment should be adjusted for a
multi-stage environment. Compared to a single-stage system where a physician completes all portions of the service, we show
that adding an MLSP can reduce patient waiting time, patient flow time, and physician service time with patients. This, in turn,
can enable the clinic to see more patients and/or free up physician time for other tasks. Appointment scheduling rules are
developed for a multi-stage outpatient service system using a simulation optimization approach. Performance measures focus
on the patient experience and clinic operation before and during each stage of service.

Keywords Appointment scheduling . Simulation optimization .Multi-stage health systems

1 Introduction

Healthcare systems are facing increasing costs, a larger num-
ber of users, a population that is more conscious about
healthcare issues, and increasing demand for quality care
[7]. In addition, physicians are in short supply in many areas,
a situation which is predicted to deteriorate over time [16].
Consequently, health care providers are looking for ways to
add less costly capacity to their existing resources in order to
satisfy demand and reduce waiting times while maintaining
the quality of patient care. Inefficiency in outpatient clinics in
terms of long patient waiting time, idle time, and overtime of
the clinic typically results from a mismatch between demand
for physician services and capacity available. This problem is
further complicated by uncertainty in interarrival times of

patients and service times. Developing an effective appoint-
ment schedule can contribute to a better patient experience in
terms of reduced waiting time and improved flow through the
system. Clinics often attempt to develop schedules that reduce
the amount of pre-service waiting time which many patients
find frustrating [12]. This may have the added benefit of im-
proving patient perceptions of the quality of service provided
[35].

In a single-physician environment, one strategy for improv-
ing medical clinic operations is to introduce an additional
stage to the service environment where a secondary service
provider carries out some of the patient care. This is becoming
more common as clinics seek to reduce costs by employing
medical professionals that have a lower cost than physicians.
The addition of mid-level service providers (MLSPs) such as
physician assistants and nurse practitioners is a viable alterna-
tive for adding capacity [26]. This strategy can improve pa-
tient flow time, enable the clinic to see more patients, and/or
free up some of the physician’s time for other tasks.

This study considers an appointment scheduling problem
in a multi-stage outpatient clinic where a MLSP carries out
some of the patient care before the physician sees the patient.
With multiple stages, the focus necessarily has to be on the
patient experience before and during each stage of service.
Both factors will determine the patient’s level of satisfaction
with the service provided. In other words, introducing an
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MLSP to reduce the pre-service wait only to have the patient
wait an excessive amount of time to see a physician would be
counterproductive. Coordination is more complex since the
performance measures for subsequent stages are now depen-
dent on performance at earlier stages of service. Service and
arrival times in this environment are stochastic at each stage,
which further complicates the design of an efficient system
[30]. This research considers the circumstances under which
adding an MLSP to a single-physician office is the best strat-
egy for a clinic, develops the best schedule and sequencing of
patients in these cases, and determines how policies from the
widely-researched single-stage environment should be adjust-
ed for a multi-stage environment. Findings could apply to a
variety of multi-stage service systems, such as a dental assis-
tant and dentist, legal assistant and lawyer, or other environ-
ments where a trained assistant can complete a subset of re-
quired tasks before the more highly trained individual per-
forms more critical tasks. For example, this could reflect a
situation where a dental assistant performs tasks such as prep-
aration, cleanings, and x-rays which allows more time for the
dentist to perform tasks involving fillings, extractions, and
crowns.

The term MLSP is defined more broadly than what is un-
derstood as a Bmid-level service provider^ [35]. In a health
care context it includes those trained as a registered nurse,
nurse practitioner, or physician assistant. It is assumed that
the MLSP has training to carry out some aspects of diagnosis,
treatment, and referrals (i.e., more than just take height, weight
and blood pressure).

Previous studies have used simulation or analytical
methods to address appointment scheduling problems.
Analytical studies have typically focused on finding an opti-
mal scheduling rule [9, 17, 27]. These studies are often limited
in terms of the complexity of the systems they can account for
including the number of stages they consider and distributions
(e.g., Exponential, Erlang) used to represent the stochastic
parameters. Simulation studies are able to capture greater
complexity of the systems [5, 6, 15, 18]. However, they have
more difficulty finding an optimal policy for the system.

More recently, several studies have integrated simulation
with an optimization technique to address single stage ap-
pointment scheduling problems. Many of these studies com-
bine simulation with a metaheuristic technique (e.g., [21, 22]).
This approach is well suited to appointment scheduling prob-
lems since good solutions can be found while simultaneously
incorporating the significant sources of uncertainty that are
present. In particular, a simulation optimization approach al-
lows for the consideration of more complex distributions for
interarrival and service times and arrival processes at each
stage of service in an outpatient clinic. However, with the
exception of [35], where simulation optimization is used to
solve a multi-stage operating room scheduling problem, there
have been relatively few studies that have considered its use in

a multi-stage pre-scheduled environment. In this study, a sim-
ulation optimization approach is used to determine how a
variety of factors including clinic size, patient unpunctuality,
cost structure, allocation strategies of patients to MLSPs, and
corresponding reductions in physician service times impact
performance. General scheduling rules specifying the length
of appointment intervals as well as the sequence of appoint-
ments are developed taking these factors into account for a
multi-stage outpatient clinic. Data from a multi-stage outpa-
tient clinic is used as the basis for testing a wide range of
parameters.

This paper is organized as follows. In the next section a
review of the related literature is provided. Then, an overview
of the data collected for this study and the problem formula-
tion are discussed. Finally, results and analysis are presented,
ending with a discussion and managerial implications.

2 Related literature

Appointment scheduling in health care facilities has been
widely studied. The vast majority of studies have focused on
a single stage appointment scheduling environment, compris-
ing a body of research that spans more than 60 years [4, 13].
These studies primarily focus on several key measures to eval-
uate the performance of the appointment system. The objec-
tive is typically to minimize a weighted sum of patient waiting
times, clinic idle time, and/or overtime for a single stage of the
process [5, 6, 31]. Each of these studies tested different com-
binations of measures such as waiting time plus day end time
[40, 41], customer waiting time plus physician idle time [32],
and waiting time, idle time, and overtime [9, 34]. Other mea-
sures such as patient flow times [24, 40, 41] and physician
utilization [38] have also been studied.

The goal of this body of work has been to improve perfor-
mance of health care systems through the design of appoint-
ment scheduling Brules^. These rules specify the length of
each appointment interval and the number of patients to
schedule in that interval (block size). Many innovative rules
have been developed with different combinations of fixed and
variable appointment interval lengths and block sizes [4].
These include fixed interval rules such as Bailey’s rule which
specifies fixed intervals with two patients in the first slot and
subsequent patients scheduled in individual blocks [2]. A
number of recent studies have focused on optimizing appoint-
ment schedules with variable-interval rules. The most promi-
nent finding has been the Bdome^ rule consisting of individual
blocks with initially short appointment intervals, gradually
increasing toward the middle of the session, and decreasing
toward the end of the session [9, 31, 41, 42]. In [20], the
authors found that practitioners could benefit from using a
flatter, Bplateau-dome^ rule with fixed interval individual
blocks in the middle of the appointment session. Variations
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of these rules have been found to perform well in a wide range
of environments, including the presence of no-shows, non-
punctual patients, non-punctual physicians, and different
types of customers (e.g., new vs. returning). In this study, a
set of fixed and variable interval rules are studied.

This study develops appointment scheduling rules for a
multi-stage appointment scheduling environment. Multi-
stage systems are common in both manufacturing and service
environments. In such cases, the final output is a function of
how the various stages interact and perform. The key differ-
ence is that the performance measures are now evaluated at
more than one stage of service. Patient waiting time and phy-
sician idle time can now occur before each stage of service. In
a single stage system, the waiting time of the patient is usually
defined in terms of pre-service wait either from appointment
time [9, 32] or from arrival time when patient unpunctuality is
modeled [3, 8, 22]. The idle time of the physician is defined as
the time the physician has between appointments (e.g., if he
finishes with one patient early and the next patient has not yet
arrived). Overtime involves any time that extends beyond the
session end time. Service and arrival times in this environment
are usually stochastic at each stage which further complicates
the design of an efficient system [33].

In a multi-stage system, patients arriving for the first stage
would be seen based on their appointment time. Patients for
each subsequent stage are usually processed on a first-come-
first-served basis into the second stage queue. However, there
has been little attention paid to how schedules can be devel-
oped when the service is broken up into several stages [23]. A
few prior studies have considered the effectiveness of MLSPs
on patient wait times in various situations [25]. In emergency
departments, the addition of anMLSP was found to result in a
12% increase in patient volume per shift with no overall re-
duction in waiting time [37]. In a similar study on emergency
departments, [17] showed that wait times were less than half
when a MLSP was present (12 min vs. 31 min). The integra-
tion of MLSPs in emergency departments can also improve
patient flow [10]. In their study of a number of emergency
departments, they found that patients were 1.6 times more
likely to be seen within the wait time benchmarks than when
MLSPs were not present. [27] considered psychiatric waiting
times in days. They found a drop in waiting time from
32.5 days to 22.5 days after adding an MLSP.

There have been relatively few studies that address the
pre-scheduled multi-stage outpatient environment. In [14],
an outpatient clinic where patients proceed through mul-
tiple stages of service is considered. The authors use a
simulation model to determine the best scheduling policy
when there are multiple patient types. Their focus was on
reducing the waiting time of patients from their appoint-
ment time to the start time of the first stage of service. In
[23], the transient distribution of the multi-stage queue is
used to show how optimal schedules that balance waiting

time of patients with idle time of the health care provider
can be developed.

Appointment scheduling of outpatient surgical procedures
in a multi-stage operating room is considered in [35]. The
system had three stages, including pre-operation, surgery,
and recovery. The authors propose several metaheuristic-
based simulation approaches to solve the problem. Their
modeling framework involved different types of patients, each
of which has to be matched with a specific surgeon type. The
objective was to minimize the waiting time of patients as well
as the time the patient leaves the facility, and cancellations due
to lack of time or resources. In [43], the relationship between
appointment scheduling, capacity, and patient flow in multi-
stage systems is examined. One of their findings was that there
is a Bsweet spot^ when it comes to how many exam rooms to
use. In the system they studied, fewer than three exam rooms
greatly impeded patient flow and reduced performance, while
more than three did not improve performance. They also
found that scheduling low variance appointments first per-
formed best.

Other work has focused on developing modeling frame-
works and solution algorithms for improving the quality of
service delivery in multi-stage systems. The question of how
to allocate resources in such a way that the quality of service
delivered is maximized subject to budgetary constraints is
considered in [37]. In particular, the authors consider the prob-
lem from the perspective of customer perceptions of each
stage of service. Their modeling framework is applied to a
two-stage high-volume outpatient clinic where stage 1 in-
volves patients checking in at a financial screening area (to
determine health coverage eligibility) and stage 2 involves
patients visiting the exam area where vital signs are checked
and the patient is examined by their physician. The model is
applied to several scenarios in order to determine how a bud-
get could be allocated in order to improve patient perceptions
of the quality of service.

Control charts have been used to measure the improvement
at each stage [36, 44]. In [38], the authors base their study on
the premise that performance at one stage of a process is statis-
tically correlated with performance at the preceding stage. This
study uses Bcause selecting^ control charts that account for the
dependency between the various stages to monitor and identify
potential problems in a multi-stage service process/system. The
authors note that this approach is useful in indicating that prob-
lems may exist at specific stages of service. However, they
cannot identify root causes of the problem and leave this issue
for a clinic manager to determine.

3 Problem formulation

In this paper, appointment scheduling in a two-stage outpa-
tient clinic with a single physician and a single MLSP is
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considered. Performance is evaluated at each stage of service
and service times of patients at each stage of service are sto-
chastic. Arriving patients will either proceed to the MLSP for
the first stage of service and the physician for the second stage
or proceed to the physician directly. Patient service time dis-
tributions are assumed to be homogeneous (one distribution
for the MLSP, and another for the physician). A simulation
optimization model is developed to determine the best sched-
ule under a variety of operating conditions.

3.1 Simulation optimization model

The problem examined is one of determining the start time of
each patient’s appointment where the service times for each
patient at each stage of service are random variables. The
notation for the model is as follows.

tmlspi Appointment start time of patient i
(MLSP+Physician patient) for i = 1, 2, …, N.

tdocj Appointment start time of patient j
(Doctor Only patient) for j = 1, 2, …, M

Smlspi Service time of patient i with MLSP
Wmlsp

i Waiting time of patient i for MLSP
Ik Idle time of doctor between patient k and k-1

where k = 1, 2, …, N +M
T Planned end time of clinic session
O Overtime of the clinic
cmlspw Cost coefficient for patient’s waiting for the

MLSP
cdocw Cost coefficient for patient’s waiting for the doctor
cI Cost coefficient for doctor idle time
cO Cost coefficient for clinic overtime
Ak Time the kth patient arrives at the second stage

(arrival time of the kth patient at the doctor) =

tmlsp1 þ
n

Smlsp1 þWmlsp
1 ; tmlsp2 þ Smlsp2 þWmlsp

2 ;…;

tmlspN þ SmlspN þWmlsp
N ; tdoc1 ; tdoc2 ;…; tdocM g and A(k) is

the kth order statistic for k = 1, 2, …, N +M
Wk Waiting time of the kth patient seen by the doctor

where W(k) is the kth order statistic for k = 1, 2, …,
N +M

Sk Service time of the kth patient seen by the doctor
where S(k) is the kth order statistic for k = 1, 2, …,
N +M

The following definitions apply.

Wmlsp
1 ¼ 0 ð1Þ

Wmlsp
i ¼ max Wmlsp

i−1 þ Smlspi−1 −ti; 0
n o

for i ¼ 2;…;N ð2Þ

W1 ¼ 0 for k ¼ 1 ð3Þ
Wk ¼ max Wk−1 þ Sk−1−Ak−1; 0f g for k ¼ 2;…;N þM ð4Þ

I1 ¼ 0 ð5Þ
Ik ¼ max Ak− Ak−1 þWk−1 þ Sk−1ð Þ; 0f g for k

¼ 2;…;N þM ð6Þ
O ¼ max Ak− Ak−1 þWk−1 þ Sk−1ð Þ; 0f g−T for k

¼ N þM ð7Þ
Flow Time of Patient i ¼ Wmlsp

i þWk þ Smlspi þ Sk ð8Þ

The objective is to determine a schedule that will minimize
the following function, which represents: the expected total
cost of patient waiting time at each stage of service, physician
idle time, and clinic overtime.

min
ti;t j

cmlspw E ∑
n

i¼1
Wmlsp

i

� �
þ cdocw E ∑

m

j¼1
Wk

" #
þ cIE ∑

K

k¼1
I k

� �

þ cO O½ � ð9Þ

subject to

t1≥0 ð10Þ
tN≤T ð11Þ

tmlsp1 ≤ tmlsp2 ≤…≤ tmlspN ð12Þ
tdoc1 ≤ tdoc2 ≤…≤ tdocM ð13Þ
ti ; t j integer ð14Þ

Based on the above, it is always true that the total work for
the physician is equal to T−∑

j
I j þ O. It is assumed that ap-

pointment start times are integer values. Patients may arrive
early, late, or on time for their scheduled appointment. Each
patient is seen by the MLSP in order of their appointment time
unless a patient has not yet arrived and a patient with a later
appointment is present. The order of the physician queue is
based on both their initial appointment time and exam room
availability. Patients in this queue are seen on a first-come
first-serve basis. For instance, an MLSP patient will enter
the physician queue only after the MLSP is finished. If a
later-scheduled Physician-Only patient arrives before the
MLSP is finished, they may be seen by the physician first.
However, a Physician-Only patient will enter the physician
queue only if there is an empty exam room.

Upon arrival all patients enter the exam room queue. A
patient is either assigned to an exam room if one is available
or waits in the queue. They simultaneously join either the
MLSP or physician queue. Thus, especially in scenarios
where the number of exam rooms is limited, MSLP patients
that are in an exam room will often be seen by the physician
before Physician-Only patients who have yet to be assigned a
room.While total service times are generally higher with mul-
tiple stages, the goal is to determine schedules that reduce total

232 Klassen K.J., Yoogalingam R.



waiting time in the system for patients, while minimizing the
idle time and overtime of the health care facility. This may
have a positive effect on flow time (the total time the patient
spends in the clinic). If waiting times decrease by more than
the service times increase, this will result in reduced flow time
for the patient.

While Eq. (9) includes the idle time of the physician,
MLSP idle time is not included to allow for a direct compar-
ison of performance for different proportions of patients allo-
cated to the MLSP. It is also assumed that there are other
Bflexible^ tasks the MLSP can do when not serving patients
which will not have a noticeable or significant impact on the
MLSP’s availability to serve patients (i.e., theMLSP is always
available). They are able to pre-plan when and what other
tasks they engage in based on the schedule and expected ar-
rival times of patients. Similarly to prior single-stage studies,
we assume there is a receptionist that brings patients to empty
exam rooms. An additional benefit is patients spendmore total
time with medical care providers. In the outpatient care envi-
ronment, patients often value having more time with service
providers because the time with medical professionals is rela-
tively short.

Given that the objective function and constraints in this
model are stochastic functions, a simulation optimization
approach is used to determine solutions for the problem.
Simulation optimization is a stochastic optimization tech-
nique which is suitable for problems such as the one in
this study since it is able to search for good solutions
while simultaneously accounting for the complexity in
the problem environment and the multiple sources of un-
certainty present. This approach has been shown to pro-
duce good solutions for appointment scheduling problems
in outpatient clinics [21, 22].

The simulation optimization problem can generally be de-
fined by determining the vector of appointment start times that
minimizes (9) [1, 11]. In this study, the optimization model is
built in OptQuest [29]. The embedded algorithm combines
scatter search and tabu search heuristics to search for feasible
solutions and includes a neural network component to im-
prove search efficiency. The population based heuristic itera-
tively generates sets of values for the decision variables in the
problem which are then evaluated using simulation. The best
solution for the problem in this case is the mean of the perfor-
mance measure (9) from each iteration. The simulation opti-
mization approach used in this study can be summarized as
follows [1, 11, 29]:

Step 1: Initialization

An initial population of candidate solutions is generated to
solve the following general problem minf(θ) = E[γ(θ, ω)]s. t.
θ ∈Θ where γ is the sample performance measure, θ is the
vector of input variables with an upper and lower bound for

each input factor, ui and li, and ω represents a simulation
replication.

Step 2: Simulation

A sufficient number of replications is performed for each
candidate solution, θ, to guarantee a stable solution. A neural
network accelerator determines the number of replications re-
quired for computational efficiency. Based on results from
initial experimentation, the number of replications was set at
500 for each candidate solution to ensure that a large sample
of clinic environments were tested.

Step 3: Optimization

Feasible solutions are combined to create new solutions by
generating linear combinations of prior solutions. Diversity is
maintained by using both high and low quality solutions.
Infeasible solutions are mapped to a feasible solution using a
mixed-integer linear programming technique that minimizes
the absolute deviation between the two points. Tabu memory
functions prevent the algorithm from revisiting prior inferior
solutions. The new set of candidate solutions is then evaluated
using simulation (Step 2).

Step 4: Stopping Criteria

The algorithm can be stopped based on criteria specified by
the user, such as projected or actual convergence (used in this
study), after a number of heuristic iterations, or elapsed time.

3.2 Data collection

Data was collected at a two stage outpatient clinic for 18
sessions which included both mornings and afternoons. A
total of 285 usable observations were collected during these
sessions. Approximately 70% of all patients were processed
by a MLSP first before proceeding to see the physician.
Patients who were not required to see the MLSP went directly
to the physician. A summary of data is provided in Table 1.

For the first stage, the MLSP was found to have an average
service time of 5.26 min with a standard deviation of 5.72;
service times ranged from 0.37–36.6 min. These times were
best fit to a lognormal distribution (α = 0.05). At the second
stage, service time for the physician was divided into two
categories of patients: those that saw both the MLSP and
physician (MLSP+Physician) and those that saw only the phy-
sician (Physician-Only). For MLSP+Physician patients, phy-
sician service time was lower on average and less variable
than for the Physician-Only patient. Waiting times for patients
at each stage of service were also calculated. Average waiting
time for the MLSP was 8.65 min with a standard deviation of
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12.34 min. Waiting time for the physician was lower on aver-
age and less variable for MLSP+Physician patients.

Overall, total service time, waiting time, and flow time
were on average 2.86, 2.93 and 5.79 min higher, respectively,
for patients that went through both stages of service in this
clinic. However, the benefit of having the MLSP is that the
physician spent an average of 2.4 min less with each patient. If
this were continued through an eight hour day, this would
equate to an increase in physician capacity of 10.7 more pa-
tients on average.

3.3 Experimental design

The simulation optimization experiments are designed to de-
termine how a number of factors impact performance and
scheduling patterns. The values for the input parameters of
the simulation optimization model are based on the data col-
lected for this study and data and findings from earlier studies.
In order to develop more general results, the input parameter
values are varied in order to generate different clinic environ-
ments. Five factors are considered to determine their impact
on system performance: cost structure, percentage of patients
who see the MLSP, reduction in physician service time, clinic
size, and method of measuring client waiting. In addition, we
test some scenarios with and without a constraint on the latest
an appointment can be scheduled.

Since many clinics consider the value of physician idle
time and clinic overtime to be higher than patient waiting time
[4, 21], the cost coefficient for overtime (cO) is tested at 1, 10,
30, and 50 in order to determine the impact on best schedule as
costs incurred by the clinic change. The cost coefficients for
waiting (cmlspw and cdocw ) are set at 1. In some cases, physicians
may be more concerned about overtime than idle time, since
idle minutes can often be filled with other tasks. To represent
this, the cost coefficient for idle time (cI) is set at zero [22, 39]
for this first set of experiments. To determine the extent to
which a MLSP improves performance, the percentage of pa-
tients who see the MLSP is tested at five levels: 0%, 25%,
50%, 75%, and 100%. It is assumed that all patients see the

physician and there is no constraint on the number of exam
rooms available for this first set of experiments.

Reductions in the average time required for physician ser-
vice are also analyzed. The clinic observed had a reduction in
physician time of approximately 10% when anMLSP saw the
patient first. In order to analyze a range of possible clinic
environments where the MLSP provides more of the service,
reduced service durations for the physician of 10%, 30% and
50% are tested, maintaining a coefficient of variation of 0.6
which has been used in prior studies [5]. Two clinic sizes of 12
and 24 appointments are modeled to determine if number of
patients seen per session has an impact on the best schedule.
These clinic sizes are based on the planned clinic duration and
the expected total service times for patients. Service times for
the physician and MLSP are assumed to follow a lognormal
distribution; this is based on the data collected for this study as
well as prior research (e.g., [22]). For the 24 appointment
session, mean service durations tested for the physician are
LogN(10,6) when the MLSP is not needed, and LogN(9,
5.4), LogN(7,4.2), and LogN(5,3) minutes in order to deter-
mine the impact of reduced physician service times resulting
from the presence of an MLSP in the system. MLSP service
times are modeled as LogN(5,5). For the 12 appointment sys-
tem, in order to match session length and compare the systems
fairly, all means and standard deviations for both servers are
doubled.

Patient unpunctuality is modeled where the arrival of each
patient is specified as their appointment time plus unpunctu-
ality: Ai = ti +Normal(−10, 15). Earlier studies that included
patient unpunctuality in a single stage environment propose
that the best schedule depends on whether patient waiting is
measured from the start time of their appointment or from the
time of their arrival if they arrive early. For example, [22]
show that if waiting is measured from the appointment start
time, the plateau-dome scheduling rule usually performs best.
However, if waiting time is measured from the time of a pa-
tient’s arrival, an increasing interval & clustering rule (IICR),
where intervals and block size increase towards the end of the
session) is best for mitigating the effects of unpunctuality.
Both measures of waiting time are tested in this study.

All levels of all factors are tested with each other. This
results in a total of 320 clinic scenarios. The planned session
time is four hours, which is representative of many outpatient
clinics [4]. Actual sessions may be longer due to overtime.

4 Results and analysis

4.1 Simulation optimization results

In this section, we present the numerical results of the exper-
iments. An important result is that average patient flow time is
shorter when a MLSP is present even though total service

Table 1 Statistics from observed clinic

Average Standard deviation Min Max

MLSP+Physician patients

Service Time: MLSP 5.26 5.72 0.37 36.60

Service Time: Physician 9.26 5.77 0.93 46.73

Waiting Time for MLSP 8.65 12.34 0.00 71.07

Waiting Time for Physician 6.95 6.19 0.02 40.57

Physician only

Service Time: Physician 11.66 7.41 0.63 38.77

Waiting Time for Physician 12.67 8.74 0.78 43.85
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times increase when a patient sees both the MLSP and physi-
cian. This applies to all levels of MLSP utilization, including
100% of patients going to the MLSP. The difference is small
(1.22% on average) but confirms that a clinic can add a MLSP
without adversely affecting the time a patient spends in the
clinic. Reducing patient flow time also has the positive effect
of reducing overtime.

4.1.1 Clinic size

The impact of clinic size is similar to prior results for single
server systems. Overall the smaller, 12 appointment clinics
perform better. With fewer patients in the system, there is less
variability and congestion even though the session length re-
mains the same (also shown in [19]). This results in reduced
total waiting time for patients and physician idle time by ap-
proximately 6.8%. However, overtime is consistently higher
for smaller clinics. Smaller clinics tend to have longer appoint-
ment intervals and any delay that occurs near the end of a
session results in more overtime. Thus, if an appointment is
scheduled late and service time is longer, there is more chance
of incurring overtime. This differs from single stage systems,
where overtime and idle time of the physician increase and
decrease together.

In general, larger clinics are more interesting to study be-
cause they are more complex. They have more patients mov-
ing through the system, provide more options for scheduling
patterns, and require more careful management. Thus, subse-
quent discussion will focus primarily on the larger clinics.

4.1.2 Patient unpunctuality and waiting time measures

Earlier studies that included patient unpunctuality in a single
stage environment found that the best schedule depends on
whether patient waiting time is measured from appointment
time or arrival time if they arrive early [22]. Those results are
at least partially supported when a MLSP is added to the
system. The difference is that a MLSP mitigates the differ-
ences between the two waiting measures. Comparing the best
schedules developed under both measures, there is only a
negligible difference in physician idle time and clinic over-
time; idle time and clinic overtime are on average slightly
worse (7.1% and 8.0% higher, respectively) when schedules
are designed based on measuring from patient arrival time.
This demonstrates that a clinic can build schedules based on
either measure without adversely affecting the provider mea-
sures; it can decide which measure to use based on which one
more accurately reflects their patients and their clinic [22].
Representative results for idle time and overtime are shown
in Table 2.

The results in Table 2 are similar across the patient waiting
time measures. However, they differ in terms of the pattern of
appointments. When waiting is measured from arrival time,

the increasing interval and clustering rule (IICR) is strongly
supported in the 24 appointment case, and weakly supported
in the 12 appointment case. However, the addition of the
MLSP Blevels^ the schedule somewhat; the intervals in the
IICR are not as extreme as in the single-stage case. When
waiting is measured from appointment time, the plateau-
dome rule is best, especially in the 24 appointment case.
Thus, earlier results from prior studies are supported more
strongly for larger clinics.

4.1.3 Cost structure

Similar to prior studies, as the cost coefficient for over-
time increases, the best rule results in less overtime; pa-
tients are scheduled earlier, which in turn results in longer
patient waiting times and less physician idle time.
However, not all levels tested provided useful schedules.
The results suggest that cO = 1 and cO = 50 are both
extreme cases. Setting cO = 1 does not result in rules that
adequately mimic the real world. For instance, when the
last appointment is constrained to be no later than the end
of the session, up to 5 appointments are scheduled at the
very end of the session, resulting in higher idle time and
excessive overtime that averages more than 35 min.
Spreading appointments out (i.e., longer slots) has been
shown to reduce patient waiting [21]. Thus, allowing ap-
pointment start times past the planned end time of the
clinic is considered to see whether overall performance
can be improved. When constraint (11) is removed, a
number of appointments are set to start after the scheduled
closing time, which reduces customer waiting. However,
overtime averages between 75 and 110 min. Results for
cO = 50 are similar to those for cO = 30 in both perfor-
mance and scheduling patterns developed. For the discus-
sion below, the results from cO = 10 and 30 are highlight-
ed, since they result in more realistic representations of
the systems under study. Results comparing cost levels are
provided in Tables 2, 3, and 4, and Fig. 2.

Table 2 Comparison of patient waiting time measures

% of patients
that see MLSP

Waiting time measured from

ti (app’t) Ai (arrival)

co = 10 co = 30 co = 10 co = 30

0% Physician Idle Time 18.78 9.70 15.12 13.90

Clinic Overtime 14.86 8.83 12.62 11.68

50% Physician Idle Time 23.03 14.20 29.45 17.43

Clinic Overtime 8.70 6.29 13.08 6.49

100% Physician Idle Time 39.19 23.65 38.73 28.34

Clinic Overtime 13.24 4.76 13.88 6.88
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4.1.4 Percentage of patients allocated to the MLSP

In cases where a patient does not see the MLSP (i.e., a
Physician-Only patient), their service time at the physi-
cian is longer than if an MLSP is seen first. Table 3
provides a comparison of performance when co = 10 and c-
o = 30. When co = 10, performance is best when approx-
imately 50% of patients are scheduled to see the MLSP
first (75% if waiting is measured from arrival time). As
the proportion of patients that see the MLSP increases,
there are some overall patterns evident. First, patient
waiting time for the MLSP increases. This is consistent
with the well-known nonlinear relationship between re-
source utilization and waiting time in the queuing litera-
ture. An increase in the number of patients utilizing the
services of the MLSP results in more congestion and
longer queues at this stage.

Second, patient waiting time for the physician varies based
on how it is measured. If it is measured from arrival time of the
patient, waiting time falls. Appointments are scheduled later
which reduces the waiting between MLSP and physician as
the proportion allocated to the MLSP increases. If measured
from appointment time, there is no consistent pattern. The
lowest patient waiting time occurs when 25% of patients see
the MLSP. As the proportion allocated to the MLSP increases
from 25% to 100%, performance is not affected by patients
showing up early for their appointments. Every appointment
is scheduled earlier on average (more than 2 min earlier for the
scenarios in Table 3). If the MLSP is free before the scheduled
appointment time and the patient is present, the patient will be
seen at that time, after which they wait for the physician. As
more patients see the MLSP, the system becomes congested
with more patients waiting to see the physician. In terms of
total patient waiting time at both stages of service, this is
minimized when 25–50% of patients see the MLSP. When
compared to a system without an MLSP, more work per pa-
tient is required in total, but total waiting time is also reduced.
Thus, reducing the service time for the primary caregiver,
even by a small amount, can improve system flow.
However, as utilization of the MLSP increases, congestion
for that stage results in higher overall waiting time.

Third, physician idle time increases as more patients see the
MLSP because there is less work and less variability in that
work. Thus, adding a MLSP can be valuable in providing the
physician more time to see other patients or performing other
tasks. In most cases, when 100% of patients see theMLSP, the
congestion experienced by the MLSP has a large negative
impact on physician idle time.

Finally, in most cases, overtime is lowest when 50–75% of
patients see the MLSP. For example, for co = 30 and waiting is
measured from the time of appointment, overtime is lowest at
100% (because patients are scheduled early to minimize over-
time). Overall performance is best when 75% of patients are
directed to an MLSP first. In all cases there is very little dif-
ference in performance for an allocation strategy of 50% and
75%. This is supported by the data for overtime. Inmost cases,
overtime is minimized at a proportion of 50% or 75%, sug-
gesting that these levels result in better patient flow through
the stages than either higher or lower proportions.

4.1.5 Reduction of physician service times

Another factor considered is the benefit from further reduc-
tions in physician service time for MLSP+Physician patients
resulting from shifting work to a highly trainedMLSP. Service
times for Physician-Only patients remain the same.
Representative results are provided in Table 4, where results
measuring waiting time from appointment time and a 25%
allocation of patients to the MLSP are given. Results for all
other levels and for measuring waiting from arrival time are
similar in all respects. For the same proportion of patients that
see the MLSP, total waiting time and waiting time for the
physician are reduced considerably with no change in waiting
time for the MLSP. Physician idle time increases, clinic over-
time decreases considerably (because the bottleneck resource
has less work), and overall performance is improved. This
suggests that if adding an MLSP can reduce physician service
times, more patients could be scheduled without adversely
affecting overall performance.

Tables 3 and 4 highlight a key difference between single
stage and multi-stage clinics. In a single stage setting, there is
a consistent tradeoff between patient waiting time and both

Table 4 Impact of reducing the physician’s service times (percentage change)*

Physician service times Total patient wait* Physician idle time Clinic overtime Objective function

LogN(9,5.4)

cco = 10 LogN(7,4.2) −13.3% 13.4% −39.5% −21.8%
LogN(5,3) −23.1% 36.8% −69.9% −38.2%
LogN(9,5.4)

cco = 30 LogN(7,4.2) −22.3% 50.4% −37.7% −28.7%
LogN(5,3) −33.0% 88.1% −67.2% −47.3%

*% that go to MLSP = 25, patient wait is from time of appointment

Appointment scheduling in multi-stage outpatient clinics 237



physician idle time and clinic overtime. A scheduling rule or
policy that reduces waiting time (and thus patient flowtime)
will result in increased idle time and overtime, and vice versa.
This tradeoff is so consistent that it has often been analyzed
and interpreted by the use of an efficient frontier (e.g., [5, 15]).

When a MLSP is added there are two waiting periods (Wmlsp
i

and Wk) with multiple inter-related queues and results show
that this tradeoff is no longer consistent. For example, a sched-
ule that reduces waiting time for patients will sometimes result
in lower overtime for the clinic. In addition, overtime and idle
time do not always increase or decrease together. Results are
more dependent on the percentage of patients that see the
MLSP – although there are no consistent patterns except that
physician idle time consistently increases as the percentage
that see the MLSP increases.

In terms of basic queuing principles, an increase in resource
utilization results in an increase in average flow time. In this
problem, the point at which average flow time for patients
starts to increase is when the allocation of patients to the
MLSP increases beyond 75%. At allocation levels between
25 and 75%, however, the corresponding decrease in physi-
cian service time sometimes results in a reduction in flow time
for patients and a corresponding reduction in overtime for the
clinic.

4.2 Scheduling policies

The best schedules found using simulation optimization may
be difficult to implement from a practical standpoint.
Therefore, several rules were devised based on the simulation
optimization results that may function better in terms of practi-
cal implementation and that are more generalizable to a variety
of clinic environments. Figure 1 provides an example of some
of the best schedules found using simulation optimization. As

shown, these schedules followed an approximate, but not per-
fect, plateau-dome pattern. From the standpoint of practical
implementation, Bsmoothing^ out the time slots in the middle
of the schedule such that the intervals are of equal length would
be preferable. As such, dome and plateau-dome rules were
developed based on the appointment interval lengths and block
sizes from the simulation optimization results.

In addition, in order to ensure that other rule variations are
also compared, several rules that have been shown to be best
in prior literature (on single stage studies) and are common in
practice were tested. These are the single-block fixed interval
(SBFI) and multi-block fixed interval (MBFI) patterns. These
patterns were less common in the simulation optimization
results. However, general rules with these properties were de-
vised based on the intervals and block sizes found in the sim-
ulation optimization study and tested to determine if they per-
form well in this multistage environment. Detailed numerical
examples of each rule are in Appendix Table 8. These rules are
tested in simulation experiments, described below.

Since there are two different types of patients (MLSP+
Physician and Physician-Only), sequencing rules are also pro-
posed. Based on the simulation optimization results, it is ad-
visable to spread the two types of patients throughout the
session, keeping servers at both stages consistently busy.
Four patterns that alternate patient types are tested. In order
to provide initial work for both servers, both a Physician-Only
and MLSP+Physician, are scheduled at the beginning of the
session. Appendix Table 9 summarizes the sequencing pat-
terns. The number of exam rooms required to ensure good
performance and different cost structures are also tested in
these simulation experiments. The previous model imposed
no constraints on the number of exam rooms available. It
was assumed that patients would be seen in order of their
arrival into theMLSP and Physician queues. However, if there
are restrictions on the number of exam rooms, an arriving
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patient may have to wait even if their resource is free. For
example, an arriving Physician-Only patient would have to
wait even if the doctor is free if all the exam rooms are cur-
rently occupied (this occurs very rarely). All sequences were
tested for all rules and exam room levels. For the remaining
factors, the best levels from the earlier experiments were used.
The results are analyzed with a full factorial ANOVA model
and follow-up tests.

4.2.1 Simulation experiments

The scheduling rules in Appendix Table 8 are simulated using
the performance measure in (9). The clinic size is 24 patients,
the physician service time for patients that see the MLSP is
LogN(9,5.4), and waiting is measured from appointment time
since this definition is more common in the literature and most
clinics consider waiting costs to start at this time. In [22], it
was demonstrated that physician idle time and clinic overtime
have a similar effect on performance and scheduling rule de-
velopment. This is because both produce rules that favor the
physician and thus, have similar effects. Their results also
suggest that when both are included in the performance mea-
sure, there is a cumulative effect. For instance, if cI and cO are
both set at 5 in (9), the resulting performance and schedules
are similar to using only either idle time or clinic overtime in

the measure and setting the cost factor to ten. Thus, to evaluate
scheduling rules, cI and cO are set at 5 in order to parallel the
cases in earlier experiments where cO = 10, and 15 to parallel
the cases where cO was set at 30.

Table 5 shows that 336 scenarios are used for the full fac-
torial experiment. In addition, the percentage of patients see-
ing the MLSP was run and analyzed at all five levels. Results
are reported for the case where 50% of patients are scheduled
to see the MLSP, since this was shown to be best for all rules.
Each scenario is run for 1000 replications, using common
random numbers to reduce variation due to that input.

4.2.2 ANOVA results

An ANOVA using Eq. (9) as the dependent variable, with cI
and cO at 5, shows that Rule and Number of Rooms were
significant but the main effect of Sequence was not. In addi-
tion, the only interaction that is significant is Number of
Rooms and Sequence, so it is significant only due to the
Number of Rooms. The ANOVA results with cI and cO at 15
were similar, except none of the interactions are significant
(Table 6). The lack of significance for sequence indicates
clinics can choose to alternate every patient or every second
patient.

A number of follow-up tests were done to understand the
significance of Number of Rooms and Rules. Tukey HSD and
Sheffe tests showed that having only two exam rooms resulted
in significantly worse performance than having three, four, or
five rooms. There is no statistical difference among the latter
(see Table 7) which is in line with the findings from [43]. This
indicates that at times when both servers are busy, perfor-
mance is maximized if the next patient can already be prepped
and waiting in a room. These results are in line with [43],

Table 5 Factors and levels for simulation experiments

Factors Levels

Cost Structure (cI, cO) (1,1), (5,5), (15,15)

# of exam rooms 2,3,4,5

Rules SBFI, MBFI, PD1, PD2, PD3, PD4, Dome

Sequencing Alt1, Alt2, Alt3, Alt4

Table 6 ANOVA for cI =15 and cO = 15

Source Type III sum of squares df Mean square F Sig.

Corrected model 442032282.0 111 3982272.81 24.57 0.000

Intercept 63877579673.0 1 63877579673.04 394073.41 0.000

Rule 223369490.7 6 37228248.45 229.67 .000

Sequence 660782.3 3 220260.78 1.36 .253

NumRooms 212831260.7 3 70943753.55 437.67 .000

Rule * Sequence 895519.8 18 49751.10 0.31 .998

Rule * NumRooms 2758581.9 18 153254.55 0.95 .522

Sequence * NumRooms 1154839.3 9 128315.48 0.79 .624

Rule * Sequence * NumRooms 361807.4 54 6700.14 0.04 1.000

Error 18136556393.6 111888 162095.63

Total 82456168348.6 112000

Corrected total 18578588675.6 111999
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which also showed that no more than three exam rooms are
required when there are two servers.

Based on the above results we focus on results for rules
with three rooms. These results are shown in Fig. 2 (averaged
over all sequencing levels). The error bars represent the sam-
pling error (α = 0.05) associated with the mean values for the
performance measure given in (9). These 95% confidence
intervals average 1.80% across the rules, with a maximum
of 2.10%.

Figure 2 suggests that when cI and cO are equally weighted
with the cost of waiting, the PD2, PD3 and MBFI rules are
best. When cI and cO equal 5, all rules exhibit similar perfor-
mance, as verified with a Tukey HSD test. When cI and cO
equal 15, the best rules are PD1 and PD4 where all other rules
are significantly inferior. Regardless of cost structure, as the
physician’s time becomes more important, the plateau-dome
rules with shorter appointment slots perform best. Thus, the

plateau-dome is a robust rule that applies in the multi-stage
environment.

Figure 3 demonstrates the contribution of the components
(without cost weightings) to the overall measure for this sce-
nario. The figure reflects the 95% confidence intervals (aver-
age, maximum) for total waiting time for the MLSP (4.68%,
5.16%), total waiting time for the physician (1.90%, 1.99%),
overtime (4.28%, 5.10%), and total physician idle time
(2.76%, 3.23%). As explained above, idle time and overtime
are best when the plateau is lower (i.e., appointment intervals
are shorter). The 12 MLSP+Physician patients experienced a
fairly short wait for the MLSP, while all 24 patients had a
slightly longer wait on average for the physician. This is due
to higher utilization of the physician. In addition, Physician-
Only patients waited slightly longer on average for the physi-
cian than MLSP+Physican patients for most rules, since the
latter are already in an exam room when the first stage of
service is complete (see Figure 4). The figure reflects 95%
confidence intervals of 2.76% (maximum of 2.91%) and
1.21% (maximum of 1.30%) on average for Physician-Only
and MLSP patients, respectively.

5 Discussion

In this study, the impact of adding a MLSP to serve patients in
a single stage outpatient clinic is studied. The purpose was to
determine the circumstances under which a MLSP becomes
the best strategy for a clinic and to determine how policies
from a single-stage environment should be adjusted to accom-
modate the additional stage of service. Appointment schedul-
ing rules are developed for a multi-stage service system using
a simulation optimization approach. Based on the results, gen-
eral scheduling policies are formulated and tested using
simulation.

A key finding of this study is that the percentage of patients
allocated to the MLSP has a large impact on performance. An

Table 7 Tukey HSD and Scheffe tests: Number of rooms

NumRooms N Subset

1 2

Tukey HSDa,b 4 28000 431.669

5 28000 432.287

3 28000 434.041

2 28000 482.591

Sig. .659 1.000

Scheffea,b 4 28,000 431.669

5 28,000 432.287

3 28,000 434.041

2 28,000 482.591

Sig. .724 1.000

Means for groups in homogeneous subsets are displayed. Based on ob-
served means. The error term is Mean Square(Error) = 59648.165
aUses Harmonic Mean Sample Size = 28000.00
bAlpha = .05
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important decision in the context of a multi-stage clinic is the
best strategy in terms of the proportion of patients to allocate
to each stage of service. It was shown that overall performance
is best if 50–75% of patients are allocated to the MLSP.
Patients that see both providers require a longer total service
time. However, the reduction of work for the physician is of
greater benefit to the system, reducing overtime and flow time
for patients. Performance is best when the MLSP sees some
but not all patients.

In many single-stage studies, an important tradeoff is
highlighted, often presented in the form of an efficient frontier
of scheduling rules or policies. A rule that reduces physician
idle time or overtime consistently results in higher patient
waiting time, and vice versa (e.g., [5, 15]). In a multi-stage
system the tradeoff between waiting time and physician idle
time or overtime is not consistent. Performance is dependent
on the percentage of patients that see the MLSP. It was shown
that as this percentage increases, physician idle time increases.
However, waiting time and overtime do not follow a consis-
tent pattern for different scenarios, often being lowest at the

25%, 50% or 75% levels. Thus, idle time and overtime of the
physician do not increase and decrease in the same direction in
a multi-stage system as they do in a single- stage system.

Results showed cost structure to be important in terms of
the best scheduling policy. If the cost of overtime in the ob-
jective function is low (in this case, if it is equal to the waiting
time cost coefficient), then realistic schedules cannot be pro-
duced. High values for the coefficient led to no appreciable
difference in performance. For example, a coefficient of 50
(i.e., clinic overtime is 50 times more valuable than patient
waiting) did not produce significantly different results than a
coefficient of 30.

The effects of clinic size were also significant. It was
shown that if waiting is measured from arrival time, the
IICR (Bincreasing interval and clustering rule^) is strongly
supported in the 24 appointment case and weakly supported
in the 12 appointment case. The addition of the MLSP
Blevels^ the schedule somewhat with appointment intervals
that are not as extreme. When waiting is measured from ap-
pointment time, the plateau-dome rule performs best,
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especially in the 24 appointment case. Thus, earlier work in
single-stage systems is supported more strongly for larger
clinics.

If the MLSP is able to carry out even more tasks, further
reducing the physician’s time with patients, then patient
waiting, overtime and overall performance improve. The re-
sult is that the physician has more idle time which could be
used to carry out paperwork and other tasks, or possibly to
increase revenue by seeing more patients. Another possible
benefit of seeing more patients beyond an increase in income
is the ability to better serve the physician’s panel of patients.
However, the Bhuman^ side of this requires more study. It may
be difficult to Btrain^ a physician to spend less time with
patients (e.g., to shorten a typical 10 min appointment to
5 min). This may also lead to a perception of diminished
service quality on the part of patients.

This study has demonstrated a number of other findings. It
was shown that smaller clinics are easier to manage due to
reduced variability. In addition, sequencing of Physician-Only
and MLSP+Physician patients should alternate between these
two types, but there is little difference if the alternating occurs
with every patient or every second patient. It was also found

that three exam rooms are sufficient for a system with one
physician and one MLSP.

Further work could be done to improve the understanding
of multi-stage environments. As mentioned, the benefits and
drawbacks of reducing the physician’s time with patients
could be explored. Scenarios where some patients see only
the MLSP and do not need to see the physician at all could
be studied. Clinics with multiple physicians and heteroge-
neous patients with a single MLSP could also be the subject
of future study. It is worthwhile noting that in such cases,
coordination will be more difficult and temporary bottlenecks
may be created when an MLSP patient arrives if the MLSP is
busy completing work for another physician. Another poten-
tial area for research is to consider using the MLSP capabili-
ties to help manage patient waiting in real time. When the
clinic is busier, the MLSP does more of the work and when
it is less busy the physician spends more time with patients. In
addition, it would be useful to collect enough data to study the
correlation between the MLSP and physician service times.
This may address the question of whether a longer MLSP
service time indeed results in a shorter physician service time
and how it relates to the clinic structure.

Appendix 1

Table 8 Scheduling rules (Slot Lengths)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

SBFI: Single-block, Fixed Interval 0 0 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10

MBFI: Multi-block, Fixed Interval 0 0 20 0 20 0 20 0 20 0 20 0 20 0 20 0 20 0 20 0 20 0 20 0

PD1: Plateau-Dome 1 0 0 9 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 9 7 5

PD2: Plateau-Dome 2 0 0 6 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 5 2 0

PD3: Plateau-Dome 3 0 0 8 10 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 11 8 6 5 3

PD4: Plateau-Dome 4 0 0 8 9 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 7 6 5

Dome 0 0 8 9 9 10 10 10 11 11 11 11 12 12 11 11 11 10 9 9 8 7 6 4

Table 9 Sequencing Patterns*

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Alt1 P M P M P M P M P M P M P M P M P M P M P M P M

Alt2 P M P P M M P P M M P P M M P P M M P P M M P M

Alt3 P M M M P P M M P P M M P P M M P P M M P P M P

Alt4 P M P P M P P M M P M M P P M P P M M P M M P M

*P= Physician-Only, M =MLSP+Physician

*24 appointments, waiting measured from appointment time, 50% of patients see MLSP
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