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Abstract
Probabilistic preferences have been proposed in the graphmodel for conflict resolution
(GMCR) to accommodate both situations in which a decision maker (DM) vacillates
in which criteria to use when comparing two scenarios and also situations in which
there is uncertainty regarding who will act as a DM representative. In this paper, we
propose two option prioritizing techniques to obtain probabilistic preferences in the
GMCR more efficiently. The crisp preference option prioritizing relies on an ordered
sequence of preference statements that determines the crisp preference relation. In the
first proposed technique, a probability distribution is associated with a class of ordered
sequences of preference statements of the DM, where the probability of state s being
preferred to state t by the DM consists of the sum of the probabilities of the ordered
sequences of preference statements where s is preferred to t according to the crisp
preference based on the corresponding ordered sequence of preference statements. In
the second technique proposed, we allow for uncertainty both on the set of preference
statements considered by a DM and also on which preference statement within the set
is the most important one for him. An application is provided to illustrate the use of
these techniques.
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1 Introduction

The Graph Model for Conflict Resolution (GMCR) is a mathematical tool developed
by Kilgour et al. (1987) and Kilgour and Hipel (2005) which is useful in the modelling
and analysis of strategic conflicts. In the GMCR, the agents (players), usually called
decision makers (DMs), have some available set of binary options which they must
decide which ones they will take in the conflict. Each subset of options which are
taken by the DMs in the conflict determines a conflict state. As some combinations
of options may be impossible to occur in the conflict, there may be some infeasible
states and these are not considered in the GMCR. The DMs have preferences about
the feasible conflict states and from these preferences, the stability of the states is
analyzed. In the GMCR, there are several stability notions that vary according to how
many steps ahead the conflict is analyzed and onwhat are the crediblemoves ofDMs in
a conflict. The most commonly used stability notions are: Nash stability (Nash 1950),
metarational stability (Howard 1971), symmetricmetarational stability (Howard 1971)
and sequential stability (Fraser and Hipel 1979). Newer stability notions have been
proposed to model different human behaviors in conflict situations (Rêgo and Vieira
2017; Rêgo and Vieira 2019; Zeng et al. 2006).

There exists a series of works that introduce different preference structures in the
GMCR to better capture some real-world conflicts. To handle conflicts in which
there is no knowledge regarding what is the preference of some DM between two
states, Li et al. (2004) introduced preference uncertainty in the GMCR. Bashar et al.
(2012, 2015) introduced fuzzy preferences in the GMCR to model situations in
which DMs might not have a clear-cut preference between two states. Grey num-
bers can also be used to model preference uncertainty within the GMCR (Kuang
et al. 2015). There are conflicts in which there might be uncertainty regarding the
type of a DM or the DM himself may be uncertain about his own preferences. This
situation was modeled by Rêgo and Santos (2015) using a probabilistic preference
structure. This work was further extended to handle vagueness in the elicitation
of probabilistic preferences by Rêgo and Santos (2018). Two-level of preference
strength was introduced in the GMCR by Hamouda et al. (2006), while Xu et al.
(2009) extended this model to allow for a multi-level preference ranking structure
within the GMCR. Finally, Yu et al. (2017, 2018) introduced a hybrid prefer-
ence structure which combines fuzzy preferences and preference strength within the
GMCR.

Besides choosing the appropriate preference structure, it is important to have a
method to obtain the DMs’ preferences in order to apply the GMCR in real conflicts.
There are three main methods used to determine DMs’ preferences in a conflict situ-
ation: option weighting, option prioritizing and direct ranking (Peng et al. 1997). All
of these methods were developed to obtain crisp preferences (binary relations) in the
GMCR, which is the most usual preference structure used in the GMCR. Some papers
in the GMCR literature adjust the idea of option prioritizing to elicit other preference
structures in the GMCR. More specifically, in Bashar et al. (2014), the authors pro-
pose an option prioritizing technique to more efficiently determine fuzzy preferences
by using fuzzy truth values for DMs’ preference statements, and in Yu et al. (2016),
the option prioritizing technique was used to determine unknown preferences in the
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GMCR. Hou et al. (2015) and Zhao and Xu (2017) defined an option prioritizing
method to obtain three-level preferences and grey preferences, respectively.

In this paper, we are interested in proposing option prioritizing methods to obtain
probabilistic preferences in the GMCR, called here GMCRP. The GMCRP is an
extension of the GMCR, proposed by Rêgo and Santos (2015), where DMs do not
simply prefer one state over another, but prefer one state over another with a cer-
tain probability. Probabilistic preferences in decision-theoretical models date back
to the work of Luce (1958), in which there is uncertainty regarding the choice cri-
teria used by DMs when choosing between two available objects. In Fishburn and
Gehrlein (1977), social choice lottery rules are analyzed for the elections of two
candidates with voters who may be uncertain about whom they prefer, where the
uncertainty of a voter over a particular candidate is reflected by a probability. For a
comparison between some stochasticmodels for binary choices under risk, see (Wilcox
2008).

Although probabilistic preferences have a long history on decision theory, it was
only in the work of Rêgo and Santos that this preference structure was introduced
in the GMCR. However, in Rêgo and Santos (2015) no technique is proposed to
determine the probabilistic preferences needed to model a conflict situation using the
GMCRP.Motivated by this fact and by the ideas employed in the works of Bashar et al.
(2014), Yu et al. (2016), Hou et al. (2015) and Zhao and Xu (2017), in this paper, we
propose two option prioritizing techniques to obtain probabilistic preferences in the
GMCR. In the first one, instead of a single ordered sequence of preference statements,
a class of ordered sequences of preference statements is considered, each one of them
is associated with a probability which describes the chance with which the criteria
chosen by the DM considers the priority of the statements according to the order of
the sequence. Thus, the probability of state s being preferred to state t by the DM is
given by the sum of the probabilities of the ordered sequences of preference statements
that induce a crisp preference relation according to which s is preferred to t by the
DM. In the second technique proposed, there exists two sources of uncertainty: one
regarding what is the set of preference statements considered by the DM and another
regarding what preference statement within a given set is the most important one for
the DM.

The paper is organized as follows. In Sect. 2, we present the background, recalling
the definitions of GMCR, GMCRP and option prioritizing. In Sect. 3, we propose two
techniques for preference elicitation based on probabilistic option prioritizing in the
GMCRP. In Sect. 4, we present an application of the proposed techniques to highlight
their usefulness. Finally, in Sect. 5, we finish the paper with the main conclusions
found.

2 Theoretical Background

In this section, we briefly recall some concepts in the literature about the GMCR that
will be essential for the good understanding of this paper (Fang et al. 1993).
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2.1 GMCR

The GMCR is a theoretical model of conflict analysis proposed by Kilgour et al.
(1987) that is extremely useful for modeling strategic conflict situations in a simple
and effective way. Formally, the GMCR consists of a collection of directed graphs,
defined on the same set of states, where each graph represents how some DM in the
conflict may change the current conflict state. In this paper, we view a conflict state as
being determined by some combination of options that may or not be taken by theDMs
in the conflict. The collection of all DMs directed graphs create the integrated graph
model for the conflict. Together with this collection of graphs, in order to analyze the
states’ stability some preference structure is imposed on the set of feasible conflict
states. This preference structure can, for example, be an asymmetric binary relation as
in the original GMCR, a fuzzy preference relation (Bashar et al. 2012), an uncertain
preference relation (Li et al. 2004), a grey preference relation (Kuang et al. 2015),
a probabilistic preference relation (Rêgo and Santos 2015) or an upper and lower
probabilistic preference (Rêgo and Santos 2018). In this work, we are particularly
interested in the probabilistic preference structure.

In the GMCR, the finite set of DMs is represented by N = {1, 2, . . . , n}, and the
finite set of feasible states is represented by S = {s, s1, . . . , sv}. In the GMCR, there
are several stability concepts which aim to represent the most varied types of DMs’
behaviors in conflict situations. Some of these concepts areNash stability (Nash 1950),
metarational stability (GMR) (Howard 1971), symmetricmetarational stability (SMR)
(Howard 1971), sequential stability (SEQ) (Fraser and Hipel 1979) and symmetric
sequential stability (SSEQ) (Rêgo and Vieira 2017). These concepts or variants of
them have been proposed for several preference structures that have been used in the
GMCR. Thus the stability analysis relies on the information about the preferences
which DMs hold about the conflict states. Therefore, in the case of the GMCRP,
knowing how to derive probabilistic preferences more efficiently is fundamental for
the stability analysis of strategic conflicts modeled by this extension of the GMCR.

2.2 Crisp Preferences

In most of the works in the GMCR literature, it is assumed that DM i’s preferences
can be expressed by an asymmetric binary relation, denoted by �i , and called here
by crisp preference (Kreps 1988), where s1 �i s2 indicates that DM i strictly prefers
state s1 over state s2. From this definition of strict preference, another preference
relation for DM i , called weak preference, is derived and denoted by �i . Thus, DM
i weakly prefers state s1 over s2 whenever he does not strictly prefer state s2 over s1,
i.e., s1 �i s2 if and only if s2 �i s1. Finally, if none of the states are strictly preferred
over the other, then these states are said to be indifferent, which is denoted by ∼i .
Formally, s1 ∼i s2 if and only if s1 �i s2 and s2 �i s1.

In the next subsection, we recall the technique of crisp option prioritizing, which
is used to determine a crisp preference relation for the DMs in a conflict situation.
Later on, we adapt this technique in two different ways to determine a probabilistic
preference relation for DMs in the GMCRP.
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2.3 Crisp Option Prioritizing

The technique of obtaining preferences through option prioritizing was proposed by
Peng et al. (1997). This technique relies on specifying preferences by asking the
DMs to provide an ordered sequence of preference affirmations (from most to least
important) which are boolean combinations of the options of the conflict. The results
recalled here can be found in more details in (Peng et al. 1997).

Let O be the set of all binary options available in the conflict, i.e., O = ∪n
i=1Oi ,

where Oi = {oi1, oi2, . . . , oimi
} is the set of options available to DM i in the conflict,

where Oi �= ∅ and Oi ∩ O j = ∅ for i �= j , i.e., each DM must have at least
one option in the conflict and no two DMs can share the same option, because if
these sets had some option in common, then it would not be possible to distinguish
which DM took the option.1 A state is defined in terms of the options as being a
combination of all the options inO that are taken or not by the DMs in the conflict. In
option prioritizing, each DM involved in the conflict is required to provide an ordered
sequence of preference statements. Such preference statements are expressed in terms
of logical propositions involving the options in the set O. For example, a preference
statement can be oi1 iff (o j

2 &−o j
3), i.e. if the DM expresses this statement he prefers

that option oi1 for DM i be taken if and only if among options o j
2 and o j

3 only option

o j
2 is taken by DM j . Thus, if this is the most important statement for the DM, then
the states that satisfy it should be preferred by the DM to those that do not. Thus, if
Ω is a preference statement, then for each conflict state s, Ω(s) can be either true (T)
or false (F) depending on whether the options which are taken in s satisfy or not the
statement Ω . Thus, Peng et al. (1997) define a crisp preference relation, based on an
ordered sequence of preferences statements as follows:

Definition 1 Let s, s1 ∈ S and Ci = (Ω1,Ω2, . . . ,Ωwi ) be an ordered sequence of all
preferences statements given by DM i ∈ N . State s ∈ S is strictly preferred to state
s1 ∈ S byDM i if and only if there is positive integer t ≤ wi such thatΩ1(s) = Ω1(s1),
Ω2(s) = Ω2(s1), . . ., Ωt−1(s) = Ωt−1(s1), Ωt (s) = T and Ωt (s1) = F .

In other words, the above definition establishes that state s is preferable to state
s1 by DM i if according to the ordered sequence of preference statements, state s is
the first one to uniquely satisfy a preference statement. Otherwise, state s1 is weakly
preferred to state s by DM i .

Peng et al. (1997) also provide the following scoring scheme to determine the
preference relation of DMs over the set of states. This scheme provides an equivalent
ranking of preferences to the crisp preference relation method and consider a score
under each preference statement.

Letw be the total number of preference statements and letΨ (s) be the score of state
s. This score is defined taking into account the set of preference statements provided
by the DM. Let Ψt (s) be the score of state s based on the statement Ωt defined as:

1 The assumption that the sets of DMs’ options are disjoint for different DMs can always be made without
loss of generality by assuming that options are labeled by the DM who takes it.
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Ψt (s) =
{
2w−t , if Ωt (s) = T ,

0, otherwise.

for every 0 < t ≤ w. Then, Ψ (s) is defined as follows:

Ψ (s) =
w∑
t=1

Ψt (s).

The crisp preference relation is then defined by s � s1 if and only ifΨ (s) > Ψ (s1).
It is easy to verify that this definition is equivalent to Definition 1.

In this paper, we adapt this crisp option prioritizing technique to determine a prob-
abilistic preference relation over the set of states for the DMs. For that, let us recall
about probabilistic preferences in the GMCR in the next subsection.

2.4 Probabilistic Preferences

In a recent work on the GMCR, Rêgo and Santos (2015) made an extension of the
GMCR, denoted by GMCRP, in that a new preference structure was proposed. This
preference structure aimed to better capture conflicts in the real world in which DMs
do not necessarily prefer one state to another with probability 1. More specifically,
Rêgo and Santos proposed to use a probabilistic preference, in which DMs prefer one
state over another with a certain probability, i.e., the notation Pi (s, s1) expresses the
chance with which DM i strictly prefers state s over s1. Such a probability is formally
defined on S × S and satisfies the following properties:

(a) Pi (s, s1) ≥ 0, ∀s, s1 ∈ S,
(b) Pi (s, s) = 0, ∀s ∈ S,
(c) Pi (s, s1) + Pi (s1, s) ≤ 1, ∀s, s1 ∈ S.

In others words, (a) requires that for any two states in S, there is no negative
probabilities. Condition (b) requires that noDM i can strictly prefer one state over itself
with positive probability and condition (c) requires that the sum of the probabilities
that some DM i strictly prefers state s to other state s1 and strictly prefers s1 over s is
at most equal to 1. This later condition allows DMs to be indifferent between states
with positive probability.

Probabilistic preferences in the GMCR are specially useful when DMs can be
of different types and one does not know with certainty which type will actively
participate in the conflict. These typesmay represent different criteria that aDMcanuse
while evaluating the states or can model the possibility of different representatives that
may act on behalf of the DM. As pointed out in Rêgo and Santos (2015), probabilistic
preferences may also be used when a DM does not represent a monolithic party and
one can obtain a probability distribution over the set of possible representatives of
this DM. Other types of preference structures have been proposed in the GMCR to
account for uncertainty. The one that is most similar to probabilistic preferences is
fuzzy preferences, as proposed by (Bashar et al. 2012, 2014). As argued in Rêgo and
Santos (2015), in spite of probabilistic and fuzzy preferences being expressed as a
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number between 0 and 1, they have different interpretations which lead to different
stability notions. Moreover, data of previous choices made by DMs may be used to
estimate probabilistic preferences and due to its more widely known interpretation,
probabilities are easier to elicit when compared to fuzzy numbers. More discussion
about differences between fuzzy and probabilistic preferences in the GMCR can be
found in (Rêgo and Santos 2015).

In Rêgo and Santos (2015), the probabilistic preferences are assumed as given in
the problem. However, in order to perform the stability analysis of the conflict, these
probabilistic preferences should be elicited from the DMs. Therefore, techniques that
help to determine such probabilistic preferences are very important for the practical
application of the GMCRP. Based on this open problem, we propose in the next section
two techniques for determining such probabilistic preferences. These techniques rely
heavily on the crisp option prioritizing technique mentioned in Sect. 2.3.

3 Probabilistic Option Prioritizing

In this section,we present two techniques to determine probabilistic preferences for the
DMs in the GMCRP. All techniques are based on the idea of crisp option prioritizing.
The first technique, called Random Sequence of Preference Statements, consists in
replacing a single ordered sequence of preference statements by a class of ordered
sequences of preference statements together with a probability distribution over such
class. Intuitively, the probability of a given ordered sequence of preference statements
represents the chance with which this ordered sequence will be chosen by the DM to
evaluate his preferences over the states. The second technique, called Random Sets of
Random Preference Statements consists of both a probability distribution on a class
of sets of preference statements and probability distributions over each one of these
sets. Intuitively, the probability of some set of preference statements represents the
chance with which this set will be considered by the DM when evaluating states and
the probability of some preference statement given a set is the chance with which this
statement is considered the most important within the set.

The probabilities described in the techniques for obtaining probabilistic preferences
are assumed as given in this paper. In real-world conflicts, they can be obtained either
by estimating the probabilities using past conflict data or by means of an elicitation
method to obtain an a priori probability from experts, such as one of those that can
be found in (O’Hagan et al. 2006; Renooij 2001).

3.1 Random Sequences of Preference Statements

In this first technique, we define a probability distribution over a class of ordered
sequences of preference statements. From the probability distribution over the class,
we define a technique to determine the probabilistic preference of one state over
another for a given DM. It is important to highlight that according to this technique
the sequences of preference statements are ordered in terms of priority given by the
DM.
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Formally, letΦi be a collection of ordered sequence of preference statements given
by DM i , i.e.,

Φi = {(Ω1
1 ,Ω

1
2 , . . . ,Ω1

w1
), (Ω2

1 ,Ω2
2 , . . . ,Ω2

w2
), . . . , (Ωr

1 ,Ω
r
2 , . . . ,Ω

r
wr

)},

for some positive integer r . Let Pi be a probability distribution over Φi and let
Pi ((Ω

k
1 ,Ωk

2 , . . . ,Ωk
wk

)) = αk , 1 ≤ k ≤ r be the probability of the ordered sequence
of preference statements (Ωk

1 ,Ωk
2 , . . . ,Ωk

wk
). Let Φ

s,s1
i = {(Ωk

1 ,Ωk
2 , . . . ,Ωk

wk
) ⊂

Φi : Ωk
1 (s) = Ωk

1 (s1), Ωk
2 (s) = Ωk

2 (s1), . . ., Ωk
u−1(s) = Ωk

u−1(s1), Ωk
u (s) = T

and Ωk
u (s1) = F, for some positive integer u ≤ wk} be the class of all ordered

sequences of preference statements such that according to crisp option prioritizing
based on these sequences state s is preferable to state s1 for DM i , i.e., s �i s1 accord-
ing to crisp option prioritizing based on any ordered sequence of preference statements
in Φ

s,s1
i . Thus the probabilistic preference based on random sequences of preference

statements, Pb
i , for DM i , is defined as follows:

Definition 2 Let s, s1 ∈ S and i ∈ N . Then, the probabilistic preference of state s
over state s1 for DM i , denoted by Pb

i (s, s1), is given by

Pb
i (s, s1) =

∑
(Ωk

1 ,Ωk
2 ,...,Ωk

wk
)⊆Φ

s,s1
i

αk .

Thus, Definition 2 establishes that the probabilistic preference of state s over state
s1 for DM i is the sum of all probabilities of the ordered sequences of preference
statements according to which DM i has a crisp preference for state s over state
s1.

The use of the random sequences of preference statements is helpful to determine
probabilistic preferences when there is more than one possible representative (such as
a diplomat) who can be chosen to negotiate on behalf of the DM (such as a country)
and there is uncertainty about who will effectively be the negotiator. In this case,
the probability Pi ((Ω

k
1 ,Ωk

2 , . . . , Ωk
wk

)) can be interpreted as the probability of being
selected a representative who has the ranking of most important preference statements
given by the sequence (Ωk

1 ,Ωk
2 , . . . ,Ωk

wk
).

The following example illustrates howwe can obtain probabilistic preferences using
the technique of random sequences of preference statements.

Example 1 Consider a hypothetical strategic conflict composed of two decision mak-
ers, DM i and DM j , and four states, say s, s1, s2 and s3. Suppose that in this
conflict DM j has no uncertainty regarding the order of importance of her prefer-
ence statements, but DM i has uncertainty about his preference statements. Consider
that Φi = {(Ω1

1 ,Ω
1
2 ), (Ω2

1 ,Ω2
2 ,Ω2

3 )} and suppose that α1 = Pi (Ω
1
1 ,Ω

1
2 ) = 0.3

and α2 = Pi (Ω
2
1 ,Ω2

2 ,Ω2
3 ) = 0.7. Also admit that Ω1

1 (s) = Ω1
1 (s1) = Ω1

2 (s1) =
Ω1

2 (s3) = Ω2
1 (s1) = Ω2

2 (s2) = Ω2
1 (s3) = Ω2

2 (s3) = Ω2
3 (s1) = Ω2

3 (s2) = F and
Ω2

1 (s) = Ω2
2 (s) = Ω2

2 (s1) = Ω2
1 (s2) = Ω1

2 (s) = Ω1
1 (s2) = Ω1

2 (s2) = Ω1
1 (s3) =

Ω2
3 (s) = Ω2

3 (s3) = T . As DM j has no uncertainty regarding the order of impor-
tance of her preference statements, her preferences can be obtained by the crisp option
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Table 1 Probabilistic
preferences of DM i according
to the random sequences of
preference statements technique

Pb
i (·, ·) s s1 s2 s3

s 0.0 1.0 0.7 0.7

s1 0.0 0.0 0.0 0.7

s2 0.3 1.0 0.0 1.0

s3 0.3 0.3 0.0 0.0

prioritizing technique of Peng et al. (1997). On the other hand, from Definition 2,
we can obtain the probabilistic preferences of DM i . Table 1 presents the proba-
bilistic preferences of DM i in this conflict, where each cell contains the probability
with which DM i prefers the row state to the column state. Note that, for exam-
ple:

Pb
i (s, s1) = α1 + α2 = Pi (Ω

1
1 ,Ω

1
2 ) + Pi (Ω

2
1 ,Ω2

2 ,Ω2
3 ) = 1.0,

Pb
i (s, s3) = α2 = Pi (Ω

2
1 ,Ω2

2 ,Ω2
3 ) = 0.7 and

Pb
i (s2, s) = α1 = Pi (Ω

1
1 ,Ω

1
2 ) = 0.3.

Thus, whenever faced with the problem of choosing between s and s3, there is
a probability of 0.7 that s will be chosen. Other values can be interpreted like-
wise.

Theorem 1 shows that the crisp option prioritizing technique is a particular case of
the random sequence of preference statements technique.

Theorem 1 Let (Ωk
1 ,Ωk

2 , . . . ,Ωk
wk

) ∈ Φi . Assume that �i is the crisp preference

relation derived from the crisp option prioritizing based on Ci = (Ωk
1 ,Ωk

2 , . . . ,Ωk
wk

),
where the sequence of preferences statements is ordered from the most to the least
preferred. If Pi (Ci ) = 1, then

(a) s �i s1 if and only if Pb
i (s, s1) = 1 and

(b) s ∼i s1 if and only if Pb
i (s, s1) = 0 and Pb

i (s1, s) = 0.

Proof For (a), note that s �i s1 if and only if (Ωk
1 ,Ωk

2 , . . . ,Ωk
w) ∈ Φ

s,s1
i , which is

equivalent to Pb
i (s, s1) = 1. For (b), note that Pb

i (s, s1) can only assume the values 0
or 1. Thus, s ∼i s1 if and only if s �i s1 and s1 �i s, which, by Part (a), is equivalent
to Pb

i (s, s1) = 0 and Pb
i (s1, s) = 0. ��

3.2 Random Sets of Random Preference Statements

This second technique mixes features of both previous techniques. Now instead of
defining a probability distribution over a class of ordered sequences of preference
statements, we define a probability distribution over a class of sets of random prefer-
ence statements.

Let ϕi = {C1
i , C2

i , . . . , Cr
i } be a class of sets of preference statements, where

Ck
i = {Ωk

1 ,Ωk
2 , . . . ,Ωk

wk
}, for some k in {1, . . . , r}. Suppose that Pi is a probability
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distribution on ϕi representing the chance with which some set of statements, Ck
i , is

chosen and that Pk
i is a probability distribution on Ck

i representing the uncertainty
with which some preference statement is considered the most important one for the
DM in the set Ck

i . Let
kϕ

s,s1
i = {Ωk

ν ∈ Ck
i : Ωk

ν (s) = T and Ωk
ν (s1) = F}. Thus, the

chance that state s is preferred over state s1 by DM i is the chance that some preference
statement in kϕ

s,s1
i is considered the most important for some k.

Formally, the probabilistic preference based on random sets of random preference
statements, Pc

i (s, s1), for DM i , is defined as follows:

Definition 3 Let s, s1 ∈ S and i ∈ N . Then, the probabilistic preference of state s
over state s1 for DM i , denoted by Pc

i (s, s1), is given by

Pc
i (s, s1) =

r∑
k=1

Pi(C
k
i ) ·

∑
Ωk

ν ∈kϕ
s,s1
i

Pk
i (Ω

k
ν ).

The use of this second technique is indicated when there is uncertainty regarding
whowill effectively be the negotiator and also each possible negotiator has uncertainty
about which preference statement is the most important for him.

Example 2 illustrates how we can obtain probabilistic preferences using the tech-
nique of random sets of random preference statements.

Example 2 Consider once more the hypothetical strategic conflict of Example 1. As
before, only DM i has uncertainty about his preferences. Consider that ϕi = {C1

i , C2
i }

and suppose thatPi (C
1
i ) = 0.3 and thatPi (C

2
i ) = 0.7. Also admit thatC1

i = {Ω1,Ω2}
and C2

i = {Ω1,Ω3}. Moreover, assume that P1
i (Ω1) = 0.2, P1

i (Ω2) = 0.8, P2
i (Ω1) =

0.4 and P2
i (Ω3) = 0.6. Finally, consider that Ω1(s) = Ω1(s1) = Ω2(s1) = Ω2(s3) =

Ω3(s3) = F and Ω2(s) = Ω1(s2) = Ω2(s2) = Ω1(s3) = Ω3(s) = Ω3(s1) =
Ω3(s2) = T . Thus, it follows that:

1ϕ
t,t
i = 1ϕ

t,s2
i =1 ϕ

s1,t
i = ∅,∀t ∈ S,

1ϕ
s,s1
i = 1ϕ

s,s3
i =1 ϕ

s2,s3
i = {Ω2},

1ϕ
s2,s
i = 1ϕ

s3,s
i =1 ϕ

s3,s1
i = {Ω1},

1ϕ
s2,s1
i = {Ω1,Ω2},
2ϕ

t,t
i = 2ϕ

t,s2
i =2 ϕ

s,s1
i =2 ϕ

s1,s
i = ∅,∀t ∈ S,

2ϕ
s2,s1
i = 2ϕ

s2,s
i =2 ϕ

s3,s
i =2 ϕ

s3,s1
i = {Ω1} and

2ϕ
s,s3
i = 2ϕ

s1,s3
i =2 ϕ

s2,s3
i = {Ω3}.

From Definition 3, we can obtain the probabilistic preferences of DM i . Table 2
presents the probabilistic preferences of DM i in this conflict, where each cell contains
the probability with which DM i prefers the row state to the column state. Note that,
for example:

123



Probabilistic Option Prioritizing in the Graph Model for... 1159

Table 2 Probabilistic
preferences of DM i according
to random sets of random
preference statements technique

Pc
i (·, ·) s s1 s2 s3

s 0.0 0.24 0.0 0.66

s1 0.0 0.0 0.0 0.42

s2 0.34 0.58 0.0 0.66

s3 0.34 0.34 0.0 0.0

Pc
i (s, s1) = Pi (C

1
i ) · P1

i (Ω2) = (0.3) · (0.8) = 0.24,

Pc
i (s2, s1) = Pi (C

1
i ) · (P1

i (Ω1) + P1
i (Ω2)) + Pi (C

2
i ) · P2

i (Ω1)

= (0.3) · (0.2 + 0.8) + (0.7) · (0.4) = 0.58,

Pc
i (s, s3) = Pi (C

1
i ) · P1

i (Ω2) + Pi (C
2
i ) · P2

i (Ω3)

= (0.3) · (0.8) + (0.7) · (0.6) = 0.66 and

Pc
i (s2, s) = Pi (C

1
i ) · P1

i (Ω1)+Pi (C
2
i ) · P2

i (Ω1)=(0.3) · (0.2)+(0.7) · (0.4) = 0.34.

It is easy to verify that the three requirements ((a), (b) and (c)) of the defini-
tion of probabilistic preferences proposed in Rêgo and Santos (2015) are satisfied
if one determines it according to any of the two proposed techniques of this paper.
In the next section, we illustrate the use of the two probabilistic option prioritiz-
ing techniques described in this section applying it in a conflict regarding water
export.

4 Application

To illustrate the two proposed techniques for determining probabilistic preferences,
we consider a modification of an actual conflict that has been studied in the GMCR
literature, which is called the Gisborne water export conflict. The idea of the Gisborne
water export dispute described below was taken from Li et al. (2004) and Rêgo and
Santos (2015) and can be found in greater details in these papers.

The strategic conflict in Lake Gisborne’s water export began in the mid-1990s,
when a Newfoundland and Labrador company, called Canada Wet Incorporated, sub-
mitted a project to export water from Lake Gisborne, located in south coast of the
province of Newfoundland and Labrador-Canada. Analyzing the benefits to the local
economy from water exports, the Newfoundland and Labrador local government ini-
tially approved the project at the end of 1996. However, some environmental groups
opposed the project’s approval, arguing that the consequences of the project would be
serious not only for the environment, but also for the local culture. Subsequently, the
Federal Government of Canada also opposed the idea of exporting water and intro-
duced its own policy of banningwater exports fromCanada’smajor river basins. Faced
with the position of the federal government, in late 1999 the local government created
a new bill that also prohibited water export from Lake Gisborne, causing Canada Wet
Incorporated to abandon the Gisborne project.
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Table 3 Gisborne conflict states
F

oF1 . continue N Y N Y N Y N Y

GP

oGP
2 . lift N N Y Y N N Y Y

S

oS3 . appeal N N N N Y Y Y Y

State s1 s2 s3 s4 s5 s6 s7 s8

Table 4 Preferences statements of DM GP

Statements Interpretation

oGP
2 GP lifts the ban on exportation of water

−oF1 F does not continue to ban the export of water

−oS3 S does not appeal for continuing the project

In 2001, aiming at developing the local economy, the new Prime Minister of New-
foundland and Labrador decided to revise the Gisborne project, which again led to
further criticism from environmentalists. In late 2001, the Justice Minister promised
that no legislation aimed at lifting the ban on water exports in Canada’s lakes would
be introduced during the next session of the legislature.

Note that the Gisborne conflict may be represented by a GMCR with three DMs,
i.e., the first DM is the federal government and groups that are opposed towater exports
(denoted by F), the second DM is the provincial government (denoted byGP) and the
third DM represents the companies that want to export water from lakes in Canada
(denoted by S).

Table 3 illustrates the DMs involved in the conflict, their options, and the feasible
states of the conflict. In this table, oF1 (continue) represents the option of DM F to
continue with the agreement to ban water exports in Canada, oGP

2 (lifts) represents
the option of DM GP to lift the ban on water exports and oS3 represents the option of
DM S to appeal for continuation of the Gisborne Project. In this table, Y denotes that
the option is taken and N denotes that the option is not taken.

As in the work of Rêgo and Santos (2015), we assume that the preferences of DMs
F and S are crisp and can be determined through the existing techniques in the GMCR
literature as, for example, the crisp option prioritizing technique (Peng et al. 1997).
However, the preferences of DM GP are uncertain as they depend on whether the
current government is economically oriented or has more environmental orientation.
We assume that such uncertainty ismodeled by a probabilistic preference and illustrate
the use of both techniques proposed to obtain such preferences.

To illustrate the techniques, consider that DM GP can think of three preference
statements to rank the states, denoted by CGP = {oGP

2 ,−oF1 ,−oS3 }. The meaning of
these preferences statements are described in Table 4, where—represents the negation
of an option.
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Table 5 Truth values of the
preferences statements in CGP
at the feasible states

Statements s1 s2 s3 s4 s5 s6 s7 s8

oGP
2 F F T T F F T T

−oF1 T F T F T F T F

−oS3 T T T T F F F F

This set of preference statements is used inHou et al. (2015) to illustrate a technique
based on option prioritizing to obtain three-level preferences in the GMCR. Note that
at each state these preference statements can be either true (T) or false (F). Table 5
illustrates the truth value of each preference statement of GP at each one of the eight
feasible states of the conflict.

4.1 Illustration of Random Sequence of Preference Statements

In the work of Rêgo and Santos (2015), they consider that in the Lake Gisborne
conflict, DMGP can be economically orientedwith probability p and environmentally
oriented with probability 1− p. In Rêgo and Santos (2015), the determination of this
probabilistic preference is done directly by pairwise comparison of states. To illustrate
the technique of random sequence of preference statements to determine probabilistic
preferences, we consider two ordered sequences of preference statements for DMGP,
as follows: ΦGP = {(oGP

2 ,−oF1 ,−oS3 ), (−oGP
2 , oF1 ,−oS3 )}.

The sequences of preference statements (oGP
2 ,−oF1 ,−oS3 ) and (−oGP

2 , oF1 ,−oS3 )

represent the economically and environmentally oriented types of DM GP, respec-
tively. For example, in the economically oriented type, DM GP gives high priority to
lifting the ban on water exports, medium priority to DM F abandoning the agreement
to ban water exports from Canada and also prefers that DM S does not appeal for
continuation of the Gisborne project due to the legal costs that it may incur.

Suppose that there is uncertainty about whether DM GP is economically or envi-
ronmentally oriented. Such uncertainty is modeled by a probability distribution PGP

onΦGP such thatPGP ((oGP
2 ,−oF1 ,−oS3 )) = p andPGP (−oGP

2 , oF1 ,−oS3 ) = 1− p.
Table 6 displays the probabilistic preference of DM GP derived from PGP accord-
ing to Definition 2. Each cell of Table 6 represents the probabilistic preference of
DM GP for the row state over the column state. Thus, for example, Pb

GP (s3, s7)
is given by the sum of the probabilities of the sequences of preference statements
that induce a crisp preference for s3 over s7 for DM GP. From Table 5, one can
see that both sequences satisfy this requirement. Thus, we have that Pb

GP (s3, s7) =
PGP ((oGP

2 , − oF1 , − oS3 )) +PGP (−oGP
2 , oF1 , − oS3 ) = 1. For another example, since

only the sequence (−oGP
2 , oF1 ,−oS3 ) induces a crisp preference for s5 over s3 for DM

GP, it follows that

Pb
GP (s5, s3) = PGP ((−oGP

2 , oF1 ,−oS3 )) = 1 − p.

The other cells in Table 6 can be obtained in a similar way. Note that the probabilistic
preferences obtained in Table 6 are the same as those obtained in (Rêgo and Santos
2015).
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Table 6 Probabilistic preferences of DM GP according to the random sequences of preference statements
technique

Pb
GP (·, ·) s1 s2 s3 s4 s5 s6 s7 s8

s1 0.0 p 1 − p 1 − p 1.0 p 1 − p 1 − p

s2 1 − p 0.0 1 − p 1 − p 1 − p 1.0 1 − p 1 − p

s3 p p 0.0 p p p 1.0 p

s4 p p 1 − p 0.0 p p 1 − p 1.0

s5 0.0 p 1 − p 1 − p 0.0 p 1 − p 1 − p

s6 1 − p 0.0 1 − p 1 − p 1 − p 0.0 1 − p 1 − p

s7 p p 0.0 p p p 0.0 p

s8 p p 1 − p 0.0 p p 1 − p 0.0

4.2 Illustration of Random Sets of Random Preference Statements

To illustrate the second technique, suppose that both economically and environmen-
tally oriented types of DM GP have uncertainty regarding which of the preference
statements in their sets is the most important one. Thus, let ϕGP = {{oGP

2 , − oF1 , −
oS3 },{−oGP

2 ,oF1 , − oS3 }}, PGP({oGP
2 , − oF1 , − oS3 }) = p, PGP({−oGP

2 ,oF1 , − oS3 }) =
1 − p, P1

GP (oGP
2 ) = 0.6, P1

GP (−oF1 ) = 0.3, P1
GP (−oS3 ) = 0.1, P2

GP (−oGP
2 ) = 0.5,

P2
GP (oF1 ) = 0.3 and P2

GP (−oS3 ) = 0.2.
Table 7 displays the probabilistic preference of DMGP derived fromPGP andPGP

according to Definition 3. Each cell of Table 7 represents the probabilistic preference
of DM GP for the row state over the column state. Thus, for example, Pc

GP (s3, s7) is
given by the sum of the probabilities of the preference statements which are true at
s3 and false at s7. From Table 5, one can see that only −oS3 satisfies this requirement.
Thus, we have that

Pc
GP (s3, s7)

= PGP ({oGP
2 ,−oF1 ,−oS3 })P1

GP (−oS3 ) + PGP ({oGP
2 ,−oF1 ,−oS3 })P2

GP (−oS3 )

= p(0.1) + (1 − p)(0.2) = 0.2 − 0.1p.

For another example, since the only preference statement which is true at s5 and
false at s3 is −oGP

2 , it follows that

Pc
GP (s5, s3) = PGP ({−oGP

2 , oF1 ,−oS3 })P2
GP (−oGP

2 ) = 0.5(1 − p).

The other cells in Table 7 can be obtained in a similar way.

5 Conclusion

Inspired by the crisp option prioritizing technique (Peng et al. 1997) used to determine
crisp preferences in theGMCR,we proposed two techniques to determine probabilistic
preferences in the GMCRP (Rêgo and Santos 2015). Both techniques allow for the
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application of the GMCRP without requiring the pairwise comparison of states by the
DMs. In the technique of random sequences of preference statements, the DM must
provide a class of ordered sequences of preference statements. Each sequence may
represent a type of a DM and there is uncertainty regarding which type will actually
participate in the conflict. Finally, in the second technique, theDMmust provide a class
of unordered sets of preference statements and both a probability over the class and
probability distributions over each one of the sets in the class. This latter case includes
uncertainty both regarding a DM type and each type has uncertainty regarding which
preference statement is the most important one in his set. We showed that the random
sequences of preference statements technique generalizes the crisp option prioritizing
technique. Finally, we illustrate the use of Both techniques in a modified version of
the Lake Gisborne conflict (Li et al. 2004).

It is important to point out that not all probabilistic preferences as described in Rêgo
and Santos (2015) can be obtained by the two techniques proposed in this article.
However, using the crisp option prioritizing method one cannot obtain intransitive
preference relations. In spite of this limitation of the option prioritizing technique, it
is an easy to apply method, that is general enough for a wide range of applications.
Likewise, the probabilistic option prioritizing techniques proposed in this work can
make the use of probabilistic preferences in the GMCR more widespread among
practitioners.

Recently,Xu et al. (2018) investigated degrees of stabilities using an option-oriented
attitude analysis in the GMCR, as a future work, one may try to extend this work to
a probabilistic setting using one of the probabilistic option prioritizing techniques
proposed in this work.
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