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Abstract
Interval-valued intuitionistic fuzzy sets (IVIFSs) are very flexible tool to cope with
the uncertainty arises in multi-criteria decision making (MCDM) problems. In recent
times, MCDM problems with interval-valued intuitionistic fuzzy information have
achieved more attention from researchers in different areas and consequently, several
MCDMmethods have been extended for IVIFSs. In this paper, a novel approach based
on WASPAS method is developed under IVIFSs. The developed method is based on
the operators of IVIFSs, some amendments in the classical WASPAS method and a
new process for calculation of criteria and decision experts’ weights. In process for
calculating weights, new procedures is propoesd to compute the decision experts’
weights and criteria weights based on interval-valued intuitionistic fuzzy informa-
tion measures (entropy, divergence and similarity measures) to achieve more realistic
weights. Innovative information measures are developed based on the exponential
function for IVIFSs to determine the weights of the criteria and decision experts.
Since the uncertainty is an unavoidable feature of MCDM problems, the developed
method can be a constructive tool for decision-making in an uncertain environment.
Further, an uncertain decision making problem of reservoir flood control management
policy is implemented with interval-valued intuitionistic fuzzy information, which
reveals the effectiveness and reliability of the proposed IVIF-WASPAS method. To
validate the result, comparative analysis with existingmethods and sensitivity analysis
are presented under interval-valued intuitionistic fuzzy environment.
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1 Introduction

Today, because of increasing competitions, it is noticed that the decision making has
achieved as one of the fastest emergent research topic related to real life problems.
Multi-criteria decision making (MCDM) is one of the significant part of decision
making process to rank the alternatives over set ofmultiple conflicting criteria and then
select the optimal one. As the criteria are conflicting with each other, therefore, it may
not have a unique solution satisfying all the criteria concurrently. Nowadays, various
MCDM approaches have been developed to get more reasonable decision results. In
recent times, due to uncertainty and complexity of human thought, fuzzy sets (FSs)
developed by Zadeh (1965), have receivedmore attraction from decision experts in the
field of decision making. FSs are characterized by a membership function, which can
be widely associated in various fields such as image processing, disease diagnosis,
pattern recognition and so on. Later on, FSs have been extended to interval-valued
fuzzy sets (IVFSs) (Zadeh 1975), intuitionistic fuzzy sets (IFSs) (Atanassov 1986),
interval-valued intuitionistic fuzzy sets (IVIFSs) (Atanassov andGargov (1989), vague
sets (VSs) (Gau and Buehrer (1993), hesitant fuzzy sets (HFSs) (Torra 2010) etc.
Atanassov (1986) explained the notion of IFSs, which are highly useful to cope with
theuncertainty ofMCDMproblems. Since IFSs are categorizedby themembership and
non-membership functions, therefore, many decision making methods and problems
have been presentedwithin the context of IFSs [Xia andXu2012;Vahdani et al. (2013);
Mishra et al. 2017b]. Due to complexity of socio-economic environment and lack of
knowledge or data, the doctrine of IVIFSs commenced by Atanassov and Gargov
(1989), are characterized by the membership and non-membership functions in the
form of intervals rather than real numbers. As the extension of IFSs, IVIFSs have
received much attention in different areas and numerous issues related to decision
making have been discussed under interval-valued intuitionistic fuzzy environment
(Xu 2007a; Rani et al. 2018b).

The studies of information measures (entropy, divergence and similarity measures)
in different fuzzy environments are one of the interesting topics of research. Zadeh
(1969) firstly developed the notion of fuzzy entropy measure to handle the uncertainty
between FSs. The axiomatic description of fuzzy entropy has been defined by De Luca
and Termini (1972), to quantify the degree of uncertainty associated with a fuzzy set.
Later on, the idea of entropy measure has been developed to various extension of FSs
such as IVFSs, IFSs and HFSs (Pal and Pal 1989; Szmidt and Kacprzyk 2001; Hung
and Yang 2006; Mishra 2016; Mishra et al. 2016a, b, c, 2017a, b, c; Mishra and Rani
2017; Ansari et al. 2018; Rani and Jain 2017; Rani et al. 2018a; Mishra et al. 2018a,
b, d). Based on Szmidt and Kacprzyk’s (2001) entropy measure for IFSs, Liu et al.
(2005) firstly proposed the axiomatic requirements of entropy measure for IVIFSs. In
recent times, various entropy measures have been presented for IVIFSs (Chen et al.
2010; Wei et al. 2011; Wei and Zhang 2015; Meng and Chen 2016; Rani et al. 2018b;
Mishra and Rani 2018;Mishra et al. 2018c). Divergencemeasure is a fundamental tool
to appraise the degree of discrimination between objects and it has been implemented
various disciplines such as image processing, pattern recognition, disease diagnosis
and so on. Motivated by probabilistic divergence measure, Bhandari and Pal (1993)
introduced the idea of fuzzy divergence measure. Later on, many divergence measures
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have been pioneered for FSs (Montes et al. 2002, 2015). Analogous to FSs, many
researches have been discussed various divergence measures for IFSs and applied for
different purposes (Vlachos and Sergiadis 2007; Xia andXu 2012;Mishra et al. 2016c,
2017a, b; Ansari et al. 2018; Mishra and Rani 2017). Afterward, few studies on the
divergencemeasure for IVIFSs have been presented in the literature (Zhang et al. 2010;
Ye 2011; Meng and Tang 2013; Gupta et al. 2015; Meng and Chen 2015). Similarity
measure, as an important topic in information measures, has obtained a great deal of
interest by researchers. Firstly, Li and Cheng (2002) proposed the notion of similarity
measure for IFSs and their findings have been used in pattern recognition problems.
Furthermore, different intuitionistic fuzzy similarity measures have been developed
by copious authors (Hung and Yang 2004, 2008; Mishra 2016; Mishra et al. 2017c,
2018b). To quantify the degree of similarity between IVIFSs, Xu and Chen (2008)
developed the notion of interval-valued intuitionistic fuzzy similarity measure and
extended lots of similarity measures to IVIFSs, and applied in pattern recognition.
Various authors have paid attention on the similarity measures for IVIFSs (Xu 2007b;
Wei and Zhang 2015; Meng and Chen 2016; Rani et al. 2018b).

Generally, the MCDM approaches have some common points as decide the goal;
determine the alternative and criterion sets; compute the criteria on as well as decision
experts’ weights; assess the alternatives over the criteria and aggregate the decision
matrix; rank the alternatives and select the desirable one. In the MCDM process, the
criterion weight determination is an important issue for the accuracy of evaluation
results, for this reason, various weight-determining methods have been developed by
many authors (Xu 2007b, Xu and Chen 2008). At a time, FSs and its extensions
have gained more attentiveness in the field of decision making because of increasing
intricacy and limitation of time, so that, different MCDM methods such as TOPSIS
(Chen 2000), ELECTRE (Benayoun et al. 1966), TODIM (Gomes and Lima 1991),
VIKOR (Opricovic 1998), PROMETHEE (Brans 1982), WASPAS (Zavadskas et al.
2012) and many others have been generalized under uncertain decision atmosphere
with diverse weight-determination approaches.

In recent times, the MCDM approaches have been divided into two groups: utility
theory based approaches and outranking approaches. The VIKORmethod is one of the
well-known MCDM utility theory based method, which determines the compromise
solution by ranking and selecting the optimal alternative concerning many conflicting
criteria. One of the new utility theory based approach named as weighted aggregated
sum product assessment (WASPAS), pioneered by Zavadskas et al. (2012), is an inte-
gration of weighted sum model (WSM) and weighted product model (WPM). The
WASPAS method enables to assess and rank the alternatives with higher order of reli-
ability. This approach has been extended for many decision making problems under
different fuzzy doctrines. For instance, Zavadskas et al. (2014) extended theWASPAS
method for MCDM problems with interval-valued intuitionistic fuzzy information.
Turskis et al. (2015) presented a combination of WASPAS and AHP (Analytic Hier-
archy Process) under fuzzy environment and applied to select the best the shopping
centre construction site. Ghorabaee et al. (2016) developed the WASPAS method for
MCDM problems based on operators of interval type-2 fuzzy sets. Mardani et al.
(2017) presented a systematic review of methodologies and applications with recent
fuzzy developments of two new MCDM utility determining approaches including
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Step-wise Weight Assessment Ratio Analysis (SWARA) and the WASPAS and fuzzy
extensions which discussed in recent years. Peng and Dai (2017) proposed three novel
methods to solve hesitant fuzzy soft decision making problem by Multi-Attributive
Border Approximation area Comparison (MABAC), WASPAS and COPRAS meth-
ods. Mishra et al. (2018b) implemented intuitionistic fuzzy weighted aggregated sum
and product assessment (IF-WASPAS)method to compare the performance of telecom
service providers (TSPs) in Madhya Pradesh circle India.

At present, due to increasing intricacy of socio-economic surroundings, IVIFSs
have widely been applied in many practical decision-making problems, as a result, the
present study focuses within the environment of IVIFSs. The outcomes of this paper
are as follows:

1. New entropy, divergence and similarity measures are proposed for IVIFSs.
2. As the classical WASPAS method is extended to handle the MCDM problems, the

classical WASPAS method is modified under interval-valued intuitionistic fuzzy
environment.

3. In the proposed methodology, a new formula is developed to find the weights of
the decision experts based on the proposed similarity measure.

4. Corresponding to Xia and Xu (2012), an approach is discussed to determine the
weights of the criteria based on the proposed divergence and entropy measures.

5. An MCDM problem of reservoir flood control management policy evaluation is
presented to exemplify the applicability and validity of the proposed methods.

2 Preliminaries

In this section, some fundamental concepts related to IVIFSs are presented.

Definition 2.1 (Atanassov and Gargov 1989). Let Z � {z1, z2, . . . , zn} be a fixed
universal set. Then an IVIFS P in Z is an object having the following form:

P � {〈zi , bP (zi ), nP (zi )〉 : zi ∈ Z},

where bP , nP : Z → [0, 1] satisfy the condition sup(bP (zi )) + sup(nP (zi )) ≤
1. Here, bP (zi ) and nP (zi ) denote the interval-valued membership and the non-
membership functions of the element zi to the set Z , respectively. For convenience,
if bP (zi ) � [

b−
P (zi ), b

+
P (zi )

]
and nP (zi ) � [

n−
P (zi ), n

+
P (zi )

]
such that b+P (zi ) +

n+P (zi ) ≤ 1 for all zi ∈ Z . The interval
[
1 − b+P (zi ) − n+P (zi ), 1 − b−

P (zi ) − n−
P (zi )

]

abridged by
[
π−
P (zi ), π+

P (zi )
]
and symbolized by πP (zi ) and called as the hesitancy

degree of zi to P. Clearly, if bP (zi ) � b−
P (zi ) � b+P (zi ) and nP (zi ) � n−

P (zi ) �
n+P (zi ) then the given IVIFSs P is reduced to ordinary IFSs.

As per the Definition 2.1, an IVIFS is characterized by an interval-valued member-
ship and an interval-valued non-membership functions and expressed as an ordered
pair. For a given zi ∈ Z , the pair (bP (zi ), nP (zi )) is called an interval-valued intu-
itionistic fuzzy number (IVIFN) (Xu 2007a). For ease, an IVIFN is usually simplified
as P � (

[α, β],
[
γ , δ

])
,where [α, β] ⊂ [0, 1],

[
γ , δ

] ⊂ [0, 1] and β + δ ≤ 1.
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Dymova and Sevastjanov (2016) analyzed the Definition 2.1, developed by
Atanassov and Gargov (1989) and proposed new constructive definition of IVIFSs.

Definition 2.2 (Dymova and Sevastjanov 2016) An IVIFS P in Z is an object having
the following mathematical form:

P � {〈zi , bP (zi ), nP (zi )〉 : zi ∈ Z},

where bP , nP : Z → [0, 1] satisfy the condition sup(bP (zi )) + inf(nP (zi )) ≤ 1
and inf(bP (zi )) + sup(nP (zi )) ≤ 1. Here, bP (zi ) and nP (zi ) denote the interval-
valued membership and the interval-valued non-membership functions of the element
zi to the set Z , respectively.

Definition 2.3 (Atanassov and Gargov 1989) Assume P, Q ∈ I V I FSs(Z), then
some operations can be explained as follows:

1. P ⊆ Q iff b−
P (zi ) ≤ b−

Q(zi ), b+P (zi ) ≤ b+Q(zi ), n−
P (zi ) ≥ n−

Q(zi ) and
n+P (zi ) ≥ n+Q(zi ) for each zi ∈ Z ;

2. P � Q iff P ⊆ Q and P ⊇ Q;
3. Pc � {〈

zi ,
[
n−
P (zi ), n

+
P (zi )

]
,
[
b−
P (zi ), b

+
P (zi )

]〉
: zi ∈ Z

}
;

4. P ∪ Q �

⎧
⎪⎨

⎪⎩

〈
zi ,
[
b−
P (zi ) ∨ b−

Q(zi ), b
+
P (zi ) ∨ b+Q(zi )

]
,

[
n−
P (zi ) ∧ n−

Q(zi ), n+P (zi ) ∧ n+Q(zi )
]

〉

: zi ∈ Z

⎫
⎪⎬

⎪⎭
;

5. P ∩ Q �

⎧
⎪⎨

⎪⎩

〈
zi ,
[
b−
P (zi ) ∧ b−

Q(zi ), b
+
P (zi ) ∧ b+Q(zi )

]
,

[
n−
P (zi ) ∨ n−

Q(zi ), n+P (zi ) ∨ n+Q(zi )
]

〉

: zi ∈ Z

⎫
⎪⎬

⎪⎭
.

Definition 2.4 (Xu 2007a) Consider P � 〈
[α, β],

[
γ , δ

] 〉
be an IVIFN and ξ ∈ R

be an arbitrary positive real number, then

ξ P � 〈[
1 − (1 − α)ξ , 1 − (1 − β)ξ

]
,
[
γ ξ , δξ

] 〉
. (1)

On the basis of (1), we have implemented Xu (2007a) definition as follows:

Let P � {P1, P2, . . . , Pt } be the set of ‘t’ IVIFNs such that Pk �〈
[αk, βk],

[
γk, δk

] 〉
, k � 1, 2, . . . , t . Then, the weighted arithmetic operator of

IVIFNs is defined as follows:

t∑

k�1

ξk Pk �
〈[

1 −
t∏

k�1

(1 − αk)
ξk , 1 −

t∏

k�1

(1 − βk)
ξk

]

,

[
t∏

k�1

(γk)
ξk ,

t∏

k�1

(δk)
ξk

]〉

.

(2)
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Definition 2.5 (Xu 2007a) Consider P � 〈
[α, β],

[
γ , δ

] 〉
be an IVIFN. Then

S(P) � 1

2
(α + β − γ − δ), �(P) � 1

2
(α + β + γ + δ),

are called the score and the accuracy functions of the IVIFN P, respectively. Here,
S(P) ∈ [−1, 1] and �(P) ∈ [0, 1] can be considered as the score and the accuracy
degrees, respectively.

Since S(P) ∈ [−1, 1], when several score functions are aggregated with linear
weighted summation method and it may be appear that positive score functions are
offset by negative score functions. Therefore, Xu et al. (2015) defined a new score
function of IVIFNs as follows:

Definition 2.6 (Xu et al. 2015) Let P � 〈
[α, β],

[
γ , δ

] 〉
be an IVIFN. Then

S
∗(P) � 1

2
(S(P) + 1), �

◦
(P) � 1 − �(P),

are called the normalized score and the uncertainty functions, respectively. Obviously,
S

∗(P) ∈ [0, 1] and �
◦
(P) ∈ [0, 1].

Let P1 � 〈
[α1, β1],

[
γ1, δ1

] 〉
and P2 � 〈

[α2, β2],
[
γ2, δ2

] 〉
be the IVIFNs.

Then, a system can be derived easily to compare any two IVIFNs, which is based on
the normalized score function S

∗(P) and the uncertainty function �
◦
(P) which as

(i) If S
∗(P1) > S

∗(P2), then P1 > P2,
(ii) If S

∗(P1) � S
∗(P2), then

(a) if �
◦
(P1) > �

◦
(P2), then P1 < P2;

(b) if �
◦
(P1) � �

◦
(P2), then P1 � P2.

Definition 2.7 (Liu et al. 2005)An interval-valued intuitionistic fuzzy entropymeasure
H : I V I FS(Z ) → [0, 1] is a real valued function which satisfies the following
axiomatic requirements:

(E1). H(P) � 0 iff P is a crisp set;
(E2). H(P) � 1 iff

[
b−
P (zi ), b

+
P (zi )

] � [
n−
P (zi ), n

+
P (zi )

]
, for all zi ∈ Z ;

(E3). H(P) � H(Pc);
(E4). H (P) ≤ H (Q) if P ⊆ Q when b−

Q(zi ) ≤ n−
Q(zi ) and b+Q(zi ) ≤ n+Q(zi )

for each zi ∈ Z or Q ⊆ P when b−
Q(zi ) ≥ n−

Q(zi ) and b+Q(zi ) ≥ n+Q(zi ) for each
zi ∈ Z .

Definition 2.8 (Montes et al. 2015) Amapping Dv : I V I FSs(Z ) × I V I FSs(Z ) →
R is said to be a divergence measure for IVIFSs if it satisfies the following axioms:

(A1). Dv(P, Q) � Dv(Q, P);
(A2). Dv(P, Q) � 0 if and only if P � Q;
(A3). Dv(P ∩ R, Q ∩ R) ≤ Dv(P, Q) for every R ∈ I V I FS(Z );
(A4). Dv(P ∪ R, Q ∪ R) ≤ Dv(P, Q) for every R ∈ I V I FS(Z ).
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Definition 2.9 (Xu and Chen 2008) A real-valued function � : I V I FSs(Z ) ×
I V I FSs(Z ) → [0, 1] is said to be a similarity measure on I V I FSs(Z ), if it satisfies
the following conditions:

(C1). 0 ≤ �(P, Q) ≤ 1;
(C2). �(P, Q) � 1 ⇔ P � Q;
(C3). �(P, Q) � �(Q, P);
(C4). If P ⊆ Q ⊆ R, then �(P, R) ≤ �(P, Q) and �(P, R) ≤ �(Q, R), for
all P, Q, R ∈ I V I FSs(Z ).

3 InformationMeasures for Interval-Valued Intuitionistic Fuzzy Sets
(IVIFSs)

In this section, a new entropy, divergence and similarity measures are developed for
IVIFSs and compared with some existing measures for IVIFSs.

3.1 EntropyMeasure

Based onMishra et al. (2017a), for each P ∈ I V I FS(Z ), entropymeasure for IVIFSs
is denoted by H(P) and defined as

H(P) � 1
n

√
e(

√
e−1)

n∑

i�1

⎡

⎢
⎣e −

( (
b−
P (zi )+ b

+
P (zi )

)
+2−(n−

P (zi )+ n
+
P (zi )

)

4

)
. e

( (
b−
P (zi )+ b

+
P (zi )

)
+2−(n−

P (zi )+ n
+
P (zi )

)

4

)

−
( (

n−
P (zi ) + n+P (zi )

)
+2−(b−

P (zi )+b
+
P (zi )

)

4

)
e

( (
n−
P (zi ) + n+P (zi )

)
+2−(b−

P (zi )+b
+
P (zi )

)

4

)⎤

⎥
⎦. (3)

Theorem 3.1 The function H(P), defined by (3), is an entropy measure for IVIFS (Z ).

Proof Measure H(P), is valid entropy measure for IVIFSs because it satisfies the
requirements (E1)–(E4) of Definition 2.7.

Remark 3.1 If an IVIFS reduces to be an IFS, then the entropy measure defined by
(3) diminishes to the intuitionistic fuzzy entropy measure defined by Mishra et al.
(2017a).

3.1.1 Comparison with Existing Measures

Let P ∈ I V I FS(Z ). Here, some existing entropies are depicted as follows:
Chen et al. (2010):

HC (P) � − 1

n ln 4

n∑

i�1

⎡

⎢
⎣

b−
P (zi ) ln b

−
P (zi ) + b+P (zi ) ln b

+
P (zi ) + n−

P (zi ) ln n
−
P (zi )

+ n+P (zi ) ln n
+
P (zi ) − (1 − π−

P (zi )) ln(1 − π−
P (zi )) − π−

P (zi ) ln 2

− (1 − π+
P (zi )) ln(1 − π+

P (zi )) − π+
P (zi ) ln 2

⎤

⎥
⎦.

(4)
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Table 1 Comparison results of different entropy measures

HC HW HWZ HMC HR H

P1 0.8195 0.5294 0.8855 0.2727 0.8463 0.8449

P2 0.9387 0.6667 0.9511 0.5000 0.9403 0.9396

P3 0.9846 0.6923 0.9595 0.6364 0.9618 0.9614

P4 0.9927 0.9373 0.9987 0.8000 0.9977 0.9976

Wei et al. (2011):

HW (P) � 1

n

n∑

i�1

(
min{b−

P (zi ), n
−
P (zi )}+min{b+P (zi ), n+P (zi )}+π−

P (zi )+π+
P (zi )

max{b−
P (zi ), n

−
P (zi )}+max{b+P (zi ), n+P (zi )}+π−

A (zi )+π+
A(zi )

)
. (5)

Wei and Zhang (2015):

HWZ (P) � 1

n

n∑

i�1

cos

((∣∣b−
P (zi )−n−

P (zi )
∣
∣+|b+P (zi )−n+P (zi )|)π

2
(
2+π−

P (zi )+π−
P (zi )

)

)
, (6)

Meng and Chen (2016):

HMC (P) � 1

n

n∑

i�1

(
min

{
b−
P (zi ), n

−
P (zi )

}
+min{b+P (zi ), n+P (zi )}

max
{
b−
P (zi ), n

−
P (zi )

}
+max{b+P (zi ), n+P (zi )}

)
, (7)

Rani et al. (20118a, 2018b):

HR(P) � 1
n(

√
e−1)

n∑

i� 1

⎡

⎢⎢
⎢
⎣

(
1
4

{(
b−
P (zi ) + b+P (zi )

)
+ 2

−(n−
P (zi ) + n+P (zi )

)}

)

e

⎛

⎝
1
4

{(
n−
P (zi ) + n+P (zi )

)
+ 2

− (b−
P (zi ) + b+P (zi )

)}

⎞

⎠

+

(
1
4

{(
n−
P (zi ) + n+P (zi )

)
+ 2

− (b−
P (zi ) + b+P (zi )

)}

)

e

⎛

⎝
1
4

{(
b−
P (zi ) + b+P (zi )

)
+ 2

− (n−
P (zi ) + n+P (zi )

)}

⎞

⎠

− 1

⎤

⎥⎥⎥
⎦

. (8)

Example 3.1 Let us compute entropy measures for the following IVIFSs:

P1 � {〈zi , [0.1, 0.2], [0.5, 0.6]〉 : zi ∈ Z}, P2 � {〈zi , [0.2, 0.3], [0.4, 0.6]〉 : zi ∈ Z},
P3 � {〈zi , [0.3, 0.4], [0.5, 0.6]〉 : zi ∈ Z}. and P4 � {〈zi , [0.2, 0.2], [0.2, 0.3]〉 : zi ∈ Z}.

The above mentioned entropy measures (4)–(8) satisfy the set of requirements in
Definition 2.7. Table 1 represents the values of the different entropy measures.
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It can be interpreted that the closer the membership degree to the non-membership
degree, the higher the value of interval-valued intuitionistic fuzzy entropy. And hence,
from Table 1, it can be constructed that the measures are satisfied the following order:

HC (P1) < HC (P2) < HC (P3) < HC (P4), HW (P1) < HW (P2) < HW (P3) < HW (P4),

HWZ (P1) < HWZ (P2) < HWZ (P3) < HWZ (P4), HMC (P1) < HMC (P2) < HMC (P3) < HMC (P4),

HR (P1) < HR(P2) < HR(P3) < HR (P4) and H (P1) < H (P2) < H (P3) < H (P4).

Thus, the obtained result of the proposed interval-valued intuitionistic fuzzy entropy
measure (3) is in accordance with existing measures.

3.2 DivergenceMeasure for IVIFSs

Based onMishra et al. (2017b), we propose the following Jensen-Shannon divergence
measure for IVIFSs as follows:

Dv(P, Q) � −1

n
√
e
(√

e − 1
)

n∑

i�1

⎡

⎢
⎢⎢
⎣

(
b−
P (zi )+b

−
Q (zi )

)
+
(
b+P (zi )+b

+
Q (zi )

)
+4

−
(
n−
P (zi )+n

−
Q (zi )

)
−
(
n+P (zi )+n

+
Q (zi )

)

8 exp

⎛

⎜
⎜⎜
⎝

(
b−
P (zi )+b

−
Q (zi )

)
+
(
b+P (zi )+b

+
Q (zi )

)
+4

−
(
n−
P (zi )+n

−
Q (zi )

)
−
(
n+P (zi )+n

+
Q (zi )

)

8

⎞

⎟
⎟⎟
⎠

+

(
n−
P (zi )+n

−
Q (zi )

)
+
(
n+P (zi )+n

+
Q (zi )

)
+4

−
(
b−
P (zi )+b

−
Q (zi )

)
−
(
b+P (zi )+b

+
Q (zi )

)

8 exp

⎛

⎜⎜⎜
⎝

(
n−
P (zi )+n

−
Q (zi )

)
+
(
n+P (zi )+n

+
Q (zi )

)
+4

−
(
b−
P (zi )+b

−
Q (zi )

)
−
(
b+P (zi )+b

+
Q (zi )

)

8

⎞

⎟⎟⎟
⎠

− 1

2

{ (
b−
P (zi )+b

+
P (zi )

)
+2−(n−

P (zi )+ n
+
P (zi )

)

4 exp

( (
b−
P (zi )+b

+
P (zi )

)
+2−(n−

P (zi )+ n
+
P (zi )

)

4

)

+
(
n−
P (zi )+n

+
P (zi )

)
+2−(b−

P (zi )+b
+
P (zi )

)

4 exp

( (
n−
P (zi )+n

+
P (zi )

)
+2−(b−

P (zi )+b
+
P (zi )

)

4

)

+

(
b−
Q (zi )+b

+
Q (zi )

)
+2−

(
n−
Q (zi )+n

+
Q (zi )

)

4 exp

((
b−
Q (zi )+b

+
Q (zi )

)
+2−

(
n−
Q (zi )+n

+
Q (zi )

)

4

)

+

(
n−
Q (zi )+n

+
Q (zi )

)
+2−

(
b−
Q (zi )+b

+
Q (zi )

)

4 exp

((
n−
Q (zi )+n

+
Q (zi )

)
+2−

(
b−
Q (zi )+b

+
Q (zi )

)

4

)}]

. (9)

Theorem 3.2 The mapping Dv(P, Q), defined by (9), is a valid divergence measure
for IVIFSs.

Proof In order for (9) to be qualified as a valid divergence measure for IVIFSs, it must
satisfy the axioms (A1)–(A4) of Definition 2.8.

(A1). It is evident from (9) that Dv(P, Q) � Dv(Q, P).
(A2). If P � Q, then we can easily obtain that Dv(P, Q) � 0.
(A3). For every P, Q, R ∈ I V I FSs(Z). To prove (A3), we partition Z into the
following eight subsets:

Z � {zi ∈ Z | P(zi ) ≤ Q(zi ) � R(zi )} ∪ {zi ∈ Z | P(zi ) � R(zi ) ≤ Q(zi )}
∪ {zi ∈ Z | P(zi ) ≤ Q(zi ) < R(zi )} ∪ {zi ∈ Z | P(zi ) ≤ R(zi ) < Q(zi )}
∪ {zi ∈ Z | Q(zi ) < P(zi ) ≤ R(zi )} ∪ {zi ∈ Z | Q(zi ) ≤ R(zi ) < P(zi )}
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∪ {zi ∈ Z | R(zi ) < P(zi ) ≤ Q(zi )} ∪ {zi ∈ Z | R(zi ) < Q(zi ) < P(zi )},

which are denoted by δ1, δ2, . . . , δ8. From Montes et al. (2002), for each δ j ; j �
1, 2, . . . , 8,

|(P ∪ R)(zi ) − (Q ∪ R)(zi )| ≤ |P(zi ) − Q(zi )|
and |(P ∩ R)(zi ) − (Q ∩ R)(zi )| ≤ |P(zi ) − Q(zi )|.

This implies that Dv(P ∪ R, Q ∪ R) ≤ Dv(P, Q) for every R ∈ I V I FS(Z).

(A4). The proof is similar as (A3).

Proposition 3.1 Let P, Q, R ∈ I V I FSs(Z ). The measure, defined by (9), satisfies
the following postulates:

(i) 0 ≤ Dv(P, Q ) ≤ 1;
(ii) Dv(P, Q) � Dv(Pc, Qc);
(iii) Dv(P, Qc) � Dv(Pc, Q);
(iv) Dv(P, Pc) � 1 if and only if P is a crisp set;
(v) Dv(P, Pc) � 0 if and only if bP (zi ) � nP (zi ) for all zi ∈ Z ;
(vi) Dv(P ∩ Q, P ∪ Q) � Dv(P, Q);
(vii) Dv(P, Q) ≤ Dv(P, R) and Dv(Q,R) ≤ Dv(P, R) for P ⊆ Q ⊆ R.

3.3 Similarity Measures for IVIFSs

Let P,Q ∈ I V I FSs(Z ). Corresponding to Hung and Yang (2004), a new interval-
valued intuitionistic fuzzy similarity measure is defined as

�(P, Q) � 1 −
1−exp

[
− 1

4n

n∑

i�1

(∣∣∣b−
P (zi )− b−

Q (zi )
∣∣∣+
∣∣∣b+P (zi )− b+Q (zi )

∣∣∣ +
∣∣∣n−

P (zi )− n−
Q (zi )

∣∣∣+
∣∣∣n+P (zi )− n+Q (zi )

∣∣∣
)]

1−exp(−1) .

(10)

Lemma 3.1 If h(λ) � 1 − 1−exp(−λ)
1−exp(−1) , then

max
λ∈[0, n] h(λ) � h(0) � 1 and min

λ∈[0, n] h(λ) � h(n) � 0.

Proof Since h
′
(λ) � − exp(−λ)

1−exp(−1) < 0, ∀ λ ∈ [0, n], therefore, h(λ) is decreasing in
[0, n].

Theorem 3.3 The function �(P, Q), defined by (10), is a valid similarity measure
for IVIFSs.

Proof To proof this theorem, we must have to satisfies the conditions (C1)–(C4) of
Definition 2.9.
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(C1). Consider P, Q ∈ I V I FSs(Z ) and

λ � 1

4n

n∑

i�1

(∣∣
∣b−

P (zi ) − b−
Q (zi )

∣∣
∣ +
∣
∣b+P (zi ) − b+Q (zi )

∣
∣ +

∣∣
∣n−

P (zi ) − n−
Q (zi )

∣∣
∣ +
∣
∣n+P (zi ) − n+Q (zi )

∣
∣
)
.

Since λ ∈ [0, n], therefore,�(P, Q) � h(λ).Hence, using Lemma 3.1, we have
0 ≤ �(P, Q) ≤ 1.
(C2). Suppose P � Q that means

[
b−
P (zi ), b

+
P (zi )

] � [
n−
P (zi ), n+P (zi )

]
. Then, it

is evident from (10) that �(P, Q) � 1.
Let �(P, Q) � 1. From (10), we obtain

1 −
1−exp

[
− 1

4n

n∑

i�1

(∣∣∣b−
P (zi )− b−

Q (zi )
∣∣∣+
∣∣∣b+P (zi )− b+Q (zi )

∣∣∣ +
∣∣∣n−

P (zi )− n−
Q (zi )

∣∣∣+
∣∣∣n+P (zi )− n+Q (zi )

∣∣∣
)]

1−exp(−1) � 1, ∀ zi ∈ Z .

It implies that
∣
∣∣b−

P (zi ) − b−
Q(zi )

∣
∣∣ +

∣
∣b+P (zi ) − b+Q(zi )

∣
∣

+
∣∣∣n−

P (zi ) − n−
Q(zi )

∣∣∣ +
∣∣n+P (zi ) − n+Q(zi )

∣∣ � 0, ∀ zi ∈ Z .

Hence P � Q.

(C3). It is clear from the definition that �(P, Q) � �(Q, P).

(C4). Given that P ⊆ Q ⊆ R, then

b−
P (zi ) ≤ b−

Q(zi ) ≤ b−
R (zi ), b+P (zi ) ≤ b+Q(zi ) ≤ b+R(zi ),

n−
P (zi ) ≥ n−

Q(zi ) ≥ n−
R (zi ) and n+P (zi ) ≥ n+Q(zi ) ≥ n+R(zi ), ∀ zi ∈ Z .

Then,

λ1 � 1

4

n∑

i� 1

(∣∣∣b−
P (zi ) − b−

Q (zi )
∣∣∣ +
∣∣b+P (zi ) − b+Q (zi )

∣∣ +
∣∣∣n−

P (zi ) − n−
Q (zi )

∣∣∣ +
∣∣n+P (zi ) − n+Q (zi )

∣∣
)

≤ λ2 � 1

4

n∑

i� 1

(∣∣b−
P (zi ) − b−

R (zi )
∣∣ +
∣∣b+P (zi ) − b+R (zi )

∣∣ +
∣∣n−

P (zi ) − n−
R (zi )

∣∣ +
∣∣n+P (zi ) − n+R (zi )

∣∣), ∀ zi ∈ Z .

As a consequence, bymeans of Lemma3.1,we get�(P, Q) � h(λ1) ≥ h(λ2) �
�(P, R). In the similar manner, we can prove that �(Q, R) ≥ �(P, R).

With the similar manner, similarity measure between two matrices is proposed.

Definition 3.1 Let P � (
pi j
)

and Q � (
qi j
)
, i � 1, 2, . . . , m, j �

1, 2, . . . , n be two matrices such that pi j �
〈[

α1
i j , β1

i j

]
,
[
γ 1
i j , δ1i j

] 〉
and qi j �

〈[
α2
i j , β2

i j

]
,
[
γ 2
i j , δ2i j

] 〉
are IVIFNs. Then, the similarity measure between P and Q

is defined as below:

�(P, Q) � 1 −
1 − exp

[

− 1
4m n

m∑

i �1

n∑

j �1

(∣∣∣α1
i j − α2

i j

∣
∣∣ +
∣
∣∣β1

i j − β2
i j

∣
∣∣ +

∣
∣∣γ 1

i j − γ 2
i j

∣
∣∣ +
∣
∣∣δ1i j − δ2i j

∣
∣∣
)]

1 − exp(−1)
.

(11)
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Fig. 1 The framework of proposed IVIF-WASPAS method

4 Interval-Valued Intuitionistic FuzzyWASPAS (IVIF-WASPAS)
Method for MCDM Problems

In this section, the interval-valued intuitionistic fuzzy WASPAS (IVIF-WASPAS)
method is discussed for evaluating and ranking the alternatives based on set of differ-
ent criteria. The procedure for IVIF-WASPAS method is given as follows (see Fig. 1):

Algorithm 1: IVIF-WASPAS method

Step 1 Formulate the alternative and criteria.
In the process of decision making, our main goal is to select the most appropriate

alternative among set of m alternatives V � {V1, V2, . . . , Vm} with respect to the
criterion set F � {F1, F2, . . . , Fn}. Assume that a committee (group) of t decision
experts B � {B1, B2, . . . , Bt } has been constituted to determine the most suitable
alternative(s).

Step 2 Compute the weights of decision experts.
Due to uncertain information and imprecise human knowledge, decision expert Bk

cannot easily estimate an exact value to alternative Vi with respect to criterion Fj . The
decision experts express their opinions in terms of IVIFN because of its capability to
handle the uncertainty. Let Pk � (

pi jk
)
be the decision matrix of kth decision expert

such that pi jk �
〈[
b−
i jk, b

+
i jk

]
,
[
n−
i jk, n

+
i jk

] 〉
, k � 1, 2, . . . , t is an IVIFN. Next, we

construct preference selection matrix P∗ � (
pi j∗

)
such that preference selection value

is pi j∗ � (
1
/
t
)∑t

k�1 pi jk, and by using (2), we obtain

pi j∗ �
〈[

1 −
t∏

k�1

(
1 − b−

i jk

)1/ t
, 1 −

t∏

k�1

(
1 − b+i jk

)1/ t
]

,

[
t∏

k�1

(
n−
i jk

)1/ t
,

t∏

k�1

(
n+i jk

)1/ t
]〉

.

(12)
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where pi j∗ �
〈[
b−
i j∗, b+i j∗

]
,
[
n−
i j∗, n+i j∗

] 〉
is an IVIFN.

During the process of decision making, computation of weight of a decision expert
is a necessary step. In this method, we apply the doctrine of similarity measure to
obtain the decision experts’ weight. The higher the similarity index of decision matrix
Bk form preference selection matrix has the higher importance for Bk . Hence, based
on similarity measure, we evaluate overall preference value of the decision matrix of
Bk and preference selection matrix P∗, which is given as follows:

C(Pk, P∗) � �(Pk, P∗)
�(Pk, P∗) + �

(
Pk, Pc∗

) , (13)

where Pc∗ is the complement of preference selection matrix P∗, �(Pk, P∗) and
�
(
Pk, Pc∗

)
denote the similarity measures between Pk and P∗, and Pk and Pc∗ , respec-

tively.
Subsequently, based on overall preference value, the decision experts’ weights are

determined as follows:


k � C(Pk, P∗)
t∑

k�1
C(Pk, P∗)

, k � 1, 2, . . . , t . (14)

Evidently, 
k ≥ 0 and
∑t

k�1 
k � 1.

Step 3 Determine the aggregated interval-valued intuitionistic fuzzy decision matrix.
In order to aggregate all the individual decisions and create single group decision,

we have to create aggregated interval-valued intuitionistic fuzzy decision matrix. For

this, let P � (
pi j
) �

〈[
b−
i j , b

+
i j

]
,
[
n−
i j , n

+
i j

]〉
, i � 1, 2, . . . , m, j � 1, 2, . . . , n

be the aggregated interval-valued intuitionistic fuzzy decision matrix, where P �∑t
k�1 
k Pk and

pi j �
〈[

1 −
t∏

k�1

(
1 − b−

i jk

)
k
, 1 −

t∏

k�1

(
1 − b+i jk

)
k

]

,

[
t∏

k�1

(
n−
i jk

)
k
,

t∏

k�1

(
n+i jk

)
k

]〉

.

(15)

Step 4 Calculate the weights of the criteria.
To determine the relative importance of each criterion, we have developed the

following formula with the help of entropy and divergence measures:

℘ j �
m∑

i� 1

[
1

m −1

m∑

k� 1
Dv(ηi j , ηk j)+(1− H(ηi j))

]

n∑

j� 1

m∑

i� 1

[
1

m −1

m∑

k� 1
Dv(ηi j , ηk j)+(1− H(ηi j))

] , j � 1, 2, . . . , n. (16)

Here, Dv

(
ηi j , ηk j

)
denotes the divergence measure between ηi j and ηk j , and

H
(
ηi j
)
denotes the entropy measure of ηi j .
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Step 5 Compute the measures of weighted summodel (WSM) S(1)i for each alternative
using the formula

S(1)i �
n∑

j� 1

℘ j ηi j . (17)

Step 6 Compute the measures of weighted product model (WPM) S(2)i for each alter-
native by using the following formula

S(2)i �
n∏

j �1

℘ j ηi j . (18)

Step 7 Calculate the aggregated measure of the WASPAS method for each alternative,
which as

Si � λ S(1)i + (1 − λ) S(2)i . (19)

where λ is the aggregating coefficient of decision precision. It is developed to estimate
the accuracy ofWASPASbased on initial criteria exactness andwhenλ ∈ [0, 1] (when
λ � 0, and λ � 1, WASPAS is transformed to the WPM and the WSM, respectively).
It has been proven that the accuracy of the aggregating methods is higher than the
accuracy of single ones.

Step 8 Rank the alternatives according to decreasing values (i.e., crisp score values)
of Si .

Step 9 End.

5 Application of the ProposedMethod for Reservoir Flood Control
Management

In this section, to exemplify the efficacy of the IVIF-WASPAS method, an evaluation
problem of reservoir flood control management is presented (Hashemi et al. 2014).

Due to huge critical potency and high prevalence, the flood calamity is one of the
most serious natural hazard for civilization and hence, a flood control management
policy is required to reduce the flood calamity and at the same time, maintains the
water intensity of the reservoir as low as possible at the ending of this flood. Usually,
the reservoir flood control management is very complicated in nature as it depends
on several uncertain factors arises due to environmental, political and social impacts.
Here, we consider a decision making problem of reservoir flood control management
policy, where the decision experts express their estimations with interval-valued intu-
itionistic fuzzy information. In the intial step, a team of five decision experts B1,

B2, B3, B4 and B5 is created to perform the assessment of management policies of
reservoir flood control under IVIFSs.

The proposed IVIF-WASPAS method is applied to evaluate an optimal reservoir
flood control management. The procedural steps are as follows:
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Table 2 Linguistic scale for the importance of criterion and the alternatives

Linguistic values IVIF values

Extremely low (EL)/extremely bad (EB) 〈[0.00, 0.10], [0.85, 0.90]〉
Very low (VL)/very bad (VB) 〈[0.05, 0.15], [0.70, 0.75]〉
Low (L)/bad (B) 〈[0.15, 0.25], [0.55, 0.65]〉
Medium low (ML)/medium bad (MB) 〈[0.30, 0.40], [0.45, 0.50]〉
Medium (M)/fair (F) 〈[0.45, 0.55], [0.35, 0.40]〉
Medium high (MH)/medium good (MG) 〈[0.55, 0.65], [0.25, 0.30]〉
High (H)/good (G) 〈[0.65, 0.75], [0.15, 0.20]〉
Very high (VH)/very good (VG) 〈[0.75, 0.85], [0.05, 0.10]〉
Extremely high (EH)/extremely good (EG) 〈[0.90, 1.00], [0.00, 0.00]〉

Table 3 Linguistic ratings for criteria performances of alternatives from decision expert B1

F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12

V1 F VB F MG B MG ML G B ML B L

V2 MG F F ML MB F ML ML F ML B VL

V3 G VG MG F G VG MG G B L G MH

V4 F MB ML F MB MG F ML MB F MB F

V5 F MG F ML F MG F G VB F MB L

Table 4 Linguistic ratings for criteria performances of alternatives from decision expert B2

F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12

V1 ML MB G F MB MB F MG F MG VB ML

V2 ML MG MG F MG F F F F MG MB F

V3 F F F MG F MG F G VB ML F MH

V4 F F F MG F MB MB F MB MG F L

V5 MG F L F F MB MG F B MG B F

Step 1 With the preliminary screening, the skillful group offers five possible man-
agement policy alternatives V1, V2, V3, V4 and V5, and these policies are evaluated
with respect to the following criteria: (i) Flood control storage between the design
flood level and the highest level of reservoir during reservoir routing (F1), The storage
between the terminal level of reservoir and the desired terminal level (F2), The spillover
volume beyond the limit of discharge for power generation (F3), Flood control risk of
the protected downstream area (F4), Flood control risk of the reservoir (F5), Sediment
load in reservoir area (F6), Risk of failure of the dam and its structures (F7), Flood
peak discharge at downstream (F8), Drainage area (F9), Sediment transport (F10), Trap
efficiency (F11) and Dead storage level (F12).

Here, Table 2 presents the linguistic ratings in terms of IVIFNs for the importance
of criteria and the alternatives. Tables 3, 4, 5, 6 and 7 show the linguistic ratings by
five decision experts for the criteria performances of given alternatives.
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Table 5 Linguistic ratings for criteria performances of alternatives from decision expert B3

F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12

V1 F MG ML MG MG G G G MB F F L

V2 ML F ML MG F MB F MG MB ML B G

V3 VG MG G F MG F MG MG F VL MB VL

V4 L MB MG ML B F F MG F ML F F

V5 F MB MG ML G F F G F F MB L

Table 6 Linguistic ratings for criteria performances of alternatives from decision expert B4

F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12

V1 L F ML L F VG VG VG G MG MB ML

V2 VH G F ML B MG L ML MG F F F

V3 H VG VG VG G MG G F MB F G VL

V4 VH B L G G VG MG G F VL B VL

V5 G F F MG VG G MB MG MG ML MG ML

Table 7 Linguistic ratings for criteria performances of alternatives from decision expert B5

F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12

V1 F B MG VL VB F F F MG ML B VL

V2 MG MG VG F G G G L B L MB G

V3 G F L L MB F MB ML MG MG F F

V4 MG MG ML G B G VG G B L MG ML

V5 L B VL F MB MG G F MB MG MB F

Step 2 The construction of preference selection matrix is necessary to determine the
weights of the decision experts. Thus, with the help of (13), the preference selection
matrix for the team of decision experts is calculated in Table 8.

Using (10) and (13) in (14), the weight of the decision expert is computed and
expressed in Table 9.

Step 3 With the use of (15), the aggregated interval-valued intuitionistic fuzzy
decision matrix is estimated based on the decision experts’ opinions and thus, the
result is shown in Table 10.

Step 4 In order to determine the weights of the criteria, use formula (16) in view of
(3) and (9), hence, we obtain

℘1 � 0.1405, ℘2 � 0.1092, ℘3 � 0.0795, ℘4 � 0.0549, ℘5 � 0.0797, ℘6 � 0.1367, ℘7 � 0.0865,

℘8 � 0.1447, ℘9 � 0.0155, ℘10 � 0.0216, ℘11 � 0.0652 and ℘12 � 0.0660.
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Table 8 Preference selection matrix for decision experts’ weights

V1 V2 V3 V4 V5

F1 〈[0.3703, 0.4721],
[0.4029, 0.4609]〉

〈[0.5226, 0.6335],
[0.2292, 0.2954]〉

〈[0.6418, 0.7461],
[0.1426, 0.2000]〉

〈[0.5077, 0.6195],
[0.2427, 0.3154]〉

〈[0.4734, 0.5786],
[0.3023, 0.3623]〉

F2 〈[0.3252, 0.4299],
[0.4326, 0.4934]〉

〈[0.5363, 0.6382],
[0.2582, 0.3104]〉

〈[0.6146, 0.7242],
[0.1502, 0.2169]〉

〈[0.3652, 0.4682],
[0.3961, 0.4550]〉

〈[0.3951, 0.4980],
[0.3766, 0.4351]〉

F3 〈[0.4684, 0.5731],
[0.3054, 0.3594]〉

〈[0.5264, 0.6361],
[0.2332, 0.2992]〉

〈[0.5502, 0.6617],
[0.2049, 0.2746]〉

〈[0.3652, 0.4682],
[0.3961, 0.4550]〉

〈[0.3570, 0.4617],
[0.4114, 0.4719]〉

F4 〈[0.3823, 0.4881],
[0.3847, 0.4455]〉

〈[0.4181, 0.5199],
[0.3618, 0.4129]〉

〈[0.5077, 0.6195],
[0.2427, 0.3154]〉

〈[0.5372, 0.6417],
[0.2452, 0.2993]〉

〈[0.4181, 0.5199],
[0.3618, 0.4129]〉

F5 〈[0.3252, 0.4299],
[0.4326, 0.4934]〉

〈[0.4474, 0.5536],
[0.3179, 0.3788]〉

〈[0.5372, 0.6417],
[0.2452, 0.2993]〉

〈[0.3724, 0.4801],
[0.3722, 0.4422]〉

〈[0.5496, 0.6598],
[0.2105, 0.2759]〉

F6 〈[0.5674, 0.6765],
[0.1968, 0.2605]〉

〈[0.4935, 0.5970],
[0.2905, 0.3438]〉

〈[0.5665, 0.6733],
[0.2073, 0.2702]〉

〈[0.5674, 0.6765],
[0.1968, 0.2605]〉

〈[0.5134, 0.6167],
[0.2716, 0.3245]〉

F7 〈[0.5496, 0.6598],
[0.2105, 0.2759]〉

〈[0.4247, 0.5306],
[0.3401, 0.4012]〉

〈[0.5134, 0.6167],
[0.2716, 0.3245]〉

〈[0.5264, 0.6361],
[0.2332, 0.2993]〉

〈[0.4935, 0.5970],
[0.2905, 0.3438]〉

F8 〈[0.6234, 0.7284],
[0.1580, 0.2169]〉

〈[0.3652, 0.4682],
[0.3961, 0.4550]〉

〈[0.5372, 0.6417],
[0.2452, 0.2993]〉

〈[0.5372, 0.6417],
[0.2452, 0.2993]〉

〈[0.5590, 0.6617],
[0.2332, 0.2862]〉

F9 〈[0.4474, 0.5536],
[0.3179, 0.3788]〉

〈[0.3951, 0.4980],
[0.3766, 0.4351]〉

〈[0.3252, 0.4299],
[0.4326, 0.4934]〉

〈[0.3392, 0.4408],
[0.4236, 0.4819]〉

〈[0.3252, 0.4299],
[0.4326, 0.4934]〉

F10 〈[0.4410, 0.5434],
[0.3383, 0.3898]〉

〈[0.3652, 0.4682],
[0.3961, 0.4550]〉

〈[0.3252, 0.4299],
[0.4326, 0.4934]〉

〈[0.3252, 0.4299],
[0.4326, 0.4934]〉

〈[0.4673, 0.5689],
[0.3217, 0.3728]〉

F11 〈[0.2337, 0.3360],
[0.5065, 0.5759]〉

〈[0.2791, 0.3807],
[0.4637, 0.5311]〉

〈[0.5183, 0.6232],
[0.2622, 0.3170]〉

〈[0.3951, 0.4980],
[0.3766, 0.4351]〉

〈[0.3338, 0.4367],
[0.4165, 0.4758]〉

F12 〈[0.1958, 0.2967],
[0.5327, 0.6022]〉

〈[0.4879, 0.5960],
[0.2865, 0.3438]〉

〈[0.3684, 0.4751],
[0.4037, 0.4584]〉

〈[0.2976, 0.4005],
[0.4628, 0.5227]〉

〈[0.3130, 0.4153],
[0.4410, 0.5079]〉

Table 9 Weights of decision experts

Decision expert B1 B2 B3 B4 B5

Weight (
k ) 0.2010 0.1988 0.1973 0.2052 0.1977

Step 5With the use of formula (17), the calculatedmeasures of weighted summodel
(WSM) S(1)i for each alternative.

Step 6 Using formula (18), the measures of weighted product model (WPM) S(2)i
for each alternative.

Step 7 The aggregated measure of the WASPAS method for each alternative is
computed using formula (19) for λ � 0.5.

Table 11 presents the calculated measures of weighted sum model (WSM) S(1)i ,

weighted product model (WPM) S(2)i and the aggregated measure of the WASPAS
method for each alternative. From Table 11, the ranking of reservoir flood control

123



1064 A. R. Mishra, P. Rani

Table 10 Aggregated interval-valued intuitionistic fuzzy decision matrix

V1 V2 V3 V4 V5

F1 〈[0.3691, 0.4709],
[0.4037, 0.4619]〉

〈[0.5248, 0.6359],
[0.2268, 0.2932]〉

〈[0.6417, 0.7460],
[0.1429, 0.2002]〉

〈[0.5100, 0.6220],
[0.2402, 0.3129]〉

〈[0.4750, 0.5802],
[0.3008, 0.3607]〉

F2 〈[0.3254, 0.4300],
[0.4328, 0.4934]〉

〈[0.5371, 0.6390],
[0.2574, 0.3096]〉

〈[0.6162, 0.7259],
[0.1486, 0.2152]〉

〈[0.3637, 0.4668],
[0.3971, 0.4563]〉

〈[0.3962, 0.4991],
[0.3759, 0.4343]〉

F3 〈[0.4676, 0.5723],
[0.3062, 0.3602]〉

〈[0.5258, 0.6354],
[0.2341, 0.3001]〉

〈[0.5521, 0.6636],
[0.2030, 0.2727]〉

〈[0.3636, 0.4666],
[0.3972, 0.4564]〉

〈[0.3578, 0.4625],
[0.4109, 0.4713]〉

F4 〈[0.3815, 0.4873],
[0.3852, 0.4462]〉

〈[0.4169, 0.5187],
[0.3627, 0.4138]〉

〈[0.5101, 0.6220],
[0.2401, 0.3129]〉

〈[0.5380, 0.6425],
[0.2445, 0.2986]〉

〈[0.4190, 0.5207],
[0.3610, 0.4121]〉

F5 〈[0.3256, 0.4302],
[0.4324, 0.4932]〉

〈[0.4453, 0.5516],
[0.3195, 0.3806]〉

〈[0.5385, 0.6430],
[0.2440, 0.2981]〉

〈[0.3751, 0.4829],
[0.3699, 0.4396]〉

〈[0.5512, 0.6614],
[0.2088, 0.2743]〉

F6 〈[0.5688, 0.6780],
[0.1952, 0.2590]〉

〈[0.4938, 0.5973],
[0.2903, 0.3436]〉

〈[0.5672, 0.6740],
[0.2066, 0.2695]〉

〈[0.5689, 0.6781],
[0.1951, 0.2589]〉

〈[0.5145, 0.6179],
[0.2704, 0.3234]〉

F7 〈[0.5508, 0.6611],
[0.2089, 0.2745]〉

〈[0.4227, 0.5286],
[0.3416, 0.4030]〉

〈[0.5146, 0.6180],
[0.2704, 0.3234]〉

〈[0.5262, 0.6358],
[0.2337, 0.2997]〉

〈[0.4922, 0.5791],
[0.2915, 0.3448]〉

F8 〈[0.6245, 0.7296],
[0.1567, 0.2157]〉

〈[0.3645, 0.4675],
[0.3699, 0.4555]〉

〈[0.5372, 0.6416],
[0.2453, 0.2993]〉

〈[0.5375, 0.6420],
[0.2449, 0.2990]〉

〈[0.5591, 0.6618],
[0.2331, 0.2861]〉

F9 〈[0.4485, 0.5549],
[0.3167, 0.3777]〉

〈[0.3967, 0.4996],
[0.3753, 0.4337]〉

〈[0.3242, 0.4288],
[0.4334, 0.4942]〉

〈[0.3399, 0.4415],
[0.4232, 0.4814]〉

〈[0.3263, 0.4310],
[0.4317, 0.4925]〉

F10 〈[0.4416, 0.5440],
[0.3377, 0.3892]〉

〈[0.3659, 0.4417],
[0.3956, 0.4545]〉

〈[0.3258, 0.4304],
[0.4322, 0.4930]〉

〈[0.3243, 0.4289],
[0.4336, 0.4944]〉

〈[0.4663, 0.5679],
[0.3225, 0.3736]〉

F11 〈[0.2337, 0.3359],
[0.5065, 0.5758]〉

〈[0.2802, 0.3818],
[0.4629, 0.5302]〉

〈[0.5199, 0.6249],
[0.2607, 0.3154]〉

〈[0.3933, 0.4962],
[0.3779, 0.4366]〉

〈[0.3355, 0.4385],
[0.4151, 0.4743]〉

F12 〈[0.1967, 0.2975],
[0.5319, 0.6014]〉

〈[0.4865, 0.5946],
[0.2879, 0.3452]〉

〈[0.4280, 0.5405],
[0.4044, 0.4592]〉

〈[0.2963, 0.3992],
[0.4639, 0.5238]〉

〈[0.3127, 0.4149],
[0.4412, 0.5081]〉

operation management policy alternatives is V3 � V2 � V5 � V4 � V1 and thus,
V3 is the best reservoir flood control operation management.

6 Comparative Study and Sensitivity Analysis

In this section, the outcomes of the proposed IVIF-WASPAS method are demon-
strated based on a comparison and a sensitivity analysis. Some MCDMmethods have
been introduced in recent years within the context of reservoir flood control operation
management policy and different uncertain environment. Each of these methods has
characteristics and steps which differentiate it from the others. Here, we have consid-
ered some methods for the comparison which have good efficiency in the literature
and could be applicable in the considered multi-criteria decision-making problem. In
the literature survey, Hameshi et al. (2015), Chitsaz and Banihabib (2015) and Zhu
et al. (2016, 2018) proposed IVIF-VIKOR methods are selected for the comparative
analysis. First, with the analysis on the same decision making problem mentioned
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in Sect. 5, we select the extended IVIF-VIKOR method to facilitate the comparative
analysis.

6.1 Comparison with IVIF-VIKORMethod

The classical VIKORmethod developed by Opricovic (1998), is a proficient approach
to solve the MCDM problems with conflicting and noncommensurable criteria. This
method helps to determine a compromise solution based on the particular measure
of closeness to the ideal solution. The key concept of VIKOR method is to attain the
compromise solution(s) corresponding to L p-metric, which are used as an aggregating
function in the compromise programming method. In point of fact, the compromise
solution is a pareto optimal solution, nearest to the ideal solution based on the particular
measure.

In the proposed method, the L p-metric over the alternatives Vi (i � 1, 2, . . . , m)

for compromise programming is assessed on the basis of proposed divergencemeasure,
which is given as

L p, i �
⎛

⎜
⎝

n∑

j� 1

⎛

⎝℘ j

Dv

(
η+j , ηi j

)

Dv

(
η−
j , η+j

)

⎞

⎠

p⎞

⎟
⎠

1/p

, 1 ≤ p ≤ ∞, i � 1, 2, . . . m, (20)

where ℘ j denotes the weights of the criteria, η+i � max
i

ηi j and η−
i � min

i
ηi j are

the ideal and anti-ideal points, respectively. The VIKORmethod provides a maximum
“group utility” for the “majority” and a minimum “individual regret” for the oppo-
nent, which are formulated by the metrics L1,i and L∞,i , respectively. Due to rapid
development of social economy, IVIFSs have been received considerable attention
in the field of decision making. So, in this section, we have extended the classical
VIKOR method to handle the MCDM problems under IVIFSs. Now, the procedure
for interval-valued intuitionistic fuzzy VIKOR (IVIF-VIKOR) method has been given
as in following steps:

Algorithm 2: IVIF-VIKOR Method

Steps 1–4 Steps 1–4 are same as Algorithm 1.
Step 5 Evaluate the ideal and anti-ideal points.
The ideal and anti-ideal points denoted by η+j and η−

j , respectively, are calculated
on the basis of the following expressions:

η+j �
〈[
b−
j+, b

+
j+

]
,
[
n−
j+, n

+
j+

]〉
�
〈[
max
i

b−
i j , max

i
b+i j

]
,

[
min
i

n−
i j , min

i
n+i j

]〉
,

(21)

η−
j �

〈[
b−
j−, b+j−

]
,
[
n−
j−, n+j−

]〉
�
〈[
min
i

b−
i j , min

i
b+i j

]
,

[
max
i

n−
i j , max

i
n+i j

]〉
.

(22)
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Step 6 Determination of group utility, individual regret and compromise measure.
Compute the values of group utility, individual regret and compromise measure of

the alternatives Vi (i � 1, 2, . . . , m), respectively, using the relations

Λi � L1, i �
n∑

j �1

℘ j

Dv

(
η+j , ηi j

)

Dv

(
η−
j , η+j

) , (23)

Ψi � L∞, i � max
1≤ j ≤ n

⎛

⎝℘ j

Dv

(
η+j , ηi j

)

Dv

(
η−
j , η+j

)

⎞

⎠, (24)

Θi � ς

(
Λi − Λ+

)

(
Λ− − Λ+

) + (1 − ς)

(
Ψi − Ψ +

)

(
Ψ − − Ψ +

) , (25)

where ς denotes the coefficient of decision mechanism or weight of the decision
making strategy of “the majority of criteria or the maximum group utility”.

Step 7 Rank the alternatives by sorting the values of Λi , Ψi and Θi in decreasing
order.

Step 8 Find the best or compromise solution.
Uniqueness of final alternatives is satisfied by the following conditions:

Condition (1) Acceptable advantage:

Θ(V (2)) − Θ(V (1)) ≥ 1

(m − 1)
, (26)

where m is the number of alternatives, V (1) and V (2) are the alternatives with the first
and second positions in the ranking list, respectively.

Condition (2) Adequate stability: the alternative V (1) must also be the finest ranked
by Λi and Ψi . This compromise solution is stable within a decision making process
which can be selected with “voting by majority rule (ς > 0.5)” or “by consensus
(ς ≈ 0.5)” or “by veto (ς < 0.5)”.

If the Condition (1) is not fulfilled, then the maximum value of M should be
inspected by the following relation:

Θ(V (M)) − Θ(V (1)) <
1

(m − 1)
. (27)

Thus, all the alternatives V (i) (i � 1, 2, . . . , m) are the compromise solutions.
The alternatives V (1) and V (2) are compromise solutions in case of condition (2) is

not satisfied.
Step 9 End.
Flowchart of the proposed IVIF-VIKOR method is depicted in Fig. 2.
In the following steps, the proposed VIKOR method is applied to evaluate the

suitable management policy for reservoir flood control:
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Fig. 2 Schematic representation of proposed IVIF-VIKOR method

Steps 1–4 Similar to Algorithm 1.
Step 5 The ideal and anti-ideal points are computed with the help of (21) and (22).

Table 12 presents the result.
Step 6Using (23)–(25), the values of grouputility, individual regret and compromise

measures of the alternatives Vi (i � 1, 2, 3, 4, 5) are calculated in Table 13.
Step 7 According to the decreasing values of Λi , Ψi and Θi (ς � 0.5), three

ranking results are presented as below:

Λ3 � Λ4 � Λ5 � Λ2 � Λ1,

Ψ3 � Ψ5 � Ψ4 � Ψ1 � Ψ2,

and

Θ3 � Θ4 � Θ5 � Θ2 � Θ1.
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Table 12 Ideal and anti-ideal points

Ideal point Anti-ideal point

〈[0.6417, 0.7460], [0.1429, 0.2002]〉 〈[0.3691, 0.4709], [0.4037, 0.4619]〉
〈[0.6162, 0.7259], [0.1486, 0.2152]〉 〈[0.3254, 0.4300], [0.4328, 0.4934]〉
〈[0.5521, 0.6636], [0.2030, 0.2727]〉 〈[0.3578, 0.4625], [0.4109, 0.4713]〉
〈[0.5380, 0.6425], [0.2445, 0.2986]〉 〈[0.3815, 0.4873], [0.3852, 0.4462]〉
〈[0.5512, 0.6614], [0.2088, 0.2743]〉 〈[0.3256, 0.4302], [0.4324, 0.4932]〉
〈[0.5689, 0.6781], [0.1951, 0.2589]〉 〈[0.4938, 0.5973], [0.2903, 0.3436]〉
〈[0.5508, 0.6611], [0.2089, 0.2745]〉 〈[0.4227, 0.5286], [0.3416, 0.4030]〉
〈[0.6245, 0.7296], [0.1567, 0.2157]〉 〈[0.3645, 0.4675], [0.3699, 0.4555]〉
〈[0.4485, 0.5549], [0.3167, 0.3777]〉 〈[0.3242, 0.4288], [0.4334, 0.4942]〉
〈[0.4663, 0.5679], [0.3225, 0.3736]〉 〈[0.3243, 0.4289], [0.4336, 0.4944]〉
〈[0.5199, 0.6249], [0.2607, 0.3154]〉 〈[0.2337, 0.3359], [0.5065, 0.5758]〉
〈[0.4865, 0.5946], [0.2879, 0.3452]〉 〈[0.1967, 0.2975], [0.5319, 0.6014]〉

Table 13 Values of the Λi ,Ψi and Θi

V1 V2 V3 V4 V5

Λi (i � 1, 2, 3, 4, 5) 0.5368 0.5158 0.0756 0.3283 0.4175

Ψi (i � 1, 2, 3, 4, 5) 0.1405 0.1447 0.0211 0.0832 0.0795

Θi (i � 1, 2, 3, 4, 5)
(ς � 0.0)

0.9660 1.0000 0.0000 0.5024 0.4725

(ς � 0.1) 0.9694 0.9954 0.0000 0.5070 0.4994

(ς � 0.2) 0.9728 0.9909 0.0000 0.5115 0.5263

(ς � 0.3) 0.9762 0.9863 0.0000 0.5161 0.5531

(ς � 0.4) 0.9796 0.9818 0.0000 0.5206 0.5800

(ς � 0.5) 0.9830 0.9772 0.0000 0.5252 0.6069

(ς � 0.6) 0.9864 0.9727 0.0000 0.5297 0.6338

(ς � 0.7) 0.9898 0.9681 0.0000 0.5343 0.6607

(ς � 0.8) 0.9932 0.9636 0.0000 0.5388 0.6876

(ς � 0.9) 0.9966 0.9590 0.0000 0.5434 0.7144

(ς � 1.0) 1.0000 0.9545 0.0000 0.5479 0.7413

Step 8 Corresponding to the decreasing values of Θi , the ranking order of the
management policies is V3 � V4 � V5 � V2 � V1 and hence, the alternative V3
is the compromise solution. Since Θ(V (2)) − Θ(V (1)) � 0.5252 > 1

(5− 1) � 0.25,
therefore, the alternativeV3 assures both the conditions (1) and (2). Thus, the alternative
V3 is an optimal management policy for reservoir flood control and it is stable within
a decision making process for different values of weight ς (0.0 ≤ ς ≤ 1.0).

To provide a better view of the comparison results, we put the results of the rank-
ing of alternatives obtained by the IVIF-WASPAS and IVIF-VIKOR approaches into
Fig. 3. From Fig. 3, we clearly know that the ranking orders of alternatives obtained
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Fig. 3 The representation of the IVIF-COPRAS and IVIF-VIKOR methods rankings

by these two methods are remarkable different (optimal alternative V3 is identical).
Using the IVIF-WASPAS and IVIF-VIKOR methods, the best suitable recommended
alternative in the above decision problem is V3.

To compare the results of the proposed approachwith the other existingmethods,we
use the Spearman’s rank correlation coefficient (rG).Table 14 shows the interpretation
of different values of rG (Walters 2009). According to this table, when the value of rG is
greater than 0.6, it can be said that there is high statistical dependency between results.
The results of comparison between the proposed method and the existing methods are
represented in Table 15. As can be seen in this table, most of correlation coefficients
are greater than 0.7 except correlation coefficient between proposed method and Zhu
et al. (2016), which is 0.3; therefore, the relationships between ranking results are
strong and/or very strong. With respect to this analysis, we can say that the result of
the proposed approach is consistent with the other methods.

Also, if we compare the IVIF-score values of reservoir flood control management
policy alternative from the ideal solution (IVIF-IS) and anti-ideal solution (IVIF-AIS),
it is obvious that V3 should superior to rest of the reservoir flood control management

Table 14 Classification of
Spearman coefficient of
correlation (Walters 2009)

Range of classification Meaning

0.8 < rG ≤ 1.0 Very strong

0.6 < rG ≤ 0.8 Strong

0.4 < rG ≤ 0.6 Average

0.2 < rG ≤ 0.4 Weak

rG ≤ 0.2 Very weak
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Fig. 4 Comparisons of score values among each alternatives with IVIF-IS and IVIF-AIS

policy alternative because the optimal option(s) is the one with the shortest distance
from the ideal solution and the farthest distance from the anti-ideal solution (see Fig. 4).
Hence, to summarize, reservoir flood control management policy alternative V3 is the
optimal one.

6.2 Sensitivity Analysis

This subsection attempts to conduct sensitivity analysis to validate the proposed
method and results in reservoir flood control management policy case. The aim of the
first sensitivity analysis is to investigate the impact of various settings of the precision
parameter λ. For different values of precision coefficient λ, Table 16 reveals that the
corresponding results of the IVIF-WASPAS method and the ultimate rankings of the
reservoir flood control management policy. Additionally, the results of the sensitivity
analysis for various λ values are presented graphically in Figs. 5 and 6. More specif-
ically, Figs. 5 and 6 depict the comparison results of IVIF-WASPAS method among
reservoir flood control management policy under different settings of the parameter
λ. As indicated in Table 16 and Figs. 5 and 6, the values of Vi : i � 1, 2, 3, 4, 5
increase when the λ value increases from 0 to 1. In particular, the five ranking results
are determined as V3 � V5 � V2 � V1 � V4, V3 � V5 � V2 � V4 � V1,
V3 � V2 � V4 � V1 � V5, V3 � V2 � V5 � V4 � V1, V3 � V2 � V4 � V5 � V1
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Table 16 Score Values of IVIF-WASPAS method for reservoir flood control management policy problem

Precision
parameter

S1 S2 S3 S4 S5

λ � 0.0 0.5539 0.5608 0.6143 0.5537 0.5663

λ � 0.1 0.5568 0.5636 0.6199 0.5569 0.5681

λ � 0.2 0.5598 0.5664 0.6253 0.5602 0.5698

λ � 0.3 0.5627 0.5692 0.6304 0.5634 0.5562

λ � 0.4 0.5656 0.5716 0.6359 0.5665 0.5733

λ � 0.5 0.5685 0.5821 0.6411 0.5697 0.5750

λ � 0.6 0.5716 0.5830 0.6462 0.5732 0.5768

λ � 0.7 0.5742 0.5802 0.6511 0.5758 0.5785

λ � 0.8 0.5770 0.5829 0.6561 0.5789 0.5802

λ � 0.9 0.5798 0.5855 0.6609 0.5818 0.5611

λ � 1.0 0.5825 0.5882 0.6657 0.5848 0.5836

Fig. 5 Rank acceptability indices of alternatives with respect to decision mechanism coefficient

in the cases of λ � 0.0, λ � 0.1, 0.2, 0.4, λ � 0.3, 0.9, λ � 0.5, 0.6, 0.7, 0.8 and
λ � 1.0. Moreover, in all cases reservoir flood control management policy alternative
V3 is the optimal alternative.

Next, we also perform a sensitivity analysis of IVIF-VIKOR method to see the
impact of the coefficient of decision mechanism or weight ς on the ranking results
of the reservoir flood control management policy alternative given in Table 13. From
Table 13, it can be examined that if the weight 0.0 ≤ ς ≤ 0.2, then the optimal
management policy is V3 and the ranking order of the policies is V3 � V5 � V4 �
V1 � V2. If the weight 0.3 ≤ ς ≤ 0.4, then the optimal policy is same but the
ranking order of the policies is slightly different and it isV3 � V4 � V5 � V1 � V2.

123



1074 A. R. Mishra, P. Rani

Fig. 6 Impact of different values of weight parameter on the alternatives (IVIF-WASPAS)

Fig. 7 Impact of different values of weight on the alternatives (IVIF-VIKOR)
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The optimal management policy is again V3 for 0.5 ≤ ς ≤ 1.0 and the ranking order
is V3 � V5 � V4 � V2 � V1. Thus, from above analysis, we recommend that the
alternative V3 is the most optimal reservoir flood control management policy. Figure 7
depicts the sensitivity analysis results at different values of ς.

7 Conclusions

This paper extends the classical WASPAS method for IVIFSs to evaluate and rank
the alternatives. In the present decision making method, the performance ratings
of the alternatives and the criteria are evaluated in terms of linguistic variables and
then translated into IVIFNs. Based on the proposed similarity measure, the relative
importance of each decision expert is determined in the proposed approach. Fur-
ther, a formula for the determination of criteria weights is developed on the basis
of divergence and entropy measures. To determine the decision experts’ and criteria
weights, new entropy, divergence and similaritymeasures are proposed for IVIFSs and
an illustrative example is evaluated to verify the reliability of the proposed entropy
measure.

To demonstrate the validity and practicability of the proposed method, a deci-
sion making problem of reservoir flood control management policy is presented with
interval-valued intuitionistic fuzzy information. A sensitivity analysis of the results is
discussed to see the impact of the different values of precision parameters on the deci-
sion result, which also determines the applicability of the proposedWASPASmethod.
Finally, a comparative study with existing and proposed VIKOR methods verifies the
stability of an optimal alternative. The main advantages of the proposed approach are
the simplicity of computation in IVIF environment and using a procedure for obtaining
more realistic weights of criteria and decision experts and increasing the stability of
method. The proposed method can be applied for any issues that have the common
structure of MCDM problems and use IVIF information. In future, we suggest using
different envirionment and application of the proposed method in different MCDM
problems.
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