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Abstract Aiming at the high complexity of existing
crowd abnormal detection models, the inability of tradi-
tional CNN to extract time-related features, and the lack
of training samples, an improved spatial-temporal con-
volution neural network is proposed in this paper. The
algorithm firstly uses the aggregation channel feature
model to process the surveillance image, and selects the
suspected object region with saliency characteristics.
Then, the scaled correction and feature extraction are
performed on the obtained suspected object region. The
corresponding low-level features are obtained and input
into the deep network for deep feature learning so as to
enhance the representation ability. Finally, the deep
feature is input into the least squares SVM classification
model to obtain the final abnormal behavior detection
result. The embedded chip Hi353I is used as the hard-
ware processor to realize the real-time abnormal behav-
ior detection effect. Our proposed deep intelligent anal-
ysis algorithm is used as abnormal Behavior Detector in
the board level test. The results show that most of
abnormal behaviors can be detected and the alarming
message can be timely transmitted in the real-time
surveillance.

Keywords Abnormal behavior detection . Deep
learning . Spatial-temporal convolution . Embedded
platform . Aggregate channel feature

1 Introduction

The detection of abnormal behavior of pedestrians has
gradually become a popular topic in the field of intelli-
gent video surveillance [1]. Pedestrian safety is not only
related to pedestrians but also affects the surrounding
traffic system for the complex indoor and outdoor traffic
environment [2, 3]. However, the amount of surveil-
lance data and Internet data are increased more rapidly
in recent years. Previous safety management schemes
on artificial operation can not satisfy the era of big data
[4]. At present, there is a great demand for intelligent
video surveillance system with efficient and reliable,
and the intelligentize of video monitoring system needs
to be improved [5].

The development trend of science and technology is
intelligent, which uses high technology to assist human
beings to complete as much work as possible. It not only
can liberate people from tedious, boring and repetitive
work, but also complete work that is more conducive to
social development and progress, which will improve
basic work efficiency and accuracy [6]. Using com-
puters to simulate the thinking of the human brain is
the top priority of intelligent development research. The
first technology to be implemented is the analysis and
understanding of video information. By means of the
advantages of computer computing, the obtained video
content is analyzed, and then valuable information is
extracted. In recent years, along with the safety problem
becoming increasingly outstanding, video surveillance
is particularly important. Traditional video surveillance
is used to detect abnormalities through the observation
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of the staff. This method is not only subjective, but also
wastes manpower and inefficiency. Therefore, the intel-
ligent video surveillance system for detecting and locat-
ing abnormal behaviors of people has important re-
search significance and commercial value.

Recently, researchers at home and abroad have
done a lot of research work on crowd abnormal
behavior detection and have achieved certain results.
Related methods are mainly divided into two cate-
gories [7]. The first category is based on local target
detection, which typically uses dynamic models to
detect crowd behavior. An improved GrabCut algo-
rithm is proposed in literature [8] to segment the
target and the background of image. The algorithm
combines the GrabCut algorithm and the Mean Shift
algorithm to solve the problems, but the GrabCut
algorithm has too many iterations, which results in
slow segmentation speed and the changes in the
bandwidth of the Mean Shift algorithm affect the
segmentation effect. The algorithm can achieve fast
segmentation and can maintain image texture and
boundary well. When the target and background
colors are similar, it also has better segmentation
results. Once the pedestrian is detected, the feature
point matching algorithm is adopted to identify the
falling behavior. Literature [9] computes the Normal-
ized Moment of Inertia of the human body’s charac-
teristic points to count the number of matching
points of the human body’s feature points in the
two adjacent images, and compares it with a certain
threshold to determine whether the human body has
fallen. The experimental results show that the algo-
rithm can effectively distinguish the falling and non-
falling behaviors of the human body, but changing
the shooting angle or shielding part of the limb has
some influence on the recognition result. Therefore,
an improved dual-line detection algorithm is pro-
posed in literature [10] to identify abnormal human
behavior in complex areas. The algorithm calculates
the number of feature points in the sensitive area and
combines the time that the feature point stays in the
area to determine whether someone has crossed into
the area and makes a stay. The experimental results
show that the algorithm has a good recognition effect
in the case of single-target or multi-target, and is not
affected by the factors such as mutual obstruction
and random movement of the target, and it can be
used in various scenarios. Such methods can effec-
tively detect and locate abnormal population

behavior, but the model construction is complex
and the detection rate is not high.

The second type of model is based on the global
statistics, extracting some features from the whole, such
as corner points, gradients, optical flow, etc., and then
through the feature classification method to achieve
crowd abnormal behavior detection. Aiming to take
account of itself consistent representation of the moving
object and the motion information of the target in the
time dimension, the anomaly detection algorithm based
on the super-pixels time context is proposed in literature
[11]. In the feature representation phase, each frame is
processed with super-pixels algorithm, and thenwhether
or not the super-pixel belongs to the foreground is
judged according to the proportion of the foreground
obtained by the Gaussian Mixture model of each super-
pixel. Then, according to the gray histogram and posi-
tion information of the super-pixels, the closest
matching super-pixel in the adjacent frame is found.
And the super-pixel is represented by the Multi-scale
Histogram of Optical Flow feature mean value of the
closest matching super-pixels. In the phase of anomaly
detection, the super-pixel features of the training set is
first learned by sparse combination learning algorithm.
In the test stage, determine if the super-pixel is abnormal
based on the minimum reconstruction error between the
super-pixel feature and dictionary combination set in the
test set is determined. Although these traditional algo-
rithms can obtain satisfactory detection results for sim-
ple scenes, the detection effect of abnormal behaviors in
complex scenes is still not ideal.

With the rapid development of the theory and re-
search of computer vision and deep learning, a series
of intelligent algorithms based on deep learning have
been gradually applied in the field of public security.
Convolutional Neural Network (CNN) is a representa-
tive network of deep learning. Compared with tradition-
al neural networks, the recognition effect of
convolutional neural networks has been greatly im-
proved, and has in many areas of computer vision
achieved success. Therefore, based on deep learning, it
is of great significance to efficiently and accurately
identify abnormal behavior in video. Many scholars
have focused on the research and implementation of
two aspects: a combined optical flow network and a
two-stream structure based on deep residual network
[12, 13]. In the extraction of optical flow characteristics,
literature [14] proposed an improved deep learning net-
works to perform optical flow estimation on moving
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objects in the video. In order to accurately extract the
motion information of the foreground target in the vid-
eo, the concept of end-to-end optical flow is introduced
in the combined optical flow network including multiple
optical flow networks [15], and in addition, a sub-
network for capturing small displacements is added.
To describe the changes in the details of the action.
The optical flow image of the adjacent video frames is
finally calculated by the combined optical flow network,
and used as the input of the time flow network [16].

In design of the two-stream structure based on the
deep residual network, literature [17] divides the video
into two parts and adopts spatial flow network and time
flow network respectively by imitating the ventral and
dorsal channels of the brain to process visual signals. To
achieve two-stream feature extraction, the motion infor-
mation is adopted. In order to accurately identify abnor-
mal behaviors, literature [18] proposes a 101-layer deep
residual network as the spatial stream network and the
time stream network to solve the problem, which prone
to gradient explosion caused the degradation of the over-
all network. We adopt strategies such as data gain [24],
migration learning [25], and Dropout to solve the over-
fitting problem, which enhance the learning and gener-
alization ability. However, training a deep network re-
quires large-scale and diverse training samples, but it is
often difficult to obtain enough samples in actual human
abnormal behavior detection, resulting in unsatisfactory
detection results. In addition, the complexity of deep
model is too high to achieve real-time detection effect.

Aiming at the high complexity of existing crowd
anomaly detection methods [26–31], the inability of
traditional CNN to extract time-related features, and
the lack of training samples, an improved spatial-
temporal convolution neural network is proposed in
this paper. The algorithm firstly uses the aggregate
channel feature model to process the surveillance
image, and selects the suspected target region with
saliency characteristics. Then, the scaled correction
and feature extraction are performed on the obtained
suspected target region. The corresponding low-
level features are obtained and input into the deep
auto-encoder network for deep feature coding so as
to enhance the representation ability. Finally, the
coding feature is input into the least squares SVM
classification model so as to obtain the final detec-
tion result. The embedded chip Hi353I is used as the
hardware processor to realize the real-time abnormal
behavior detection effect. The experimental results

show that the proposed method has a higher detec-
tion rate than the existing methods.

2 Abnormal Behavior Detection System

Behavior can be divided into abnormal behavior and
normal behavior. Abnormal behavior is a small proba-
bility event that occurs in behavior and is part of behav-
ior recognition. Abnormal behavior recognition re-
search and behavior recognition research are consistent.
From the occurrence of effective behavior to the end of
effective behavior, the behavior can be divided into
short-term behavior and long-term behavior by the angle
of time. Short-term behavior is mainly the behavior that
takes less time during the duration of the behavior, such
as running, walking, fainting and so on. The short-term
behavior is characterized by greater discriminability,
and short-term behavior is difficult to subdivide to the
lower level. Long-term behavior mainly refers to behav-
iors that have a certain time span and are composed of
multiple short-term behaviors mixed in different time
series. Long-term behavior is a complex behavior that
can be divided down into multiple short-term behaviors.
From the perspective of the number of people involved
in the behavior, the behavior can be divided into single-
person behavior and multi-person interaction behavior.
Multi-person interaction mainly refers to the behavior
that requires two or more people to interact with each
other. The behavior recognition usually consists of four
steps: data set, data preprocessing, feature extraction and
behavior classification. Different behavior recognition
processing methods will have different steps, some will
be merged in some steps, and some will separate differ-
ent steps in a certain step.

Regardless of the feature extraction of abnormal be-
havior detection, the type of anomaly detection model,
the main flow of the abnormal behavior detection sys-
tem is shown in Fig. 1. First, spatial and temporal
segmentation of the video is performed to extract fea-
tures that can describe the characteristics of the target
region; then, in the training phase, the normal event is
modeled; in the test phase, the abnormality of the test
feature is calculated for the normal event model that has
been learned so as to determine whether the behavior is
abnormal according to the set abnormal threshold.
Among them, the two steps of feature extraction and
abnormal behavior detection model have a great influ-
ence on the detection effect of abnormal behavior.
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As a kind of multi-layer neural network learning
algorithm, deep learning technology can learn features
through deep nonlinear network structure, and combines
low-level features to form more abstract deep represen-
tations, and realize complex function approximation, so
that you can learn the essential characteristics of the data
set. This paper uses the deep feature to detect abnormal
behavior.

3 Our Proposed Abnormal Behavior Detection
Model

3.1 Deep Model and its Corresponding Symbol
Description

It is Assumed that Np positive samples Iip, i ∈ 1, ..., Np

and Nq negative samples Iiq, i ∈ 1, ..., Nq are selected in a

single frame image, all samples are normalized to the
same scale, and their corresponding gradient histogram
features (HoG) are represented as Hi

p and H
i
q. Once the

positive and negative samples are trained by the deep
model, the obtained coding vectors are represented as

wi
p∈R

n; bip∈R
� �

and wi
q∈R

n; biq∈R
� �

, respectively. In

order to facilitate the subsequent model description,

Hi
p, Hi

q, wi
p; b

i
p

� �
and wi

q; b
i
q

� �
are rewritten as

xip ¼ Hi
p
T
; 1

h iT
, xiq ¼ Hi

q
T
; 1

h iT
, yip ¼ wi

p
T
; bip

h iT
and

yiq ¼ wi
q
T
; biq

h iT
, respectively. Once the deep features of

the suspected sample xE is extracted and encoded, the
optimal regression function F can be learned by the
proposed pedestrian detection model, that is yE =
F(xE), the pedestrian detection is realized in complex
background.

3.2 Multi-Level Deep Feature

Although the low-level features can represent the texture
information of the abnormal behavior, the acquired fea-
tures are difficult to be directly used for classification
due to differences in pedestrian posture, clothing, etc. At
present, many abnormal behavior detection models
adopt PCA [9], sparse [10], low-rank and other priors
[11, 12, 19] to perform feature re-encoding so as to
reduce interference noise and improve feature represen-
tation. This paper seeks to enhance the representation
ability of abnormal behavior target features by deep
coding of low-level features.

As for any samplesxi, i ∈ 1, ...,N, it is given that ge(θ,
x) is coding function in DAN network, gd(θ, x) is the
corresponding decoding function, where θ is the corre-
sponding model parameter; We, Wd represent the
encoding and decoding matrix, respectively. For a
multi-layer deep network, ge θ; xð Þ ¼ f h WT

e x
� �

, gd
θ; xð Þ ¼ f o WT

d x
� �

can be obtained, where θ = (We,
Wd); the activation function of the hidden layer and the
output layer can be denoted as fh(⋅) and fo(⋅), respective-
ly. For any xi, i ∈ 1, ...,N, its class label can be expressed
as li ∈ (−1, 1); {yi} is the result of the class label of all
samples; therefore, the objective function of our pro-
posed deep model can be written as follows,

L ¼ 1

N
∑N

i¼1

1

2
xi−yir

�� ��2
2
þ h 1−ui; 0

� �þ λ
2

yir
�� ��2

2
ð1Þ

where yir ¼ gd ⋅ge θ; xið Þ is represent as the deep feature

vector of xi; ui ¼ li yir
� �T xi; h(x) = max(o, x); λis a reg-

ularization learning factor, which is used to regulate the
generalization performance of deep model under differ-
ent samples. According to the expression of Eq. (1)
function, it can be seen that the objective optimization
is to adjust Hinge Loss function on the basis of deep
coding reconstruction error. In the training phase, loss

Training Video Testing Video
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Feature extraction

Normal event

modeling
Detection model

Preprocessing

Feature extraction

Behavior

classification

Abnormal behavior

Normal behavior
Y

N

Fig. 1 Framework for abnormal behavior detection
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functions in inter-class and intra-class can ensure deep
feature vectors yir can accurately characterize samples xi,
i ∈ 1, ..., N.

The objective function represented by Eq. (1) repre-
sents a convex function. The optimization process can
be carried out by the method proposed in reference [13],
and is optimized by stochastic gradient descent (SGD),
where the iteration update formula of parameter θ is
shown as follows:

θnþ1 ¼ θn−α
∂L
∂θ

ð2Þ

where n and α represent iteration times and learning
factors, respectively. Therefore, the partial differential of
Eq. (1) for parameters θ can be expressed as follows:

∂L
∂θ

¼ ∑
N

i¼1
− yi−yir
� �

−S 1−ui
� �

lixi þ λyir
� � ∂yir

∂θ
ð3Þ

where S(x) = 0.5(sgn(x) + 1), Sgn(x) represents a sym-
bolic function. yir is the deep characteristic of the output
of the deep model, and its partial differential for θ can be
calculated by error back propagation network [18]. It
can be seen from Eq. (3) that the core step of calculation
is the result obtained. Once the auto-coding network is
trained, the samples can be transformed into low-
dimensional deep feature vectors.

So the deep characteristics of the output of the deep
model can be calculated by the error back propagation
network [14]. It can be seen from Eq. (3) that the key
step in calculating ∂L/∂θ is to get the result of ∂yir=∂θ.
Once the deep network is completely trained, the sam-
ples xi can be transformed into low-dimensional deep
f e a t u r e v e c t o r s zi∈Rnc ;∀i∈1; :::;N , n am e l y ,
zi ¼ f h WT

e y
i

� �
.

3.3 Least Squares Support Vector Machine

The Least Squares SVM (LSSVM) is an improved
model based on hyperplane two classification. Com-
pared with the traditional support vector machine,
the least squares support vector machine can over-
come the short training time, the randomness of the
training results and the lack of learning ability, en-
hance the classification accuracy of the model, re-
duce the calculation amount and shorten the calcu-
lation time. Given a linearly separable sample set:
{(xi, yi)| xi ∈ Rm, i = 1, 2,⋯, n}, its least squares opti-
mization model is expressed as:

min
1

2
wk k2 þ C ∑

l

i¼1
ς2i

	 

s:t: yi w⋅Φ xið Þ þ bð Þ

¼ 1−ς i; i ¼ 1; 2;⋯; l ð4Þ

where C is a regularization parameter that balances
the differences in inter-class and intra-class. Since
pedestrian non-rigid objects are linearly inseparable
in low-dimensional space classification, the accura-
cy of classification using only traditional SVM is
not high. Literature [15] proposed that nuclear map-
ping is capable of mapping low-dimensional insep-
arable samples to high-dimensional separable feature
spaces. Therefore, it can be seen that the optimiza-
tion problem of the least squares support vector
machine can be obtained by solving the linear equa-
tions, and the optimal classification surface is:

min
1

2
∑
n

i; j¼1
αiα jK xi; yið Þ þ ∑

n

i¼1

α2
i

2γ
− ∑

n

i¼1
αiyi þ b ∑

n

i¼1
αi

( )
ð5Þ

where the kernel function K(xi, yi) can use a linear
kernel function, a polynomial kernel function, and
so on. The kernel function can be used to directly
calculate the inner product K(xi, yi) = φ(xi)φ(yi)

T of
high-dimensional space, but most kernel functions
cannot fit all data. The least squares support vector
machine transforms the objective function in the
SVM model into a linear optimization problem,
and improves the solution speed through linear so-
lution, which is suitable for the real-time response
requirement of abnormal behavior check in the
large-scale video surveillance data [15].

3.4 Abnormal Behavior Detection and its Framework

Aswe all know, abnormal behavior detection algorithms
mostly use a certain search strategy to generate a large
number of candidate sample sets, and then use the
response algorithm, such as correlation matching, detec-
tor, pattern recognition and other models to score the
candidate area (Score), so as to find the best sample as
the final abnormal detection result [16]. This is an
exhaustive search mode with a high level of complexity.
In addition, because abnormal behavior are non-rigid
targets, their shape is greatly affected by factors such as
scale and posture. On the one hand, only multi-scale
screening targets can cover all target areas, and the
complexity is too high. On the other hand, the strategy
is an exhaustive search mode with considerable
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complexity [17]. In order to reduce the complexity of
abnormal behavior detection samples and enhance the
efficiency of detection, this paper firstly uses the aggre-
gate channel feature model to obtain the suspected ob-
ject region and reduce the search time for single frame
image. A large number of qualitative and quantitative
simulation experiments show that the suspected
target almost covers all possible target areas in the image
after the processing of the aggregate channel feature
model, which greatly reduces the suspected target de-
tection time.

It is given that the pre-processed image has M
suspected saliency regions, which can be expressed as
Bi∈Rmi�ni ji ¼ 1; 2; :::;M

� �
. Because the scales of dif-

ferent suspected regions are different and the training
parameters of the model are fixed, it is necessary to
normalize the M suspected samples to a unified scale so
as to facilitate the training of the model and the optimi-
zation of the parameters, {Di ∈Rm × n| i = 1, 2, ...,M}.

Since the suspected sample Di need to be normalized
to a uniform scale, the corresponding gradient histogram
feature is obtained and converted into feature vector di;
then the trained deep model is used to obtain the deep
feature vector di; The LSSVM classifies the deep

features, and then finds the optimal abnormal behavior
target, and reconstructs the classification vector ci,
where ci = gd(θ, v

i). Figure 2 shows the detection process
of the abnormal behavior detection model proposed in
this paper. It can be seen that the model can greatly
reduce the sample size by preprocessing, and only needs
the suspected area. In addition, deep feature enhances
the representation ability of abnormal behaviors, and
can refer to the accuracy of suspected behavior
detection.

3.5 Hardware Architecture

The current research on intelligent video surveillance is
mostly based on computers, and the video data is trans-
mitted to the computer for processing through the mon-
itoring terminal. The disadvantage of this is that the
more numbers of monitoring terminals, the greater pres-
sure of data processing on the computer. To solve above
problem, the research content of this paper is that the
video analysis is completed at the monitoring terminal
based on Hisilicon Hi3531 embedded chip, and the
result of analysis is transmitted to the server.

Input image
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Low-level
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Negativesa
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Fig. 2 Framework for abnormal
behavior detection model
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Firstly, the hardware parameters and interface of the
chip Hi3531 and the media process platform (MPP) are
introduced in detail. Then the necessity and steps of the
establishment of cross-compilation and network file
system are detailedly described in Hisilicon Linux de-
velopment environment. Finally, this paper presents the
design plan of intelligent monitoring system based on
Hisilicon platform, which consists of video capture de-
vice, main processing chip Hi3531, monitoring server
and video display device. Among them, the main pro-
cessing chip Hi3531 completes the identification of the
human fall behavior and the transmission of the recog-
nition result to the monitoring server. At the same time,
the monitoring server can receive the real-time monitor-
ing video data compressed into format H.246.

4 Experimental Results and Analysis

4.1 Experimental Data Set

In order to effectively evaluate the performance of the
deep feature abnormal behavior detection algorithm
proposed in this paper, a common international detec-
tion data set UCF101 is selected. UCF101 is an action
video data set built by the University of Center Florida
for action classification tasks. The data set consists of
13,320 video data collected from YouTube, including a
variety of action forms. The format of the video is
unified during the construction of the data set.

The UCF101 dataset action video category is a more
common scene in life, such as sports scenes, playing
different instruments, etc., but there are few video data
with abnormal behavior. In order to complete the estab-
lishment of the abnormal behavior data set, the CASIA
Behavior Analysis Database is added in training. The
CASIA Behavior Analysis Database has a total of 1446
video data, which are simultaneously captured by three
uncalibrated cameras distributed in horizontal, oblique
and overhead angles in an outdoor environment, pro-
viding experimental data for behavioral analysis. The
data is divided into single-person behavior and multi-
person interaction behavior. Single-person behavior in-
cludes walking, running, bending, jumping, squatting,
fainting, squatting and braking. Each type of behavior
has 24 people involved in the shooting, 4 times per
person. Multi-person interactions include robbery, fight-
ing, trailing, catching up and meeting. In order to verify
the effectiveness of the deep network in the

identification task of abnormal behavior, we first train
the deep network based on the UCF101 data set with the
rich action categories. After training the deep network
model, the network will be transferred to the CASIA
Behavior Analysis Database to complete the task of
identifying and classifying abnormal behaviors.

4.2 Parameter Setup

In order to accelerate the convergence of the network,
we pre-train the network on the ImageNet dataset and
use the pre-trained deep network model as the improved
deep network. The specific training parameters are as
follows: Set the Batch_size of the UCF101 training set
to 64. Due to the large data of the training set, in order to
improve the performance, the data set should be trained
in batches during the actual training process. The size of
Batch_size represents the sample capacity contained in
each batch, and also affects the training efficiency. GPU
storage mode, Batch_size generally chooses 32, 64,
128, 256 and so on. In the experiment of this paper,
the size of Batch_size is set to 640. Set the number of
Epoch to 50. In the training process of the neural net-
work, it is not enough to transmit only the complete data
set once. In order to adjust the parameters in the network
to the optimal parameters, the entire data set needs to be
transmitted multiple times in the neural network, and the
parameters are continuously adjusted for optimal state,
so Epoch is set to 50 in this test. In the experiment, the
training process can be terminated early according to the
change curve of the loss value and the test accuracy.

4.3 Result Analysis

In order to verify that the proposed deep network can
effectively identify abnormal behavior, the trained net-
work model on the UCF101 dataset is transferred to the
CASIA behavior database. The CASIA Behavior Data-
base is a database provided by Chinese Academy of
Sciences. It contains single-person behavior and multi-
person interaction behavior. There are 14 types of be-
haviors, including 4 abnormal behaviors, namely fight,
rob, faint and Punch, as shown in Fig. 3.

In this paper, the CASIA database is divided into
training set and test set according to the ratio of 4:1.
The database is constructed from the perspective of
monitoring video. In order to realize the detection of
abnormal behavior, a strategy for classifying each ab-
normal behavior is adopted. When the image data is
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converted into a database file, only two labels are set,
one is the abnormal behavior that needs to be learned,
the other is the non-abnormal behavior, and the output
feature of the Softmax layer is also changed to the two-
dimensional feature, respectively predicting the target in
the video whether the behavior is abnormal or not. We
select DLHS [10], DLPD [20], CTLD [21], Yolo-SD
[22], HOD-CCL [23] as comparison algorithms. During
the training phase, the experimental software and hard-
ware environment is set to: Xeon Bronze 3106-B
1.7GHz, 32GB RAM, Nvidia Geforce GTX 1080Ti,
Ubuntu l6.04, 64-bit operating system; During testing,
the hardware processor is the embedded chip Hisilicon
Hi3531.

In order to facilitate visual analysis, Table 1 shows
the accuracy of detection under different algorithms,
which is convenient for visual analysis. The detection
rate of the proposed algorithm is 67.79%, and the best
detection result in the comparison algorithm is 65.01%.

It can be seen from the quantitative results that under the
same conditions, the proposed algorithm has the highest
accuracy, which is 2.78% higher than the deep learning
DLPD. In summary, the proposed algorithm achieves
better detection results, mainly due to the direct coding
of low-level histogram features, which increases the
target representation ability and further enhances the
generalization of the model. At the same time, the model
abandons the traditional softmax for classification learn-
ing, but using the optimal linear optimal solution to
obtain the least squares SVM classification algorithm,
further improving the overall performance of the model
detection.

From the results in the table, the accuracy of HOD-
CCL for fight, rob and faint behavior is higher than that
of Yolo-SD for the four abnormal behaviors in the
CASIA behavior database. Only the recognition accu-
racy of HOD-CCL with faint behavior is lower than that
of Yolo-SD. Since the faint behavior is not repetitive, the

(a)                   (b)                  (c)                   (d)

Fig. 3 Abnormal behavior in CASIA behavior database. a Fight; (b) Rob; (c) Faint; (d) Punch

Table 1 Detection rate for different algorithms

Model DLHS DLPD CTLD Yolo-SD HOD-CCL Proposed

Fight 45.12% 57.1% 51.15% 52.34% 56.01% 67.79%

Rob 51.23% 59.27% 53.19% 48.36% 61.09% 68.04%

Faint 56.11% 57.66% 63.22% 61.06% 70.11% 72.00%

Punch 61.24% 67.21% 68.32% 63.59% 69.21% 70.13%
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key points of the faint behavior appear for a short time.
After the fall, the human body no longer has dynamic
information, and the surveillance distance is very far, the
extracted optical flow information is very limited, and

the recognition accuracy of the HOD-CCL network is
low, only 56.11%. However, compared with the recog-
nition accuracy of the Yolo-SD network, since the input
information of the Yolo-SD network is an RGB frame

(a)Training Loss

(b) Testing accuracy

Fig. 4 Convergence curve in
training process. a Training Loss.
b Testing accuracy

Fig. 5 Comparison of Loss value
between training set and testing
set
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image, the recognition accuracy is high, which is
70.11%, while our result is 72.00%. This comparison
fully demonstrates the effectiveness of our algorithm.

4.4 Convergence Performance Analysis

In our proposed deep network training process, the data
set loss function value change trend is shown in Fig. 4a.
The accuracy of the test set changes with the number of
iterations as shown in Fig. 4b. As the number of itera-
tions increases, The value of the loss function gradually
decreases, the accuracy of the test set gradually in-
creases, and the two curves tend to be stable around 15
Epoch. After 15 Epoch, the accuracy of the test set does
not increase significantly, indicating that the network
model has basically reached the optimal state.

During the training process of the HOD-CCL net-
work, the loss value of the training set and the loss value
of the test set increase with the number of iterations as
shown in Fig. 5. It can be seen from the figure that the
loss function value of the training set gradually de-
creases with the increase of the number of iterations.
Although the loss function value of the test set is larger
than the loss function value of the training set as a
whole, the loss function value of the test set gradually
decreases and tends to be stable, which basically con-
verges synchronously, indicating that the network does
not have an over-fitting phenomenon. The accuracy of
our proposed deep network based on the UCF101 data
set is compare in experiment. The accuracy of the train-
ing set is slightly higher than the accuracy of the test set.
The training accuracy can reach 77.39%, and the test
accuracy rate can reach 79.88%.

5 Conclusion

Aiming at the high complexity of existing crowd abnor-
mal detection models, the inability of traditional CNN to
extract time-related features, and the lack of training
samples, an improved spatial-temporal convolution neu-
ral network is proposed in this paper. The algorithm
firstly uses the aggregation channel feature model to
process the surveillance image, and selects the suspected
object region with low-level characteristics. Then, the
scaled correction and feature extraction are performed
on the obtained suspected target region. The corre-
sponding low-level features are obtained and input into
the deep network for deep feature learning so as to

enhance the representation ability. Finally, the deep
feature is input into the least squares SVM classification
model so as to obtain the final abnormal behavior de-
tection result. The embedded chip Hi353I is used as the
hardware processor to realize the real-time abnormal
behavior detection effect. The experimental results show
that the proposed method has higher detection rate than
the existing methods.
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