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Abstract In order to improve the accuracy and efficien-
cy of the clustering mining algorithm, this paper focuses
on the clustering mining algorithm for large data. Firstly,
the traditional clustering mining algorithm is improved
to improve the accuracy, and then the improved cluster-
ing algorithm is parallelized to improve the efficiency.
In order to improve the accuracy of clustering, an incre-
mental K-means clustering algorithm based on density
is proposed on the basis of K-means algorithm. Firstly,
the density of data points is calculated, and each basic
cluster is composed of the center points whose density is
not less than the given threshold and the points within
the density range. Then, the basic cluster is merged
according to the distance between the two cluster cen-
ters. Finally, the points that are not divided into any
cluster are divided into the clusters nearest to them. In
order to improve the efficiency of the algorithm and
reduce the time complexity of the algorithm, the distrib-
uted database was used to simulate the shared memory
space and parallelize the algorithm on the Hadoop plat-
form of cloud computing. The simulation results show
that the clustering accuracy of the proposed algorithm is
higher than that of the other two algorithms by more
than 10%.
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1 Introduction

Using unsupervised methods such as clustering to mine
hidden patterns in big data is one of the effective means
of data mining, which has been widely used in tasks
such as data modeling and data preprocessing [1]. Clus-
tering is an unsupervised learning method, which is used
to divide data into different clusters. Data in each cluster
are similar to each other, while data in different clusters
are obviously different. When data is not marked, clus-
tering algorithm can be used for data mining, which can
build independent data model or lay a foundation for
other data modeling and analysis, and is widely applied
in many research fields such as social network, bioin-
formatics and image processing [2, 3]. K-means cluster-
ing algorithm is one of the most widely used clustering
algorithms at present. This algorithm adopts the idea of
partition and uses the criterion of least mean square error
to divide data into different clusters. It has advantages of
unsupervised and efficient in performing, and has better
clustering effect when the data obeying the normal
distribution. However, when it comes to big data mining
applications, the efficiency of k-means clustering algo-
rithm is difficult to meet the requirements [4].
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There are some improvements to the problems in
K-means clustering applications. For example, Lit-
erature [5] discussed an algorithm for processing K-
means in Hadoop by changing data sets and cluster-
ing centers. Then we compare parallel and sequen-
tial execution, keeping other factors unchanged. The
experimental results show that the algorithm can
effectively deal with large data sets in Hadoop en-
vironment. Literature [6] aimed at the research of
DBSCAN clustering of Al data. Combining with
Hadoop platform, a DBSCAN clustering algorithm
for large-scale Al data based on Hadoop platform is
proposed. Under the framework of MapReduce par-
allel computing, DBSCAN clustering algorithm
makes full use of Hadoop’s advantages in process-
ing large data through HDFS distributed storage and
MapReduce distributed computing package, which
greatly improves the efficiency of the algorithm. The
literature [7] proposed an algorithm to solve the
random selection of the initial clustering center,
which may causes unreasonable clustering result,
this algorithm is developed by combining with the
correlation of the underlying data structure, which
can improve the choice of initial clustering center
strategy, thereby improving the convergence speed
of clustering and the clustering efficiency. The liter-
ature [8] proposed two parallel versions of the
OClustR algorithm, specifically tailored for GPUs
and multi-core CPUs, which enhance the efficiency
of OClustR in problems dealing with a very large
number of documents. However, this algorithm is
still lower in clustering efficiency in data mining
applications.

In order to improve the accuracy of data mining
algorithm and reduce the time complexity, this paper
synthesizes the advantages of various literature algo-
rithms, and through the improvement of existing algo-
rithms, proposes an incremental K-means clustering
algorithm based on density, in order to improve the
efficiency of the algorithm and reduce the time com-
plexity of the algorithm. Parallelization of the algorithm
is carried out and simulation experiments are carried out

2 Big Data Mining Technology
2.1 Definition of Big Data Mining

Data mining refers to the data processing process of
discovering existing valuable information from the data
set, and its purpose is to “panning for gold” from the
data. The process of data mining is composed with
several steps. Figure 1 shows the general steps of data
mining.

The specific tasks of each step are as follows:

(1) Data selection: select correct and valid data from
the data set. Because the data is generated random-
ly, the data set must contain a large number of
interfering data. Data interference will have a neg-
ative impact on mining results, so the selection of
data related to mining targets is an indispensable
step in effective data mining.

(2) Data preprocessing: conduct simple normalization
processing of data, so that data can meet the pro-
cessing requirements of data mining algorithm.
Data preprocessing mainly includes data variable
conversion, missing value processing, data nor-
malization and data attribute selection.

(3) Pattern discovery: pattern discovery is the core step
of data mining. Pattern discovery refers to the
selection of specific data mining algorithms ac-
cording to the purpose of data mining and the
discovery of knowledge from data sets after data
selection and data preprocessing.

(4) Pattern assessment: the purpose of pattern assess-
ment is to evaluate the quality of discovered
knowledge. Mode evaluation mainly includes two
methods, judging whether the accuracy of knowl-
edge discovered meets the given standard and
whether the knowledge discovered conforms to
the expected result.

(5) Knowledge representation: the purpose of knowl-
edge representation is to present the discovered
knowledge intuitively. Knowledge can be visually
presented to the user through visualization tech-
niques or other means that enable the user to

Fig. 1 General steps of data
mining
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understand and participate in the pattern discovery
process to a certain extent.

With the popularity of smart devices (sensors,
medical devices and smart phones) [9, 10] and the
increase of smart buildings, data volume is growing
rapidly, and the measurement unit of these data has
reached PB or even TB. In addition, semi-structured
and unstructured data account for the majority of the
whole data in the rapidly growing. Therefore, how
to mine useful knowledge from massive, high-speed
and heterogeneous big data sets is a major chal-
lenge. Big data mining technology describes the
new generation of data mining technology and
framework. Big data mining refers to the process
of discovering value from massive and diverse data
sets by using high-speed acquisition, discovery and
analysis technology. Due to the complexity of big
data itself, the preferred method of big data mining
should be in the cloud computing environment.

2.2 The Challenge of Big Data Mining

Big data is both a once-in-a-lifetime opportunity and a
huge challenge for enterprises. The speed of the devel-
opment of contemporary enterprises and the big data
created by the digital world require the use of new
methods to mine useful knowledge from big data [11,
12]. Potential business value which effectively mining
from big data can help enterprises to formulate, improve
and reformulate business plans, find operational faults,
simplify supply chain, thereby better understand cus-
tomer needs, develop new products, and win new de-
velopment opportunities in the wave of big data. Al-
though enterprises have a clear understanding of the
usefulness of big data, they still face huge challenges
in extracting useful knowledge from big data [13]. The
main problems of big data mining are as follows.

(1) Diversity of data types: since semi-structured data
and unstructured data account for 80% to 90% of
the whole large data set, big data mining algorithm
must be able to process data sets containing struc-
tured data, semi-structured data and unstructured
data.

(2) The problem of large-scale data sets: large scale is
one of'the characteristics of big data. Therefore, big
data mining algorithms should be able to

effectively mine large-scale data within an accept-
able time and space.

(3) (3)High-speed stream data problem: the maximi-
zation of benefits can only be achieved by mining
high-speed stream data in a specific time. There-
fore, the big data mining algorithm should be able
to effectively complete the mining of high-speed
stream data in a specific time with the shortest
time.

(4) Evaluation of data mining results: given a large
data set, due to its large amount of data and diverse
data types, the distribution characteristics of the
entire data are often unknown, which leads to
many difficulties in the evaluation of the results
of big data mining.

(5) Privacy protection: the era of big data has
brought many challenges to traditional data
analysis technologies, such as privacy protec-
tion. Therefore, privacy protection in the era of
big data is facing the dual pressure of talents
and technology.

3 Improved K-Means Clustering Algorithm
3.1 K-Means Algorithm

K-means clustering algorithm is a classic and commonly
used clustering algorithm. Its main operation is to find
the mean of the elements in each cluster subset and set it
as the cluster center. The main method of the algorithm
is to divide the element set into different clusters after
repeated iterations, and apply the criterion function of
the evaluation cluster classification. When the function
is optimal, the iteration is terminated [14].

3.1.1 K-Means Algorithm Flow
The flow chart of k-means algorithm is as follows:

Step 1: Randomly select K objects from the elements
as the initial cluster center:

Sj([)7j:1523.“7K (1)
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Step 2:  Get the distance between all elements and Sy/)
in the cluster:

D(x;,8;(1)),i=1,2,mj=12K (2)

Then the object will be allocated to the nearest clus-
ter, if satisfied

D(x;, Sk(1)) = min{D(x;, Sk (1)) } (3)
Then x;€Cy,

Step 3:  The error square sum criterion function can be
obtained:

Je= 3 s, “@

Step 4: If J.()) — J.(I — 1)| <&, stop and output the
cluster result. Otherwise, continue to iterate,

calculate the clustering center S;(1) =1 Y/,

n
J=1

and go to Step2 until Y.() — J.(I — 1) < &.

The flow chart of k-means algorithm is as follows
Fig. 2:

3.1.2 The Shortcomings of the K-Means Algorithm

(1) The K value of the clustering number should be
selected in advance. However, when this algorithm
is applied, the selection of this K value is very
difficult to estimate. The uncertainty of the cluster-
ing number K is one of the disadvantages of k-
means clustering algorithm.

(2) Center selection also plays a decisive role in the
initial cluster selection. In the k-means algorithm,
an initial classification should also be obtained by
relying on the initial clustering at first, and then
subsequent clustering processing should be carried
out for the classification. If the required selection in
the initial classification is biased, the algorithm will
easily wander in the local optimal solution or the
result is wrong [15, 16].
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Fig. 2 The flow chart of k-means clustering algorithm

(3) Itis susceptible to noise data. In each recalculation
of the k-means algorithm for the cluster, the mean
value is obtained from all data points in each
cluster. If there are noise points in the data set,
the clustering result will be easily affected by these
noise points, leading to different clustering results.
Therefore, this algorithm is very sensitive to noise
data [17].

(4) It is not competent for clustering problems with a
large amount of data. From the steps of this algo-
rithm, we know that this algorithm needs to con-
duct sample division and debugging again and
again, and the new data after debugging is obtained
again and again. If the data volume is very large,
the cost of the algorithm is very high.

3.2 An Improved K-Means Clustering Algorithm
for Big Data Mining

It is a hot topic to improve and parallelize the traditional
clustering algorithm. The main research content of this
paper is to put forward the improved clustering algo-
rithm on the basis of k-means clustering algorithm,
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parallelize the improved clustering algorithm, and final-
ly apply the improved clustering algorithm to the actual
scene.

3.2.1 The Basic Idea of the Algorithm

For the d-dimensional mixed attribute data set X = {x|,
, X;, ", X, + with n nodes, where x; € Ry, the basic idea
of the clustering algorithm is as follows:

Firstly, a data set Y, Y c X is randomly selected from
the set X, and the number of data in Y is much smaller
than n; for any point y; € ¥, calculate its neighborhood
Eps, which is equal to the mean value of distance
between y; and other data points in set Y..

Secondly, for any point y; c ¥, if the number of data
points contained in the Eps neighborhood of y; is not less
than a given threshold minPts, that is, the density of y; is
not less than minPts, then y; and its points within the Eps
radius are combined into one basic Cluster; In the
neighborhood of y;, select the data points furthest from
y; and record their distance as D' Again, for any two
clusters i and j, if the distance between their center
points y; and y; is not greater than 2*max(D',[Y), the
two clusters are merged. Calculate the center point y; of
this new cluster, find the data points farthest from yy, and
record their distance as D*.; repeat this step until no
more clusters are merged. Then, for the point y,, in set
Y that is not divided into arbitrary clusters, y,, is divided
into clusters having the smallest dissimilarity-degree,
and the center point of the cluster is updated at the same
time.

Finally, for any of the remaining points X,
x € X — Yx c X — Y, calculate the distance between x
and all cluster center points, find the minimum distance
Din, and calculate the distance mean D,,... If Dy, 18
not greater than D, X is divided into the cluster closest
to it, otherwise a new cluster is generated with x as the
center point, update the center point of the cluster when
its number of data points changes.. Repeat this step until
all data has been processed.

3.2.2 Calculation of Data Dissimilarity-Degree

The traditional clustering algorithm that uses Euclidean
distance to calculate the dissimilarity-degree between
data cannot effectively process the data set with the
following conditions: data dimension is greater than
20;. A high-dimensional mixed attribute data set con-
taining continuous, discrete, and text attributes in the

attributes of the data [18, 19] . Therefore, under the
premise of not reducing the data dimension, using the
data normalization method to calculate the dissimilarity-
degree between the data is one of the necessary condi-
tions for the traditional clustering algorithm to effective-
ly process the high-dimensional mixed attribute data set.

Classification of Data Attributes From the perspective
of clustering, the attributes of the data can be divided
into numerical attributes, binary attributes, subtyped
attributes and ordinal type attributes. The four types of
attributes of the data are described in detail below:

(1) Numeric attributes: attribute types represented by
numerical values, which are generally divided into
continuous attributes and discrete attributes. An
attribute that can take any value within a given
range is called a continuous attribute, and its value
is continuous, and any two values can be infinitely
divided [20, 21] . An attribute that can only take a
natural number or an integer unit within a given
range is called a discrete attribute. For example,
you can abstract each person into a data point,
which contains three attributes: age, height, and
weight. Age is a discrete attribute, and height and
weight are continuous attributes.

(2) Binary Attributes: attributes that can only take any
one of the two values given are called binary
attributes. Two selectable values of a binary attri-
bute are called two states, generally represented by
0 and 1. For example, in the circuit, 0 is used to
indicate a low state and 1 is a high state.

(3) Subtype attribute: subtype attribute is a generaliza-
tion of a binary attribute. The number of selectable
values of a subtype attribute is greater than two.
Different values represent different classifications.
For example, there are seven basic colors, namely,
red orange, yellow, green, blue, and purple, and
each of the seven basic colors is represented by 1 to
7 respectively [22, 23] . The value of the subtype
attribute is determined in advance, and there is no
order size between the attribute values.

(4) Ordinal attribute: the selectable value of the attri-
bute is not less than two. Different values represent
different levels, and there is a level between the
values. For example, university teachers have three
levels of professors, associate professors, and lec-
turers. There are high and low levels between the
three levels.
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Since the values of binary, sub-type and ordinal
attributes cannot be measured by size, simply using
the Euclidean distance formula cannot effectively cal-
culate the dissimilarity-degree between data.

Calculation of Data Dissimilarity-Degree The calcula-
tion of the dissimilarity-degree between data is the key
to the clustering algorithm. The quality of the clustering
result depends on the calculation method of the
dissimilarity-degree between the clustering algorithm
and the data. The calculation of the dissimilarity be-
tween the high-dimensional mixed attribute data, firstly,
normalize all the data attributes, and then calculate the
degree of dissimilarity between the data. The so-called
normalization means that the value range of all attributes
is mapped in the range [0, 1], thereby, there is a certain
comparability and computability between the same at-
tributes, avoiding the problem of large numbers “eat”
decimals [24-26].

Based on the existing research results, this paper
improves the original data normalization method and
presents a simplified data normalization method.. For a
d-dimensional mixed attribute data set X = {x, ***, x;,
“**,X,} containing n points, here x; € R, each attribute
dissimilarity-degree is calculated as follows:

(1) Numeric attributes: Numeric attributes are further
divided into continuous attributes and discrete at-
tributes. The formula for calculating the
dissimilarity-degree of continuous attributes is as
follows:

_ |xif‘_xjf’ (5)
max ;—min

dxivx_/ (f)

Here dy, ., (f') represents the dissimilarity-degree be-
tween the fth attributes of data points x; and x;. In
formula (5), f'and G respectively represent the maxi-
mum and minimum values that can be obtained for the
Jfih attribute in the entire data set, and x; represents the
value of the fth attribute of point x;.

The dissimilarity-degree of discrete attributes can be
calculated according to the specific case using the clas-
sification type attribute or the ordinal type attribute
dissimilarity-degree calculation formula.

@ Springer

(2) Ordinal type attribute: Assuming that the desirable
field value of the ordinal type attribute f'is a set of
ordered sequences of 1, 2...M, the formula for
calculating the ordinal type attribute is as follows:

i |
di (f) =—— 6
L) =5 (6)

In the formula (6), M represents the maximum value
that f'can take.

(3) Binary and subtype attributes: Since the values of
binary and subtype attributes only represent differ-
ent states or different categories therefore, their
formulas are as follows:

0 x;r#x;
dunr) ={ 2 )
It is 1 when the fth attribute values of x; and x; are the
same, otherwise 0.
According to formulas (5), (6) and (7), the calculation
of the dissimilarity-degree of any two d-dimensional
mixed attribute points x; and x; is as follows:

v 5t) .qV)

f=1"xx; “xix;
ds) (8)

f=17x,%;

d(xi,x)) =

Here 5&’ l/ represents the indication value, it is equal
to 0 if and only if the fth attribute of x; or x; does not exist
or both are 0, otherwise the value is 1; N )/ is a calcu-

lated dissimilarity-degree betwwen x; and x;, which is
calculated according to their f attribute and the formula
(5),(6) and (7).

Normalizing the data not only avoids the problem
that large number“eat”decimals when calculating the
dissimilarity with the Euclidean formula, moreover,
the clustering algorithm can effectively process the data
set of high-dimensional mixed attributes without reduc-
ing the data dimension.

3.2.3 Description of the Algorithm

K-means clustering algorithm is mainly divided into
two parts. The first part conducts density-based
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clustering on a small part of data in the entire data set. In
the second part, based on the clustering results of the
first part, the remaining data are divided into corre-
sponding clusters according to the idea of incremental
clustering. The overall flow of the algorithm is shown in
Fig. 3 below.

Algorithm 1: K-means clustering algorithm

Input: Data set X, density threshold minPts

Output: Several clusters of arbitrary shape

Combining the basic idea of K-means clustering
algorithm with the flow chart of K-means clustering
algorithm, using formula (8) as the calculation formula
of dissimilarity-degree, the proposed pseudo code of K-
means clustering algorithm is as follows:

Step:

Randomly take a small part of the dataset Y, ¥ < X from the set X, and calculate the Eps at the same time;

List centerPoint = null, clusters = null;

fori=1to [Y|// |Y]| represents the size of the data set Y, and the for loop is used to calculate the density of the

data points.

{

p =getPoint (i, Y) ; //Take the i-th record from data set Y

if centerPoint is empty then

p is placed in the centerPoint as the center point of a cluster;

else

if the dissimilarity-degree between p and the cluster center point is not greater than Eps

Divide p into clusters that are least different from each other;

else

p is placed in the centerPoint as the center point of a cluster;

}

for i = 1 to centerPoint.size() //Points with a density not less than minPts and points within the density range

are combined into clusters

{

p = centerPoint.get (i) ; //Get the ith center point from centerPoint

if the density of p is not less than minPts, then

Take p as the center, the points in the Eps neighborhood of p were combined into clusters, and the D'

of the points farthest from p in the cluster was calculated, and p and its cluster-related attributes were

put into clusters;

for i = 1 to centerPoint.size() /Points with a density no less than minPts and points within their density

range are combined into clusters
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p = centerPoint.get (i) ;

If the density of p is not less than minPts, then

Take p as the center, the points in the neighborhood of p point Eps were combined into clusters, and the D'

of the points farthest from p in the cluster was calculated, and p and its cluster-related attributes were put into
clusters.

}
do {

flag = false; //Flag variable that indicates whether a cluster has been merged

for i =1 to clusters.size()

{

for j =1i+1 to clusters.size()

{
if the dissimilarity-degree between the center points of cluster I and j is no more than 2* Max

(D', DO
{
Merge clusters I and j, flag=true; break;

b

H

if flag == true
break;

}

ywhile (flag)

The points in the set Y that are not divided into any clusters are divided into the clusters with the closest
dissimilarity-degree to them;

Calculate the mean distance Dave between the center points of the cluster;

for i = 1 to |X-Y| /The points in the set x-y are divided into clusters with the least dissimilarity-degree with
them

{
p=get (X-Y, 1) ;

The dissimilarity-degree between p and each cluster was calculated, and the value Dmjn of the minimum
dissimilarity-degree was obtained;
if D, isgreaterthanthe D
Take p as the center point, generate a new cluster and add it to cluster;
else
Divide p into clusters with the least dissimilarity-degree with it;

Recalculate the value of D ;
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Whether
the set of center points
is empty

Enter
minPts,
data set X

Fig. 3 Flow chart of improved K-means clustering algorithm

The proposed clustering algorithm can find a number
of clusters of arbitrary shapes. In terms of accuracy and
time complexity, the algorithm is not sensitive to the
data input order and minPts parameters. Using formula
(8), the algorithm can effectively process the data set of
high-dimensional mixed attributes.

4 K-Means Clustering Comparison Experiment
Based on Hadoop Cloud Platform

The k-means algorithm is not competent for clustering
problems with a large amount of data. According to the
steps of the proposed algorithm, we know that the
algorithm needs to conduct sample division and
debugging again and again, and the Hadoop distributed
cloud platform after debugging is used to analyze the
data.

4.1 Hadoop Cloud Platform Environment Construction

The environment required to build Hadoop cloud plat-
form is as follows:

4 servers (or PCS)

Linux operating system: Centos6.5
Java environment: JDK 1.7
Hadoop version: Hadoop —2.6.0

The platform is set up by four servers, one as master
node and three as slave node. Linux based on Centos6.5
is installed on each server; Server configuration infor-
mation is shown in Table 1:

The steps of Hadoop configuration mainly include:

1. Unzip and install the Linux version of JDK 1.7 on
each node for JAVA compilation.

2. SSH is configured between each node to make it
convenient for master to login slave nodes without

Improved k-
means algorithm

A

Output
several
clusters

Density based k-
means algorithm

secret keys to achieve communication between
nodes.

3. Unzip and install Hadoop and configure the files for
Hadoop.

4. After configuring Hadoop, you should first format
the system through the formatting command, and
then start the command sbin/start-all. sh, you can
see whether Hadoop is set up through the JPS
process and the end of the browser.

4.2 Mahout Data Mining Tool

Once the Hadoop cloud platform is set up, you can
install and configure Mahout data mining tools on the
platform. In Mahout, a large number of classical algo-
rithms are encapsulated, K-means is one of them. The
main steps for Mahout installation and configuration
are:

1. Download the Mahout

It can be downloaded from the official Mahout
website. The version used in this article is: Mahout-
0.10.0

2. Unzip the files

Configure environment variables

4. Configure the Hadoop environment variables re-
quired for Mahout

(08

Table 1 Hadoop platform configuration information

The name of the node The processor IP

Master 1 192.168.1.100
slave 1 192.168.1.101
slave 1 192.168.1.102
slave 1 192.168.1.103
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Table 2 Comparison of time consumption between Hadoop plat-
form and single machine classical k-means algorithm

The data ~ Number of data ~ Comparison of k-means running
set sets time(s)
Single Hadoop
machine platform
dataset1 15,000 7.9 7.2
dataset2 30,000 20.5 11.6
dataset3 45,000 43.2 21.4

5. Verify that Mahout is installed successfully

Enter Mahout on the terminal. If several algorithms
appear, success is indicated.

4.3 Hadoop Cloud Platform and Stand-Alone
Comparison Experiment

After setting up the Hadoop platform, conduct k-means
clustering analysis on the data with the help of Mahout
data mining tool, extract 10% KDD99 data set, and
divide it into three subsets for experiments, each with
15,000, 30,000 and 45,000 records. Table 2 shows the
comparison of the running time of data on Hadoop
platform and single machine classical k-means
algorithm.

In order to analyze the experimental results more
intuitively, Fig. 4 shows the time comparison between
the Hadoop cloud platform and the stand-alone classical
k-means algorithm.

50

—©— Single machine
—#— Hadoop platform

IS
(=]

Task execution time(s)
[\ w
S S

=)

e

18000 30000 45000
Data subset

Fig. 4 Time-consuming comparison of Hadoop cloud platform
and stand-alone classic K-means algorithm
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According to Fig. 4, k-means clustering algorithm
based on Hadoop cloud platform is more efficient and
less time-consuming than the typical method of single
machine. In the results of dataset 2 and dataset 3 with
more data, the gap is becoming larger and larger. This is
because the two methods have different processing
methods for data. The classic method of single machine
is serial processing, which has a large time complexity,
while Hadoop processes data in parallel, which greatly
shortens the operation time.

4.4 Compare with Other Algorithms

In this paper, the DBSCAN algorithm [6], the classical
k-means clustering algorithm (abbreviated as KM) [8]
and the improved k-means clustering algorithm (abbre-
viated as MKM) in literature [9] were selected for com-
parison experiment. The big data set used in the exper-
iment is the HIGGS data set, which contains 11 million
records, each record having 28 attribute characteristics.
The common parameter settings of the three comparison
algorithms are the same, specifically, the number of
clusters k = 2, and the upper limit of iteration times
tmax= 1000. For different errors, the changes in cluster-
ing time and clustering accuracy of different algorithms
are tested, and the results are shown in Figs. 5 and 6
respectively.

As can be seen from Figs. 5 and 6, with the increase
of error, the clustering time of the three algorithms will
decrease, and the clustering accuracy will also decrease.
Because the larger the error is, the faster the clustering
algorithm converges, and the clustering time decreases
accordingly. However, rapid convergence may also
cause that the solution of iterative search is not the

400 w
-©-KM
—#—MKM
300 ——DBSCAN |
—Q—Proposed

200 \

Cluster accuracy(%)

1/1(())00000 1/100000  1/0000 1/1000 1/100 1/10
Error

Fig. 5 The curve of clustering time varying with error
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g T

TR N
\$\$—/"$\ N

65 \

60 - - - -
1/1000000 1/100000  1/0000 1/1000 1/100 1/10
Error

Cluster accuracy(%)

Fig. 6 The variation curve of clustering accuracy with error

optimal solution, so the clustering accuracy may de-
cline. The algorithm in this paper improves the opera-
tion efficiency of KM algorithm obviously, because the
algorithm in this paper distributes the clustering of big
data to multiple nodes, thus reducing the time of clus-
tering. In addition, the clustering time of the algorithm
in this paper is also less affected by errors, so the curve is
relatively flat.

Contrast in Fig. 6 clustering accuracy curves of four
kinds of algorithm, visible clustering accuracy of the
four kinds of algorithms were similar, and the error is
bigger when the clustering algorithm in this paper accu-
racy slightly higher than the other two algorithms, this is
because the clustering algorithm in this paper will be
divided into big data blocks, each block of data when
using weighted k-means clustering and k-means algo-
rithm improve the clustering accuracy weighted fusion,
weaken the error parameter’s influence on the overall
clustering accuracy. In conclusion, under the premise of
maintaining the clustering accuracy, the algorithm in
this paper greatly improves the operation efficiency of
k-means clustering algorithm in big data clustering.

5 Conclusion

In order to improve the efficiency of clustering mining
algorithm for large data, an incremental K-means clus-
tering algorithm based on density is proposed on the
basis of K-means algorithm, and the algorithm is de-
signed in parallel. The difference degree of discrete
attributes can be calculated according to the specific
situation by using the calculation formula of the

difference degree of classification attributes or ordinal
attributes. This algorithm divides large data into block
clustering, and uses weighted K-means and weighted
fusion K-means algorithm to improve clustering accu-
racy, which weakens the influence of error parameters
on the overall clustering accuracy. Experiments show
that the improved K-means clustering algorithm can
achieve better acceleration ratio with the help of cloud
platform when dealing with large data. In the improved
algorithm, the selection of data sampling and initial two
clustering centers is an important factor affecting the
final clustering effect. These two steps take a certain
amount of time. Therefore, how to sample data quickly
and how to select initial clustering centers quickly need
further research. In addition, due to the limitation of
experimental conditions, this experiment only uses four
computers, lacking of large-scale cluster testing, and the
testing of larger data sets needs further verification.
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