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Abstract A contemporary approach for acquiring
the computational gains of depth in recurrent neu-
ral networks (RNNs) is to hierarchically stack mul-
tiple recurrent layers. However, such performance
gains come with the cost of challenging optimiza-
tion of hierarchal RNNs (HRNNs) which are deep
both hierarchically and temporally. The researchers
have exclusively highlighted the significance of using
shortcuts for learning deep hierarchical representa-
tions and deep temporal dependencies. However, no
significant efforts are made to unify these finding into
a single framework for learning deep HRNNs. We
propose residual recurrent highway network (R2HN)
that contains highways within temporal structure of
the network for unimpeded information propagation,
thus alleviating gradient vanishing problem. The hier-
archical structure learning is posed as residual learn-
ing framework to prevent performance degradation
problem. The proposed R2HN contain significantly
reduced data-dependent parameters as compared to
related methods. The experiments on language mod-
eling (LM) tasks have demonstrated that the proposed
architecture leads to design effective models. On LM
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experiments with Penn TreeBank, the model achieved
60.3 perplexity and outperformed baseline and related
models that we tested.
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1 Introduction

Recurrent neural networks (RNNs) are specifically
designed for processing data in sequential steps. This
allows the network to seize sequential associations
between data instances. The RNNs also possess the
flexibility to process variable size inputs and pro-
duce outputs of varying lengths. These abilities have
enabled RNNs to perform impressively in several
machine learning problems such as language model-
ing [1-3], online handwritten recognition [4], speech
recognition [5, 6] and learning word embedding [7, 8].

An established incapability of RNNss is its restricted
tendency to capture longer dependencies between
instances due to vanishing gradient problem [9].
A contemporary approach to deal with this inade-
quacy is to use long short-term memory (LSTM)
[10] — a specifically designed architecture, or its vari-
ants such as gated recurrent unit (GRU) [11]. An
important essence of these architectures is to deploy
shortcut (linear) channel between layers for unhin-
dered gradient transmission. Though the architectures
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are quite effective, they employ an indirect mech-
anism for deploying shortcut channels and involve
relatively large data-dependent parameters. The con-
temporary approaches in shortcut based architectures
emphasize on direct shortcuts channels [12, 13]. Most
promising examples of these architectures are resid-
ual network and highway network (HN) [12]. These
deep feed-forward networks have shown significant
improvement in visual recognition tasks [13], speech
recognition [14, 15] and language modeling [16, 17].

However, the concept of depth is not obvious for
RNNs as for feed-forward networks [18]. Though,
RNNs can be regarded as deep when unfolded in
time because of multiple non-linear layers between
input and output at time. Still, RNNs can be viewed
as swallow regarding hierarchal structure because of
the computation at a timestamp which is simply a
linear projection tailed by non-linearity. Nowadays,
to achieve computational benefits of depth, recurrent
layers are often stacked hierarchically [19-21]. How-
ever, such performance advances come with the cost
of challenging optimization of deep hierarchal RNNs
(HRNNS) [18, 22].

Because HRNNs are deep spatially (i.e. hierar-
chically) and temporally, the appropriate architec-
ture must allow unimpeded information transient
across both spatial and temporal depth. Recently,
the researchers have extended LSTMs with shortcut
channels along hierarchical structure to ease opti-
mization of deeper HRNNs [14, 15]. However, the
resultant architectures are computationally intensive
due to abundance of data-dependent parameters. Other
recently proposed architectures are restricted to using
shortcut channels to optimize temporal structure or
hierarchical structure, but not both [22, 23].

Stimulating from the excellence of residual learn-
ing in hierarchal feed-forward networks [13] and
highways networks as simpler alternative of LSTMs
[22], we propose residual recurrent highway networks
(R2HN). The R2HN employ structure of highway
networks to enable optimization of temporal (or transi-
tion) function. This highway based temporal function
contains one gating function as compared with three
gating function of LSTMs, hence saving one-third
of parameters. To facilitate optimization of hierarchi-
cal structure, the framework of residual learning is
employed. Both highway and residual frameworks are
unified into a single R2ZHN framework. Key contri-
butions of this work are: 1) the development of a
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novel lightweight deep RNN architecture for learning
sequence models 2) empirical and complexity analysis
of various RNNs architectures on a benchmark lan-
guage modeling dataset. Organization of the paper is
as follows: related work and background is given in
Sections 2 and 3 respectively. The proposed HRHN
architecture is presented in Section 4. Experimental
setup is described in Section 5 and results and analy-
sis is presented in Section 6. Finally the conclusion of
the paper is given in Section 7.

2 Related Work

This section justifies building deep RNN architectures
and highlights shortcomings of existing deep RNN
architectures.

2.1 Advantages of Depth for Recurrent Neural
Networks

Deep learning field is developed on a hypothesis
that hierarchically deep structures bring forth com-
putational advantages [24]. While the hypothesis is
well-justified for feed-forward neural networks [13,
241]; it may not be properly vindicated for its efficacy
in RNNs [18]. This was perhaps due to the reason that,
because RNNs are already deep networks (i.e. they can
be stated as composition of several non-linear layers
once unfolded in time), it has been argued that RNN
are already enjoying the computational gains of depth
[25]. However, recently several studies have been con-
ducted to investigate the legitimacy of the hypothesis
for hierarchical RNN. A number of theoretical and
empirical evidences are reported in the favor of hier-
archically deep RNN structures. For example, using
RNNs’ closely related recurrent arithmetic circuits
(RACs) [26], it is demonstrated that depth yield signif-
icant advantage in the capacity of recurrent networks
to capture long-term dependencies. Additionally, a
number of empirical evidences are recently reported to
support this hypothesis for HRNNs [6, 14, 15, 18, 27—
29]. These results are establishing the computational
advantages of deep RNN architectures.

2.2 Deep Recurrent Neural Network Architectures

The hierarchical RNNs (HRNNG) are extensively used
now in range of applications containing image and
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video interpretation [21, 27], language modeling [25,
28-30], speech recognition [31, 32], machine transla-
tion [33] and text classification [34, 35], etc. The idea
of stacking multiple RNNs was formerly proposed by
Schmidhuber et al. [19]. It was shown that HRNNs
lead to improve computational and learning efficacy
of the network as it decrease updating frequency of
layers in order of depth. The rewards of organiz-
ing temporal dependencies hierarchically are further
established in [20]. In a recent study HRNN is explic-
itly modeled with less frequent updating of higher
layers than lower layers [32] in order to explicitly ana-
lyze the outcomes of [35]. Chung et al. has recently
enabled HRNNS to learn temporal connectivity struc-
ture [28]. This development permits the network to
learn hierarchy structure dynamically. HRNNs are fur-
ther enabled to discover latent hierarchical structure
in temporal data without explicit boundary informa-
tion [25]. In [18] it is observed that HRNNs are
still shallow networks with respect to input-to-hidden
transition, hidden-to-hidden transition and hidden-to-
output transitions. Deep variants of the functions are
also proposed in the study.

Although the rewards of depth is generally rec-
ognized for HRNNSs, however it is shown that naive
stacking often led to performance degradation in
HRNNs [14, 15, 22, 36], mainly due to vanishing
gradient problem. As HRNNSs are deep hierarchically
and temporally, the optimization of their architectures
remains a challenging task. While the idea of using
shortcut connection between layers to ease the opti-
mization of deep architectures is known for quite a
time, the approach is well-adopted in contemporary
architectures. One of the most successful architecture
in this category is long short-term memory (LSTM)
[10]. In LSTM, the shortcut connection is provided
through an indirect mechanism (i.e. using memory
cells). Though, LSTM has shown significant improve-
ments over RNNS, e.g. [33, 37, 38]. However, recently
direct shortcut connection based approaches such as
recurrent highway networks [22] and recurrent resid-
ual networks [23] have either outperformed LSTMs
or shown comparative performance with significantly
reduced parameters. The essence of the architectures
is to reduce data-dependent parameters and computa-
tions while retaining core component of LSTM (i.e.
shortcut connection between layers for unhampered
gradient propagation). Zilly et al. [22] proposed recur-
rent highway network (RHN) where a gated highway

is provided across layers in the spatial domain. Sim-
ilar architectures are proposed in [23, 39, 40] where
the ungated highway is deployed. Though the meth-
ods enabled learning of deep hierarchical structure,
nonlinear output-input interface between hierarchical
layers remains a bottleneck. Because, the nonlinear
function is prune to vanishing gradient problem [9],
it restricts the ability of network to learn temporal
abstraction and longer dependencies. Recently, the
problem is rectified by using LSTM with an additional
shortcut connection between hierarchical layers [14,
15]. However, as mentioned, direct shortcut connec-
tion based approaches have outdone LSTMs in several
recent studies. Further, LSTM involves relatively large
data dependent parameters and have complex struc-
ture which leads to poor understanding of its sources
of success and failures [41]. Therefore, by replacing
LSTM with direct shortcut connections into recur-
rent structure of RNNs, computational benefits can be
achieved.

3 Background

In this section, we give a brief review of residual
and highway networks and three existing highway
architectures.

3.1 Recurrent Neural Networks

In conventional RNNSs, the activation function is usu-
ally composed of element-wise nonlinearity tailed by
affine transformation as:

hi = o(Wxx: + Wihi—1) (D

Where W, * = {x, h} denotes weight matrices and o
symbolizes sigmoid function. The output of RNN is
defined as an activation of hidden state:

O = U(Wyh;)

The parameters of RNNs can be optimized by
minimizing a cost function J(W) with respect
to a dataset of N training sequences D =
(o™ G DN as:

N

T
T = 23S dOnon

n=1t=1
Where d(y;, o;) is pre-specified measure of diver-
gence between y; and o, such as entropy or Euclidean
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distance. The computation is performed by using
stochastic gradient descent where partial derivate
of loss function is calculated using backpropgation
through time [42].

3.2 Deep Recurrent Neural Networks

Deep RNNs are formed by stacking multiple layers
of RNNs. Precisely; the lower RNN layer / activa-
tions htl are fed to the higher layer /+ 1 as input xtlH.
Although each RNN layer is deep when unfolded in
time (i.e. a feedforward network with shared weights
between layers), deep RNNs still achieve signifi-
cant performance gains over single-layer RNNs. It
is recently reported that deep RNNs better utilize
parameters through multiple layers by distributing
them over the space [8]. It is important to note
that in the conventional deep RNNs the interface
between different RNN layers is output-input con-
nection which vanish the gradients and therefore not
effective.

3.3 Residual Network (RN)

RN resolves the notorious gradient vanishing problem
associated with conventional output-input interface
between layers by providing shortcut paths as iden-
tity mapping. The shortcut paths assist gradients to
back-propagate through many layers without vanish-
ing. Instead of direct mapping from input x to output
y by using a function F'(x; W) with W parameters, the
RN learns residual mapping from x to y — x with the
same function. The original mapping recasts as:

y=Fx; W)+x

The RN eases optimization of deep neural networks
with hundreds of layers and shown record-setting
performances on variety of computer vision tasks [13].

3.4 Highway Network (HN)

A HN is another way for incorporating shortcut chan-
nels into deep neural networks [12]. Unlike to RN, the
information propagation over the channels is regulated
with an adaptive gating function known as transfer
gate. The formulation of HN is defined as:

y=H@x; Wp)-Tx; Wr)+x-(—-T(; Wr))
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Where H (x; Wj) is output of layer(s) and T (x; Wr)
is transfer gate which is defined as:

T(x; Wr)=o0(Wrx+br) 2)
3.5 Recurrent Highway Network (RHN)

The RHN is an adaptation of highway networks for
RNNS5 [22]. The RHN is designed as a simpler variant
of LSTMs while retaining its vital mechanism: to use
multiplicative gating function for regulating the infor-
mation flow over self-connected additive cells. RHN
outperformed LSTM in experimentations on language
modeling and machine translation with significantly
reduced parameters. The computation of the RHN at
any timestamp t on a layer / is defined as:

S=H'.T'+8 .a-1" 3)
Where

H (x;; Wp) = tanh(Wyx; + Ry S!_))
T! = o(Wrx, + RrS!_))

4 Residual Recurrent Highway Networks (R2HN)

The architecture is designed with an objective to
integrate recent developments in learning deep hier-
archical and temporal representations for learning
deep recurrent neural networks. The proposed residual
recurrent highway network (R2HN) is schematically
illustrated in Fig. 1. There are three key components
of the architecture: recurrent neural network block,
highway block and residual block. The RNN and
HN blocks are jointly referred as RHN and used as
an alternative of LSTM networks. The RHN is pre-
ferred as transition function because it outperformed
LSTM in typical discrete sequence modeling tasks
while using significantly lower number of parameters.
The residual block is elected to ease the learning of
deep hierarchical representations because of its state-
of art performances in learning deeper hierarchical
representations [12]. The formulation of R2ZHN can be
defined as:

St=xl.1+8 -1 +s! (4)

where x! = SI=1 and S! is input and output of the
network at timestamp ¢, Stl_1 is previous hidden state
of the network and T,l is transfer gate defined in (2).
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Fig. 1 A schematic illustration of R2ZHN architecture

It can be shown through a simple complexity anal-
ysis that R2HN use significantly less number of
parameters as compared with recent proposed deep
RNNs architectures: highway LSTM [14] and resid-
ual LSTM [15]. Consider m and n as input dimension
and number of hidden states respectively. The weight
matrices Wpxn and R,x, are used for transform-
ing input and hidden states (i.e. at time t — 1). As
LSTM uses three gating functions (i.e. input, forget
and output gate) and a state updating function [10],
the number of parameters involve in the computation
of a single layer at a time step is 4(mn + n?). As
residual connection carries no additional parameter,
the number of parameters for residual LSTM remains
the same. In, highway LSTM, an additional gate (i.e.
carry gate) is employed to regulate the information
flow from lower hierarchical layer. Consequently, the
parameters involve in the computation are 5(mn +
n?). Comparatively in RHN [22], one gating func-
tions is involved (i.e. transfer gate) along with a state
computing function. Hence, the number of param-
eters required for the computation is 2(mn + n2).

1 M M
et e X

Y

t|t+1

As no additional parameters are used in R2HN, the
number of parameters remains 2(mn + n?). Consider
input dimensionality m = 100, number of hidden
states n = 10 and number of stacked layer = 5, R2ZHN
offers 25% parameters reduction over residual LSTM
and 40% over highway LSTM at each time step.

5 Experimental Setup

We considered discrete sequence modeling task for evalu-
ating worthiness of RZHN model. The task is equivalent
to modeling a multinomial distribution. In RNNs, the
task is commonly achieved by enabling the network to
predict the probability of next symbol x4, given the
hidden state h; where h; is a function of all the former
symbols X1, ..., X(—1 and present symbol x; as:

POt X1, X2, - X)) = g(hy) 5)
By following the common practice, we parameterized the
distribution with softmax function at output layer. The
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parameters for the softmax function are optimized in
order to maximize log likelihood of training dataset as:

1NT

maxg N Z

i=1 t=

logp(x{Ix], ... ,x{)) ©)
1
Where 6 indicates parameters. Performance of the
model is gauged on the basis of perplexity which mea-
sures capability of a probability distribution function
to predict a sample. Mathematically, the perplexity can
be defined as:

oH(P) _ 5= 3 p(xet1x0) logy p(xe1 %) (7

H(p) symbolizes entropy of the distribution. Experi-
ments are conducted on word-level language modeling
(LM) tasks on Penn TreeBank [43] dataset. The Penn
TreeBank dataset consists of news stories from Wall
Street Journal. We used a publically available version
of this dataset as used in [7] and available on web.!
The dataset consists of 500K training words and 50K
test words.

The models are trained on dual-socket 8 cores
Intel(R) Xeon(R) machines. Tensorflow CPU toolkit
is employed to implement these models [44]. The
standard stochastic gradient descent algorithm is used
for the optimization of models where the gradients
are computed using back-propagation through time
(BPTT) [42]. For batch processing, the dataset is dis-
tributed into sequences of length 1K bytes through
splitting the single one-hot matrix of whole dataset
row-wise. The internal state of network (i.e. hy) is
reset after 10 sequences, thus allowing the models to
hold information of past 10K characters. The objec-
tive of this setting is to analyze the ability of the
model to capture and use long term dependencies.
However, for computational elegance, the gradient
signal is restricted to back-propagated only to the
start of each 1K byte sequence (i.e. the network is
unrolled 1K times). Therefore, the computation of gra-
dient is approximate. This approach is a commonly
used in sequence modeling tasks and referred as trun-
cated BPTT. The weight initialization is performed
by sampling uniformly from the range (-0.02, 0.02).
The learning rates are decayed exponentially during
the training process. Each network is trained for 500
epochs; however, we set early stopping criteria on step
tolerance where the tolerance value is kept le-9. In
order to perform a fair and unbiased comparison with

Thttp://www.fit.vutbr.cz/~imikolov/mnlm/simple-examples.tgz
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baselines and related networks; all the networks are
trained and evaluated on same dataset. Lastly, in order
to reduce computations, a single transfer gate is used
T! while the other gate is defined in terms of the
transfer gate as: (1 — Tll ). This approach is used in
RHN to decrease the number of parameters [22].

6 Results and Analysis

The R2HN is mainly designed to ease the optimization
of deeper RNNs. Therefore, the main investigation
that we want is to test whether the proposed net-
work can learn superior models than related networks
with gradient based algorithm. It is observed that pub-
lished results in other studies use models with widely
diverse sizes, regularization methods and data sizes.
Consequently, an unbiased comparison of these mod-
els cannot be performed on the basis of these results
[22]. Relying on the recommendations of [17, 18, 25]
for a fair comparison, the baseline and related works
are implemented with similar settings.

The R2HN is compared with RHN, LSTM and
two recently proposed deep variants of LSTM: high-
way LSTM (HighwayLSTM) and residual LSTM
(ResLSTM). Two types of models are learned with
each network: 3 layer model (M3) and 5 layer model
(M5). The input and output layers in each network is
respectively embedding and softmax layer. The size of
hidden units in 3 and 5 layers models are 1000 and 500
respectively. Table 1 shows results on test dataset. In
both experimentations, R2ZHN achieved best perplexity

Table 1 Test set perplexity of word-level language models on
the Penn Treebank dataset

Network Depth Perplexity Elapse time
RHN 3 168.0 22:11:30
5 181.2 14:42:37
LSTM 3 156.7 -
5 172.9 -
HighwayLSTM 3 90.0 22:26:52
5 73.6 18:28:10
ResLSTM 3 148.4 20:39:04
5 61.5 09:54:09
R2HN 3 109.9 15:07:43
5 60.3 05:29:20

The bold emphasis shows results of proposed method
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Fig.2 Learning curves of the models. The final values of RHN
models are shown for better illustration

than other networks. Although, ResLSTM (M5)
revealed a comparative performance, R2ZHN has an
advantage of fast convergence (i.e. deep R2HN is
converged in approximately half of the time than
deep ResLSTM). Consequently, these results validate
that even for small datasets exploiting parameters for
increasing network depth can gain computational ben-
efits even with reduced size of the RNN “state”.
HighwayLSTM has shown an advantage over other
models in relatively swallow architecture, however, its
takes maximum elapse time to converge as compared
to other models. Finally, by comparing the results of
RHN and R2HN, and LSTM and ResLSTM, we can
endorse that depth of hierarchical structure of RNNs
play a vital part in the generalization of sequence mod-
els beside recurrent depth. The learning curves of the
networks are shown in Fig. 2. The results illustrate
that deep R2HN optimize models faster than other
networks. Despite performance evaluation of these
models, we also monitored the training elapse time of
the models. The results are shown in Table 1. As can
be seen, the R2HN is optimizing the LM much faster
than other compared networks, particularly when the
model is deep (i.e, M5), R2HN is approximately 50
times faster than most nearest ResLSTM (M5) net-
work. Moreover, deep R2HN is 300 times faster than
it’s comparatively swallow version (i.e. M3) whereas
the other deep networks are 50 times at maximum
than their swallow models. However, a key assump-
tion underlying such hierarchical/deep RNNs is that
sequences contain hierarchical structure which may
not be always the case.

7 Conclusion

A novel deep RNN architecture residual recurrent
highway network (R2HN) is presented. Highways
connections are used to prevent vanishing gradient
problem and residual connections are employed to
avoid degradation problem while learning deep hierar-
chical structure. It is shown through a complexity and
empirical analysis and that RZHN is computationally
efficient and effective as compared with contemporary
RNN models. These results also demonstrated that
exploiting parameters for increasing network depth
can gain computational benefits even with reduced
size of the RNN “state”. However, to further establish
the efficacy of proposed R2HN, additional experimen-
tations on other datasets are required. We are inter-
ested to analyze the behavior of individual residual,
highway and RNN blocks in different settings to gain
insights of model behaviors and improve performance
limiting factors.
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