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Abstract Peer-to-peer overlay technologies offer
several advantages over centralized solutions to
managing desktop Grids. We present a new hy-
brid approach to resource discovery in P2P Grids,
i.e. desktop Grids based on peer-to-peer overlays.
This approach combines the advantages of infor-
mation propagation based on spanning trees in
chord-like structured overlays and epidemic algo-
rithms. We provide a mathematical model for pre-
dicting the process of information dissemination
and verify its prediction quality in various evalu-
ations. Moreover, we show the failure resistance
of the proposed approach in several scenarios. In
particular, we demonstrate the efficiency of our
approach even in scenarios where 50% of the
peers in the overlay fail in short time.
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1 Introduction

To utilize the computational power of modern
desktop PCs, desktop Grids have been proposed
for automated deployment of computational tasks
to idle machines in computer networks. To avoid
a central management of these systems and to
enable scalability on wide area networks, it is
promising to use peer-to-peer (P2P) overlays as a
basis for desktop Grids.

These P2P Grids can be designed to allow all
peers to submit jobs to the system. Hence they
require efficient mechanisms for job distribution.
Once a job is submitted to the system, the goal
is to find a number of m peers willing to partic-
ipate in the computation, for example if the job
is comprised of m independent tasks. This kind
of resource discovery in P2P overlays is highly
decentralized since the decision of a peer to join
the computation is influenced by local properties
such as the current load on the peer and the users
preferences.

In this paper, we focus on resource discov-
ery mechanisms for job submission/distribution
in P2P overlays. Unlike previously proposed ap-
proaches, we concentrate on highly fault-tolerant
algorithms by considering scenarios in which a
high proportion of the peers can fail at any time.
Therefore, we propose a hybrid combining ef-
ficient chord-like spanning tree algorithms and
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robust epidemic algorithms for job information
propagation. We show that the resulting hybrid is
both highly fault-tolerant and efficient in terms of
worst-case time to propagate job information.

The paper is organized as follows. In Section 2,
an overview of existing approaches utilizing peer-
to-peer technology for Grid computing is pro-
vided. A new approach for resource discovery in
peer-to-peer Grids is presented in Section 3. In
Section 4, the results for several evaluations show-
ing the feasibility of the proposed approach are
discussed. The paper is concluded and an outline
of future research is provided in Section 5.

2 Peer-to-peer Grids

2.1 Desktop Grids

Unlike other Grid computing technologies, desk-
top Grids focus on utilization of CPU power of
ordinary desktop computers. Several approaches
have been proposed for utilizing unused power of
idle PC’s one of which is the famous SETI@Home
project [2]. There are other, similar projects such
as Entropia [6, 13], GIMPS [14] or distributed.net
[8]. They have in common that they are central-
ized and allow clients to run dedicated compu-
tational tasks. There is no (at least easy) way
for a client to submit its own jobs to the system
as common in Grid computing. Both BOINC [1]
and XTREMWEB [12] allow users to submit
jobs or set up their own application for distrib-
uted computing but utilize a centralized network
architecture.

2.2 Peer-to-peer Overlay Networks

Peer-to-peer (P2P) systems on the other hand
are self-organizing overlay networks in which
desktop computers participate to share resources
with each other. These systems were originally
designed for file-sharing but can also be used for
CPU resource sharing. P2P overlays can be ei-
ther unstructured networks like Gnutella [15], or
structured networks, based e. g. on rings [30], or
hypercubes [29]. Recently, distributed hash tables
(DHTs) based on structured overlays like Chord
[30], CAN [27] or Pastry [28] have been shown
to be effective for looking up resources in P2P
networks.

Epidemic algorithms [7, 11] are based on un-
structured overlays and are known to be easy
to implement, fault-tolerant and scalable. The out-
line of an epidemic algorithm is provided in Fig. 1.

In each time step, a peer selects a random peer
from its host list (the list of his currently known
peers in the overlay) and updates its state (s) with
the state of the selected peer. Analogously, the
selected pair updates his state after the commu-
nication. With this mechanism information can
spread through the overlay. Note that the peers’
host lists are part of its state and hence may be
updated after each communication.

2.3 Towards P2P Grids

In desktop Grids based on P2P technology –
denoted P2P Grids in the remainder of this
article – each peer should be able to participate
in computations as well as submit his own jobs

Fig. 1 The epidemic
algorithm
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to the system. In order to achieve this, different
approaches are feasible:

(a) Each idle peer searches for available jobs, or
(b) Each peer submitting a job to the system

searches for peers willing to participate in
the computation.

If we assume that each peers’ decision whether
or not to participate in a computation is based
on the job requirements (Runtime system, oper-
ation system, memory requirements, . . .), trust or
accounting issues, as well as user preferences and
the current load, each peer has to decide on its
own. The decision process is fully decentralized.
Hence, either (a) an idle peer queries for a job
until he has found an acceptable one or (b) the job
submitting peer queries for idle peers. In the worst
case if all peers reject the job or there is no job
announcement, both queries result in a multicast
to all peers in the overlay.

For structured P2P architectures like Chord
[30], CAN [27] or Pastry [28], special multi-
cast communication methods were proposed that
make use of regular network architecture. For
example, the multicast algorithm for Chord in-
troduced in [9] has minimal message complexity
and spreads very fast over the network. The
partitioning of the network address space into
equal-sized slices for multicast distribution was
considered in [16]. In the remainder of this pa-
per, we will refer to these methods as ‘regular’
multicast distribution. The systematic comparison
of regular routing algorithms and flooding for
multicast communication in [4] shows that reg-
ular methods consistently outperform the flood-
ing approach. However, continuous fluctuations
of real P2P Grids (joins, leaves and failures of
nodes) may induce areas that cannot be reached
by regular distribution during self-stabilization of
the overlay. The problem of fault tolerance was,
up to now, not intensively discussed in the context
of regular multicast distribution. Usually, a sta-
ble network structure without failures is assumed.
This assumption is clearly unrealistic in the con-
text of P2P networks.

Unstructured P2P networks with epidemic
communication [21, 26] distribute multicast infor-
mation by periodically contacting some randomly

chosen neighbors (infection). Epidemic multicast
(also known as gossip, or rumor mongering) per-
forms the distribution using a significantly lower
number of messages than aggressive flooding [10,
23, 26]. Although this method has probabilistic
guarantees for reaching all nodes [7, 17], it is
slower than other approaches and has – compared
to ‘regular’ distribution – substantially higher mes-
sage complexity.

For efficiency reasons, the multicast distribu-
tion can be limited by a depth or lifetime. For
instance, in the rumor mongering scenario, the
node stops propagating the rumor after several
forwarding attempts to other nodes that have al-
ready seen it [7]. Another example is the Gnutella
protocol that limits the lookup multicasts to a cer-
tain fixed depth from initiator. However, queries
based on these solutions may not reach the desired
peers for a computation and may be therefore
ineffective.

2.4 Current Research on P2P Grids

There are several approaches using peer-to-peer
technologies for (desktop) Grids. In the Organic
Grid [5], peers are organized in trees. Each com-
pute peer is responsible for finding tasks to com-
pute. However, a mechanism for to maintaining
the overlay is missing, so it is unclear how the
approach can work in practice.

Compu-P2P [18] uses Chord DHTs for looking
up resources. Similarly, P-Grid [20] makes use
of DHT overlays, with the major difference that
range queries are supported by the overlay which
is essential when compute peers perform lookups
for tasks with an acceptable number of CPU cy-
cles. SWORD [25] uses DHT overlays to support
range queries for available compute nodes. If fault
tolerance is desired, these approaches require
replication which increases the cost of maintaining
the DHT considerably.

Both P3 [24] and OurGrid [3] make use of the
concept of super-peers. In the former, manager
peers are responsible for mapping jobs to idle
peers while in the latter OurGrid Peers cooperate
to provide resources to other administrative do-
mains. In both cases, scalable fault-tolerant mech-
anisms for group communication are required for
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the super-peers. Both papers do not address this
issue.

Triana [31] is a problem solving environment
built upon the JXTA framework [22]. JXTA’s
resource discovery is relatively slow as shown in
[19], even in simple scenarios. However, JXTA is
still under development, so this may change in the
future. Currently, resource discovery is performed
by a loosely-consistent DHT and replication.

The distributed resource machine (DRM) [21]
is based on epidemic algorithms and therefore
provides a fault-tolerant way for resource discov-
ery. Independent tasks are distributed by using
the epidemic information dissemination principle.
As a consequence some tasks may get lost. More-
over, depending on the communication interval
the time to distribute a job may be higher than
with other (multicast) schemes. Decreasing the
communication interval leads to reduced distri-
bution times but also increases the permanent
communication overhead.

In all the mentioned work, fault-tolerance has
not been considered thoroughly or it was achieved
at the expense of efficiency. Therefore, we will
focus on failure-resistant but efficient resource
discovery in the following sections.

3 A New Approach for Resource Discovery
in P2P Grids

As discussed in the previous section, epidemic
algorithms are easy to implement, provide a high
fault-tolerance, and have good scaling properties.
Hence they work even for large peer-to-peer
networks. However, compared to other informa-
tion propagation mechanisms they are slow since
communication is restricted to random periodic
message passing. Mechanisms based on spanning

trees are much more efficient since they are op-
timal in respect to the number of messages re-
quired to propagate information such as job an-
nouncements. As a consequence they are not
fault-tolerant and the problem of constructing a
spanning tree in the overlay has to be solved.
Therefore, we propose a hybrid approach that
combines the fault-tolerance properties of epi-
demic algorithms with the efficiency of infor-
mation propagation using spanning trees. The
approach uses epidemic dissemination for main-
taining the overlay but also includes a mechanism
for multicasting information very efficiently.

3.1 Overlay Structure

Our approach differs from the epidemic algorithm
described in the previous section in the following
aspects:

– Each peer is assigned a (unique) id corre-
sponding to a location on a virtual ring

– The host list of each peer stores peers with id’s
close to certain id’s

– A spanning tree is constructed ad-hoc based
on the peer id’s and the entries of the peers’
host lists, when a peer wishes to propagate
information (such as a job announcement)

Every peer maintains an (incomplete) host list
of other peers in the network. This host list is
similar to the finger tables in Chord [30] and con-
tains entries (e.g. addresses) on some other peers
together with timestamps of the last successful
contact to that peer. Additionally, every node ni

is associated with an id value id(ni) ∈ [0..idMax]
(e.g. using SHA-1 as base hash function). For any
two nodes nx and ny, the distance in the circular id
space can be defined as follows:

dist(nx, ny) =
⎧
⎨

⎩

id(ny) − id(nx), id(nx) < id(ny)

id(ny) + (idMax − id(nx)), id(nx) > id(ny)

0, otherwise
(1)

Every node stores in its neighbor list (finger table)
ids and addresses of some other nodes nearest to
‘ideal’ positions in the id space. Analogously to

Chord, these positions have distances of 2k from
a node’s id as ‘ideal’ host locations for that node.
Each entry in the finger table is associated with
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a timestamp of the last known successful contact
to that peer. The table is initialized when the
node joins the network, using chord-like address
lookups. Later, the nodes use periodical epidemic
contacts to randomly chosen peers from the finger
table to refresh timestamps and to identify ‘bet-
ter peers’ with smaller distances to stated ‘ideal’
positions. The push-pull refreshing algorithm for
finger tables can be summarized as follows. Regu-
larly, once within a given time interval the follow-
ing steps are performed:

1. Every peer ni chooses a random address of
some n j from its finger table;

2. The peers ni and n j then exchange their host
lists and add all obtained entries to their own
host lists. If the host list of ni and n j both
contain peer ns, the timestamp of ns is changed
in both lists to the youngest value;

3. Entries older than a given maximum age
(MaxAge) are removed from the list;

4. ni then uses its list of ideal positions: xk :
dist(ni, xk) = 2k, k = 0..log2(idMax + 1)

5. For every ideal location xk ∈{x0..xlog2(idMax+1)},
ni finds the nearest node in its host list using
Eq. (1).

6. ni removes from its host list all candidates that
do not correspond to any ideal location.

Failure or leave of a peer does not require any
administration at all. The failed address will be
removed from all finger tables at latest after the
maximum age is reached.

The difference to the common epidemic algo-
rithm is the Chord-like organization of host lists.
The role of epidemic contacts in our framework
is twofold: (1) they ensure periodical refreshing of
finger tables and (2) they increase the failure toler-
ance for information propagation (e.g. multicast).

3.2 Multicast for Resource Discovery

The multicast can be started by every node in
the network. The multicast message contains the
information to be multicasted, and a limit argu-
ment. This limit is used to restrict the forward-
ing space of a receiving node. When a node ni

receives the multicast message, it picks from its
finger table the peer nm nearest to the middle be-
tween its own address and limit: middle = id(ni) +
0.5 · dist(ni, limit) and sends to nm the multicast
message with limit argument (in other words,
nm then must forward the multicast between its
address and limit). The node ni itself continues the
multicast distribution within an interval between
its address and id(nm) − 1 (Fig. 2). This distribu-
tion scheme follows the algorithm proposed in [9]:
each node that is involved into multicast distribu-
tion halves its sending interval after every contact.
This distribution scheme forms a spanning tree
covering all the nodes in the system. The scheme
splits the id space into disjoint distribution inter-
vals. Thus, each node will receive the multicast
message only once, in other words, there is no
message redundancy. In the rest of the paper,
we will refer to this method as ‘regular’ multicast

Fig. 2 Regular multicast
and its distribution tree
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distribution. Figure 2 illustrates the distribution
tree for previously introduced example with 16
nodes.

3.3 Job Distribution

If a job is submitted by a peer which is comprised
of m independent tasks, it might be unnecessary to
send a multicast/broadcast message to all peers in
the overlay. In the case where all peers are willing
to accept the job, it is sufficient to send m − 1 mes-
sages along the multicast tree. Hence, log2(m − 1)

steps of the multicast are sufficient. If we assume
that the number of peers is much larger than the
average number of tasks per job, this approach
can reduce communication cost drastically. How-
ever, the depth of the multicast tree and hence the
number of steps of the multicast depends not only
on the number of tasks of a job, but also on the
load of the system. If many of peers are busy, they
will not accept the tasks and hence the depth of
the multicast has to be increased. In the following
section, we present a model that determines the
depth of the multicast depending on the load of
the system. Note that even if the prediction of
the desired depth is wrong, the hybrid approach
is expected to be superior to epidemic algorithms
alone. Consider the case that the depth is limited
to log2(m − 1) (if m is the number of indepen-
dent tasks of the job). Then, m nodes are in-
formed about the job after the regular multicast. If
none of the m peers are willing to accept the
job, the epidemic communication has to find the
right nodes for these m tasks. Having m jobs
containing one task is better than having one job
containing m tasks. The epidemic algorithm will
be much faster if the tasks are distributed in the
system.

In general, job distribution based on limited
multicasts only works reliably in combination with
epidemic algorithms since epidemic algorithms
are required if nodes fail and also if nodes un-
predictedly reject the jobs/tasks. For this reason,
using Chord with immediate repair/update of the
finger tables does not work reliably with lim-
ited multicast. Always a broadcast/multicast to
all peers in the overlay is required to submit a
job.

3.4 Mathematical Model

The job distribution by the hybrid algorithm is
based on the combination of two components:
the regular multicast distribution, and the epi-
demic information dissemination. We restrict our
model to the most important case with node fail-
ures. Node failures are crucial for the distribu-
tion progress because they substantially disturb
the regular distribution scheme by inducing un-
reachable areas. The models for node joins and
simultaneous joins/failures can be constructed in
an analogous manner.

The modeled problem can be formally stated as
follows. Initially, the network consists of N nodes
with stabilized finger tables of certain length l.
The addresses of the nodes are assumed to be
randomly distributed in the (sufficiently large)
address space of size R. Shortly before the dis-
tribution of a new job starts, a certain fraction
of nodes X fails. Without loss of generality, we
may assume that each node in the network fails
with probability X/N. Since the node ids in our
(DHT-based Chord-like) address space can be
considered as random, this assumption covers the
case of correlated host failures (e.g. all peers from
the same domain) as well.

3.4.1 Model of the Regular Multicast

First, we can estimate the effect of the failure of
a randomly chosen node ni in the network. The
node ni has any possible position in the tree with
probability 1/N and fails with probability X/N.
This failure can only have some negative influence
on the job distribution (in the sense of live nodes
that cannot be notified about the new job), when
all of its predecessors in the distribution tree do
not fail. When ni resides on depth level u from
the root of the distribution tree, this probability
equals

Prob(all u predecessors of ni are alive)

=
(

1 − X
N

)u−1

(2)

When the node ni with distribution interval
that contains m nodes fails, it makes its m − 1
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children unreachable. However, some of these
m − 1 children may themselves fail, too. Since
the nodes fail independently, the probability that
exactly k nodes of m − 1 fail, can be estimated by
the binomial formula:

Prob(k out of m − 1 nodes fail )

=
(

m − 1

k

) (
X
N

)k (

1 − X
N

)m−1−k

(3)

The expected number Q(m − 1) of live nodes
that are located under ni in the distribution tree
can be estimated by summation over all possible
k:

Q(m−1)=
m−1∑

k=0

Prob(k of m−1 fail) · (m−1−k)

(4)

The maximum possible length of the finger table
that covers the entire address space of size R
is log2 R. However, this holds only for the fully
populated network. It is easy to verify that in
the network with N nodes that are uniformly
distributed in the address space (with average
distance between nodes step = R/N), the first
log2(step) fingers would all point to the first suc-
cessor of the given node. Thus, the actual number
of peers in the host list is expected to be log2 R −
log2 R/N = log2 N. This number does not depend
on the dimensionality R (the number of possible
addresses) of the address space.

Analogously, each node that must distrib-
ute the job notification within an interval with
m nodes, would split this interval into disjoint
sub-intervals with 1, 2, 4, . . . , m/2 nodes and has
log2 m children in the distribution tree. From this
follows also that the spanning tree of the regular
job distribution scheme has a maximum depth of
log2 N.

This behavior is illustrated by Fig. 2. For exam-
ple, the distribution interval of node 8, including
this node itself, contains 8 nodes. For job distribu-
tion, this node splits its interval into sub-intervals
with 1, 2, and 4 nodes and has log2 8 = 3 children
(nodes 9, 10, 12).

Any given node ni that has a distribution
interval with m nodes constructs its distribu-
tion subtree with some children on depth levels
1, 2, . . . , log2 m. The number of children on the
depth level d from this node ni can be recursively
computed as

F(d, m)=

⎧
⎪⎪⎨

⎪⎪⎩

log2 m, d = 1
log2 m−1∑

k=0
F(d−1, 2k), d > 1 ∧ m > 1

0, d > 1 ∧ m = 1

(5)

Using Eq. (5), the total number of children on
multiple depth levels 1, . . . , d can be computed by
summation using Eq. (5):

F∗(d, m) =
d∑

k=1

F(k, m) (6)

We notice that for the maximum possible dis-
tribution depth d = log2(m), the distribution tree
includes all nodes in the distribution interval:

F∗(log2(m), m) =
log2(m)∑

i=1

F(i, m) = m − 1 (7)

Using Eqs. (4) and (7), we can also estimate the
expected total number of not yet reached live
nodes on depth levels 1, . . . , d, d ≤ log2(m) by
Q(d, m − 1) using:

Q(k, m − 1) = Q
(
F∗(k, m)

)
(8)

Using Eqs. (2) and (4), we can estimate the ex-
pected number of live nodes under ni that become
unreachable when ni fails. We assume that ni

resides on level u from the root of the distrib-
ution tree and has the distribution interval with
m nodes. The number of unreachable live nodes
under ni on depth levels 1, . . . , d, d ≤ log2(m), can
be estimated by

K(d, u, m)=
{

Q(d, m−1)
(
1− X

N

)u−1 1
N , u > 0

0, u = 0

(9)
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Given the fixed distribution depth d, the ex-
pected negative influence of one failed node can

be estimated by summation over all its possible
positions of ni in the tree:

K∗(d, u, m) =

⎧
⎪⎨

⎪⎩

K(d, u, m) +
log2 m−1∑

j=0
K∗(d − 1, u + 1, 2 j), m > 1, d > 1

0, else
(10)

When the probability of failure X/N is known, the
number of live nodes not reached in the distribu-
tion tree of depth d can be estimated as

E(alive nodes not reached)

= X · K∗(d, 0, N) (11)

By substitution of the maximum possible depth
of the distribution tree d = log2(N) and m = N in
the Eqs. (9) and (10), we obtain estimators for the
entire distribution tree of the network.

3.4.2 Model of the Epidemic Multicast

The result of Eq. (11) is the input for the sec-
ond part of distribution algorithm, the epidemic
algorithm. Within each interval between epidemic
contacts ICOM, every node contacts one of the
peers in his host list and may be contacted by
some other nodes. According to this push & pull
distribution scheme, we assume that both types of
contact are used for distribution of the job offer.
Thus, within each interval ICOM, our model should
consider two cases:

1. The node n j contacts a previously notified
node nk;

2. The node n j is contacted by a previously noti-
fied node nl;

Let a and b be the total numbers of not yet
notified and notified live nodes, respectively. At
the beginning of epidemic job distribution, a =
X · K∗(0, N) and b = N − X − a.

(1) The node n j contacts another node nk, ran-
domly chosen from its host list, once a pe-
riod ICOM. The probability to obtain the
job offer from nk equals the probability

that nk is already notified P(infected) = b
N .

Consequently,

Prob(¬node is pull notified) = 1 − b
N

(12)

(2) The node n j is contacted by some other node
nl. We notice that nl can contact n j only when
its address is in the host list of nl. In other
words, the address of n j must be the first suc-
cessor of some ’optimal’ finger address from
the host list of nl. The expected interval be-
tween adjacent nodes in the address space of
dimensionality R with N participating peers
is R/N. Thus, when the finger of nl points to
some address in the interval of width R/N
before n j, this node is expected to be the
first successor and would qualify for the host
list of nl. Since the intervals of l = log2(N)

fingers are expected to be disjoint, there are
l · (R/N) positions of nl in the address space
such that n j comes into its host list. The prob-
ability for nl to have one of these addresses is
l · (R/N)/R = l/N. The probability for n j to
be chosen by nl for the next contact from its
host list of length l equals l/N · 1/ l = 1/N.

Therefore,

Prob(¬node is push notified) = 1 − 1

N
(13)

Assuming that all epidemic contacts are inde-
pendent, the probability for n j to be notified about
the job offer within interval ICOM by at least one
of b previously notified nodes, can be estimated as

Prob(node is notified)=1−
(

1− 1

N

)b

·
(

1− b
N

)

(14)
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The expected total number of notified nodes after
ICOM can be estimated as

b new = b + a ·
(

1 −
(

1 − 1

N

)b

·
(

1 − b
N

))

(15)

The further modeling of the epidemic notifica-
tion can be continued in an iterative manner by
substituting of b new and anew = N − X − b new as
new input values for the next step.

Under the assumption that all epidemic con-
tacts are independent, it is also possible to esti-
mate the probability that all remaining nodes in
the network will be notified within one ICOM:

Prob(all nodes are notified)

=
(

1 −
(

1 − 1

N

)b

·
(

1 − b
N

))a

(16)

3.4.3 The Hybrid Notification Model

As mentioned above, to reduce the communica-
tion overhead for job announcement, we limit
the regular multicast in a way that the resulting
spanning tree has a limited depth. The model
of hybrid notification allows us to estimate the
required distribution depth for job propagation.
We assume that the job consists of J tasks that can
be independently processed by nodes of the P2P
Grid. Each node accepts on average A tasks for
processing. Furthermore, we assume that a certain
number X∗ of nodes is busy (processing other
concurrently running jobs) and does not accept
new jobs; however, these nodes can forward the
notification about the new job to their known
peers. Without loss of generality, we can assume
that each node of the network is busy with prob-
ability X∗/N. Therefore, the notification should
reach at least
(

1 − X∗

N

)

· E(nodes notified) ≥ J
A

(17)

alive peers to distribute the entire job across non-
busy nodes.

The hybrid approach starts with regular notifi-
cation (Section 3.4.1). The algorithm estimates the
required depth of the distribution tree in order
to reach the desired number of nodes (17) and
initiates the multicast with corresponding depth

limitation. In some situations, the maximum pos-
sible distribution depth is not sufficient to meet
the requirement (17). In this case, the multicast
needs to be continued after regular distribution
by epidemic contacts (Section 3.4.2). The hybrid
approach estimates the required duration of epi-
demic forwarding and includes the corresponding
time limitation into the initial multicast messages.

First, we consider the regular multicast distrib-
ution. To satisfy Eq. (17), the required depth d of
the distribution tree should be chosen as

min(d) :
(

1 − X∗

N

)

· F∗(d, N)

N

· (N − X − X · K∗(d, 0, N))

≥ J
A

(18)

In the case of stable network (i.e. negligible
node failures) Eq. (18) has the form

min(d) :
(

1 − X∗

N

)

· F∗(d, N) ≥ J
A

(19)

It is possible that the condition (18) will be not
satisfied for any d ∈ 1, . . . , log2(N). This means
that the regular notification scheme cannot di-
rectly reach the sufficient number of non-busy
nodes for job distribution. In this case, the notifi-
cation should be continued by epidemic communi-
cation. The required duration tepid of the epidemic
notification period can be chosen accordingly to
Eq. (16) using

tepid = s · ICOM (20)

min(s) :
(

1 − X∗

N

)

· b s ≥ J
A

(21)

b s = b s−1 + as−1

(

1 −
(

1 − 1

N

))b s−1

·
(

1 − b s−1

N

)

(22)

as = N − X − b s (23)

b 0 = N − X · (1 + K∗(log2(N), 0, N)) (24)

where

– s is the minimum number of epidemic periods
of length ICOM that is required to reach at least
J/A nodes
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– b0 is the number of network nodes that were
reached by regular multicast

– bs is the number of reached nodes after s epi-
demic periods of length ICOM

– as is the number of remaining live nodes not
reached after s epidemic periods of length
ICOM

These formula allow for the prediction of job
distribution in the proposed overlay. Hence, they
are highly valuable for analyzing and evaluating
the proposed approach.

4 Evaluation

We simulated several P2P Grid job distribution
scenarios in order to evaluate the feasibility of
the proposed hybrid approach. We therefore im-
plemented a simulator for P2P overlays capable
of simulating large networks of several thousand
nodes. In the simulated networks all communi-
cation is performed asynchronously. Moreover,
we consider highly dynamic P2P overlays with
concurrent joining and leaving of nodes. We con-
centrate on the crash failure model since it is the
most important model for P2P networks.

In the first two series of simulations, we focused
on the fault-tolerance of the proposed approach
and its scalability. Afterwards, we studied the
ability of the mathematical model in Section 3.4
to predict the information distribution process.
Finally in a fourth series of simulations, we eval-
uated the efficiency of the proposed approach
for several job distribution scenarios with varying
number of jobs. The evaluations were performed
for various network sizes, node join/failure rates
(including highly dynamic scenarios where 50% of
the peers in the overlay fail or join in short time).
This section shows the most characteristic results
from our evaluation.

4.1 Fault-tolerance of Multicast

In the first series of simulations, we evaluated the
properties of the job distribution for the proposed
hybrid approach in comparison with existing epi-
demic and Chord-style regular multicast schemes.
In this evaluation, the goal was to reach all live

nodes of the network (broadcast) hence we were
interested in observing the worst-case scenario
where the number of tasks of a submitted job is
equal to or greater than the number of peers in the
system. Our metrics of interest were the ability of
the broadcast to reach all nodes, its distribution
time, and the resulting message complexity. We
systematically simulated multiple scenarios of the
dynamic behavior in P2P Grids, including:

– Constant-sized stable networks: the peers join
the network at the simulation start and remain
alive until the end of broadcast distribution;

– Networks with dynamic changes (pure fail-
ure/join model): an significant amount of peers
joins or leaves the network within a short pe-
riod of time.

4.1.1 Simulation Scenario

In our evaluations, we simulated the network ar-
chitecture with following properties:

– Number of participating peers: N = 1, 024;
– Interval between epidemic contacts: 2,000 time

units (e.g. milliseconds); higher values lead to
a greater gain of the hybrid method compared
to the ’pure’ epidemic multicast;

– Length of neighbor lists: 30 peers;
– Average network delay for message delivery:

100 time units.

In the tests, we considered three algorithms:

1. Epidemic algorithms;
2. Regular multicast (chord-style model);
3. Hybrid algorithm (both regular and

epidemic);

To illustrate the behavior of multicast distrib-
ution in dynamically changing overlay networks,
the multicast was initiated in every experiment
at multiple fixed time points (before, during, and
after the failure/join of multiple nodes). Each
simulation was repeated 30 times with randomiza-
tion factors: joining/leaving the network by partic-
ular nodes, order of epidemic contacts, refreshing
of neighbor lists, etc. The following section sum-
marizes averaged results for these series.
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4.1.2 Results

Figure 3 shows the multicast distribution for the
‘pure failure’ model where 50% of nodes ran-
domly leave the network within a short period
of time (100,000 time units). The solid line (‘all
nodes’) shows the total number of live nodes in
the network. Dashed and dotted lines illustrate
the progress (number of reached nodes) for dif-
ferent multicast algorithms. With a growing num-
ber of unavailable nodes, the regular multicast
reaches significantly fewer nodes. The amount of
nodes that are reached in the hybrid method by
the epidemic distribution becomes higher. Since
the epidemic algorithm provides no mechanisms
for preliminary exclusion of failed nodes from the
host lists, they remain for a longer time (up to
MaxAge) in the neighbor lists and negatively in-
fluence the multicast distribution. Therefore, the
hybrid algorithm distributes the multicast infor-
mation significantly faster than the ‘pure’ epi-
demic communication.

Figure 4 compares the multicast distribution for
the similarly constructed ‘pure join’ model where
50% of nodes randomly join the network within
a short period of time (100,000 time units). The
solid line (‘all nodes’) shows the total number of
live nodes in the network. Dashed and dotted lines
illustrate the progress (number of reached nodes)
for the different algorithms. The observed behav-
ior is similar to our first scenario with node fail-
ures; however, the regular multicast reaches a sig-
nificantly larger number of nodes. The efficiency
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of regular multicast distribution is caused by the
position lookup procedure (see Section 3.1 for
details) that helps to integrate new nodes into the
network within a short period of time.

Figure 5 compares the message complexity for
epidemic multicast and the hybrid method in the
simulated ‘pure failure’ scenario with 50% node
failure. Before the simulated failure, the hybrid
algorithm distributes the jobs almost by regular
messages. After the failure of half of the nodes,
the amount of required epidemic messages be-
comes higher. However, the message complex-
ity is consistently much lower than for epidemic
communication.

Figure 6 compares the multicast distribution
time for epidemic multicast and the hybrid
method. It is notable that the notification time
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Fig. 5 Multicast message complexity (50% departing
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of the hybrid method is always significantly lower
than with epidemic communication.

4.2 Multicast Scalability

Basically, our hybrid approach is based on known
algorithms with known scalability properties. To
illustrate the scalability of the hybrid method, we
additionally evaluated further scenarios for large-
scale network topologies.

4.2.1 Simulation Scenario

In our evaluations, we simulated the network ar-
chitecture with properties close to real large-scale
P2P overlay networks:

– Interval between epidemic contacts: 5 s;
– Length of neighbor lists: 30 peers;
– Network delay for message delivery: randomly

chosen between 100 and 1,000 ms;

In our tests, we compared the same job distrib-
ution algorithms as in our first evaluation:

1. Simple epidemic algorithm;
2. Regular multicast (chord-style model);
3. Hybrid algorithm.

4.2.2 Results

Figure 7 compares the multicast progress for epi-
demic algorithm and our hybrid method in a stable
overlay network with 100,000 nodes. To model the
dynamic nature of overlay networks, we simulated
the environment with 20% nodes joining and 20%
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nodes leaving the network during simulation. The
remaining peers were modeled as alive and con-
nected to the overlay network during the whole
run. This setting results in an overlay with ap-
prox. 80,000 participating live nodes at any time.

It can be observed that the epidemic job dis-
tribution (dashed line, ‘epidemic multicast’) is
substantially slower than our hybrid method (dot-
ted line, ‘regular+epidemic’). In an ideal network
without failures, the multicast could be completed
by regular distribution (the almost vertical initial
part of the dotted line). However, in the dynamic
network with node failures, the regular distrib-
ution algorithm is unable to reach all available
nodes. The vertical initial part of the dotted curve
does not reach the solid line (‘all nodes’) that

0

 100000

 200000

 300000

 400000

 500000

 600000

0 20000 40000 60000 80000 100000

# 
br

oa
dc

as
t m

es
sa

ge
s

network size

epidemic algorithm
regular+epidemic

Fig. 8 Multicast message complexity for dynamic networks



Fault-tolerant resource discovery in peer-to-peer Grids 331

corresponds to the total number of live nodes in
the network. The regular multicast still reaches
a substantial amount of the peers very fast; the
remaining peers are notified by epidemic com-
munication (the flatter part of the dotted curve).
In further experiments, similar behavior was ob-
served for a wide range of network sizes (from
10,000 to 100,000) and failure rates.

Figure 8 compares the multicast message com-
plexity (the number of multicast messages ex-
changed between peers in order to reach all
live nodes) for the stable overlay network with
the same failure rate. The chart summarizes
the results of multiple experiments with varying
network sizes (from 10,000 to 100,000). In all
experiments, the overall message complexity of
the hybrid method is 10–20% higher than a regu-
lar multicast in a scenario without failures. Again,
the message complexity of the hybrid method is
substantially lower than the complexity of epi-
demic distribution; the difference rapidly grows
with increasing network size.

4.3 Prediction Quality of Mathematical Model

In the third series of evaluations, we compared
the predictions of the mathematical model in
Section 3.4 with results from the simulation. Our
tests were focused on the quality of prediction for
the multicast spreading. We have systematically
simulated the most critical failure scenarios of the
dynamic behavior in P2P networks (a significant
amount of peers leaves the network within a short
period of time).

4.3.1 Simulation Scenario

In our evaluations, we simulated the network ar-
chitecture with following properties:

– Number of participating peers: N = 1, 024;
– Interval between epidemic contacts ICOM:

2,000 time units;
– Average network delay for message delivery:

100 time units.

To illustrate the behavior of multicast distrib-
ution in dynamically changing overlay networks,
the multicast was initiated in every model at mul-
tiple fixed time points. Each simulation run was

repeated 30 times with randomization factors: the
order of contacts between nodes, refreshing of
neighbor lists, failure points, etc. To analyze the
statistical significance of deviations between pre-
dicted and observed values, we also computed
95% confidence intervals for our series:

[

x̄−t
(
1− α

2
; k−1

)
· σ√

k
; x̄+t

(
1− α

2
; k−1

)
· σ√

k

]

(25)

where x̄ and σ are common estimators for the
mean and the standard deviation, and t(1 − α,

k − 1) is the (1 − α) quantile of the Student dis-
tribution (t-distribution) with (k − 1) degrees of
freedom. In our runs, α = 0, 05 and k = 30 were
used.

Section 4.3.2 summarizes our observations for
these series.

4.3.2 Results

Figures 9 and 10 show the multicast distribution
for the failure model where 30 or 50% of nodes
randomly leave the network within a short period
of time, but remain in the neighbor lists of other
nodes. Figure 11 shows the multicast in ‘ideal’
network without node failures.

It is notable that the predictive model cap-
tures the multicast behavior with high accuracy.
Moreover, in most cases the deviation of pre-
dicted results from the simulation is not statis-
tically significant. The regular multicast reaches
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most of the nodes in the middle of its distribution.
In practice, this means that the regular multicast
distribution can be terminated some steps earlier
without substantial loss of reached nodes. It can
be observed also that with a growing number of
unavailable nodes, the regular multicast reaches
significantly fewer nodes. The amount of nodes
that are reached in the hybrid method by the
epidemic distribution becomes higher.

Figure 12 compares the distribution speed of
the multicast predicted by our model and the
speed observed in the simulation. The measure
for distribution speed is the increment of the total
number of infected nodes in the network within
one time unit. It can be observed that the regular
multicast has, as expected, the highest distribu-
tion speed. The epidemic multicast is slower and
damps after a few periods ICOM. This observation
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Fig. 12 The distribution speed of multicast: failure sce-
nario for 30% nodes

can be used to construct speed-related multicast
termination thresholds.

4.4 Evaluation of Job Distribution

In the last series of evaluations, we concen-
trated on the prediction quality of job distribution
with the introduced theoretical model. The model
predictions for various application scenarios were
compared with results of multiple simulation runs
for the appropriate P2P behavior. We have sys-
tematically simulated the most critical failure sce-
narios of the dynamic behavior in P2P networks
(an significant amount of peers leaves the network
within a short period of time).

4.4.1 Simulation Scenario

In our evaluations, we simulated the network ar-
chitecture with following properties:

– Number of participating peers of the overlay
network: N = 1, 024

– Interval between epidemic contacts ICOM:
2,000 time units;

– Average network delay for message delivery:
100 time units

– Job size: J = 2, 560 tasks
– Average capacity of the node: A = 10 tasks

(i.e. the processing of the complete job re-
quires on average 256 nodes)

– Number of accepted jobs per node: 1 (i.e. busy
nodes do not accept further job requests)
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– Processing time of one task: 100,000 time units
(the processing time is substantially longer
than the expected time of job distribution)

To illustrate the behavior of the job distribution
in dynamically changing overlay networks, the
job distribution was considered for P2P overlay
networks with different load profiles X∗ and with
various node failure rates X. Each scenario was
simulated 30 times with randomization factors:
the order of contacts between nodes, refreshing
of neighbor lists, failure points, etc. To analyze
the statistical significance of deviations between
predicted and observed values, we also computed
95% confidence intervals for our runs.

Section 4.4.2 summarizes our observations for
these series. In each run, we captured the progress
of job distribution (the number of free nodes
that were allocated by the multicast distribution
algorithm for job processing) and compared these
values with results of our predictive model. Each
chart shows the average distribution progress
(solid line), the 95% confidence interval for simu-
lations (dotted lines), and the distribution behav-
ior predicted by our model (dashed line).

4.4.2 Results

In the first scenario, we considered the overlay
model without node failures. To simulate various
load profiles X∗, a variable number of equal-sized
jobs (0, 1, or 2) was initially distributed across
the network from randomly chosen starting points
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Fig. 13 Job distribution progress in the network without
node failures and no concurrent jobs
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Fig. 14 Job distribution progress in the network without
node failures and with two concurrent jobs

using the multicast distribution scheme. In the re-
sulting overlay network with a certain number of
busy nodes, we started the multicast distribution
of one (additional) job from a randomly chosen
node. Figures 13 and 14 illustrate the progress of
job distribution in networks with 0, and 2 concur-
rently running parallel jobs, respectively.

In the second scenario, we simulated the dy-
namic failure for 30 and 50% nodes of the overlay
network. The randomly chosen nodes have left the
network without notification within a short period
of time before job distribution, but still resided
in the neighbor lists of other nodes. Figures 15
and 16 illustrate the progress of job distribution
for this dynamic failure scenario and one concur-
rently running parallel job.
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Fig. 16 Job distribution progress in a network with 50%
node failures and one concurrent job

In the evaluations without node failures, the
complete job distribution is performed by non-
redundant regular multicast with very high dis-
tribution speed. With increasing number of busy
nodes, the multicast needs to be continued longer
in order to reach the sufficient fraction of free
nodes and to distribute the entire job. With
increasing number of failed nodes, the regular
multicast reaches significantly fewer nodes. The
amount of nodes that are reached by the epidemic
distribution becomes higher.

The results demonstrate the high accuracy of
the predictive model in comparison with the
distribution progress in the simulations. In all
shown scenarios, the deviation of predicted results
from observations made in the simulated environ-
ment is not statistically significant.

5 Conclusions

We have presented a novel hybrid approach for
resource discovery in P2P Grids – desktop Grids
using peer-to-peer technology. The approach is a
hybrid of epidemic information dissemination and
information propagation in a structured chord-
like overlay via spanning trees. Consequently,
the approach combines the advantages of failure-
tolerant epidemic algorithms and the efficiency of
multicasts on spanning trees. We have shown in
various evaluations that the approach is scalable

and highly fault-tolerant. Even in scenarios with
50% node failure, the combination of the two
methods is shown to be more efficient than the
methods alone. Furthermore, the approach scales
well with the network size as demonstrated in sim-
ulations of networks up to a size of 100,000 peers.

Moreover, we provided a mathematical model
for predicting the process of information propa-
gation in general and job distribution in particular
and verified in evaluations that the model is highly
accurate in predicting the processes: We demon-
strated the progress of job allocation for scenarios
with 0, 30 and 50% node failures and varying load.
For all scenarios there was no statistically signifi-
cant difference between prediction and simulation
results. Hence, the model has proven to be very
helpful in predicting the behavior of the proposed
hybrid method and is therefore suitable for ana-
lyzing the hybrid strategy and comparing it with
other strategies without the need for performing
extensive simulations.

There are several issues for future work. The
results enable a detailed comparison of the pro-
posed method with other multicast approaches for
peer-to-peer overlays as found in [4]. Moreover, a
detailed comparison of DHT based resource dis-
covery as realized in P-Grid and multicast-based
resource discovery in case of failure/highly dy-
namic peer-to-peer networks has to be conducted
in order to identify the strength of the different
approaches. Another important issue is the case
of malicious peers. We did not consider this in the
presented study. Finally, we are currently working
on a middleware integrating the hybrid approach
as a method for resource discovery in P2P Grids.
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Schopf, J.M., Wȩglarz, J. (eds.) Grid Resource Man-
agement, pp. 451–462. Kluwer, Boston, MA (2004)

http://www.distributed.net.
http://www.distributed.net.
http://folding.stanford.edu.
http://www.mersenne.org/prime.htm.
http://www.clip2.com/
http://www.clip2.com/
http://www.jxta.org/.
http://www.jxta.org/.

	Fault-tolerant Resource Discovery in Peer-to-peer Grids
	Abstract
	Introduction
	Peer-to-peer Grids
	Desktop Grids
	Peer-to-peer Overlay Networks
	Towards P2P Grids
	Current Research on P2P Grids

	A New Approach for Resource Discovery in P2P Grids
	Overlay Structure
	Multicast for Resource Discovery
	Job Distribution
	Mathematical Model
	Model of the Regular Multicast
	Model of the Epidemic Multicast
	The Hybrid Notification Model


	Evaluation
	Fault-tolerance of Multicast
	Simulation Scenario
	Results

	Multicast Scalability
	Simulation Scenario
	Results

	Prediction Quality of Mathematical Model
	Simulation Scenario
	Results

	Evaluation of Job Distribution
	Simulation Scenario
	Results


	Conclusions
	References




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for journal articles and eBooks for online presentation. Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


