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Abstract Pumpkin seeds are frequently consumed

as confection worldwide because of their adequate

amount of protein, fat, carbohydrate, and mineral

contents. This study was carried out on the two most

important and quality types of pumpkin seeds, ‘‘Ürgüp

Sivrisi’’ and ‘‘Çerçevelik’’, generally grown in Ürgüp

and Karacaören regions in Turkey. However, mor-

phological measurements of 2500 pumpkin seeds of

both varieties were made possible by using the gray

and binary forms of threshold techniques. Considering

morphological features, all the data were modeled

with five different machine learning methods: Logistic

Regression (LR), Multilayer Perceptrons (MLP),

Support Vector Machine (SVM) and Random Forest

(RF), and k-Nearest Neighbor (k-NN), which further

determined the most successful method for classifying

pumpkin seed varieties. However, the performances of

the models were determined with the help of the 10 k-

fold cross-validation method. The accuracy rates of

the classifiers were obtained as LR 87.92 percent,

MLP 88.52 percent, SVM 88.64 percent, RF 87.56

percent, and k-NN 87.64 percent.

Keywords Pumpkin seed � Logistic regression �
Multilayer peceptrons � Random forest �
Classification � Support vector machine � Thresholding

Introduction

The pumpkin plant belongs to the Cucurbitaceae

family and has seasonal varieties (Düzeltir 2004).

Confectionery pumpkins, grown in Turkey, are usu-

ally produced from the pumpkin species, Cucurbita

pepo L and sometimes from the Cucurbita moschata

Duchesne type pumpkins (Yanmaz and Düzeltir

2003). Pumpkin seeds are considered as important

for human health because it contains 37 percent of

carbohydrate, 35 percent to 40 percent of fat and

protein along with calcium, potassium, phosphorus,

magnesium, iron, and zinc (Peričin et al. 2008).

Pumpkins are divided into many types, and one of

these species is known as ‘‘Ürgüp Sivrisi’’ (Hatun

Tırnağı) (Seymen et al. 2019). Ürgüp Sivrisi is a type

of pumpkin seed that has a long, white, very bright,

thin, and hardly distinguishable shell with a pointed tip

(Yavuz et al. 2015; Aktaş et al. 2018; Seymen et al.
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2019). One of the other types of pumpkin seeds is

‘‘Çerçevelik’’ (Seymen et al. 2019). It is a particular

species grown in Turkey, Nevsehir, Karacaören, and

known as ‘‘Topak’’ in Turkey.

With the development of technology, machine

learning methods had been started to be used in the

agricultural sector as well as other sectors in the world.

Many studies had been done on the subject, where

attributes, such as size, shape, texture, length, and

color of 40 different wheat grains were extracted using

the Dense Scale Invariant Feature Transform (DSIFT)

algorithm (Olgun et al. 2016). A total of 6400 different

images were used by the processing of 160 different

images for each of the 40 different varieties. Of those

6400 images, 10 percent was determined as the test set.

The success of the DSIFT algorithm for SVM was

evaluated. Additionally, the accuracy rate was mea-

sured as 88.33 percent for the SVM classification. 5

different types of maize grain (BAINUO 6, NONGDA

86, NONGDA 108, GAOYOU 115, and NONGDA

4967) were examined by Chen et al. (2010). At the first

step, they separated maize grains into three types,

white, yellow, and mixed maize, with the help of

Mahalanobis distance analysis. Later, they extracted a

total of 58 different features from different varieties of

the same type of maize, and out of them, 17 were

responsible for geometry, 13 for shape, and 28 for

color features. These models were known as Back-

Propagation Neural Network (BPNN) algorithm and

examined. At the end of the study on maize species,

BAINUO 6, NONGDA 86, NONGDA 108,

GAOYOU 115, and NONGDA 4967 were found with

the classification accuracies of 100 percent, 94

percent, 92 percent, 88 percent, and 100 percent,

respectively. Dheer et al. (2019) used 100 different

datasets for seven different wheat varieties and

classified their wheat grains with the help of k-NN,

LDA, LR, and Navie Bayes (NB) machine learning

methods. Then, the accuracy rates were determined by

cross-validation with k = 10 for evaluation. The

accuracy rates after cross-validation were observed

as 97.32 percent for LR, 98.57 percent for LDA, 99.38

percent for k-NN, and 98.78 percent for NB. The

observed precision and recall accuracy values of the

k-NN model for the training dataset were determined

to be 99 percent and 100 percent, respectively. As per

the observations, the k-NN algorithm showed higher

accuracy than other classification methods. Huang

et al. (2016) obtained images of maize grains with the

help of the hyperspectral imaging method during their

three years of study using four different corn varieties.

Then the areas that were found to be hyperspectral

significant in the images were determined with the

help of the threshold method. They made classification

with SVM using determined areas. At the end of the

study, the average accuracy of the model was found to

be 94.4 percent. Guevara et al. (2011) used 10

different wheat and 10 different barley images for

their research on the classification of wheat and barley

grains using LDA and k-NN algorithms. All the

images had been tested in three different ways by

grouping them only according to the morphological,

color, and pattern features. However, the highest

accuracy rate was achieved for color and pattern

properties. Demir (2017) determined six different

characteristics of the three types of pumpkin seeds by

using BPNN and RBNN (Radial Basis Neural Net-

work) structures. According to the error metric of root

mean squared error (RMSE), the error rate of BPNN

was found to be 0.6875, whereas the error rate of

RBNN was observed to be 0.0025. As per the study, it

was concluded that the BPNN method in the classi-

fication of pumpkin seeds was insufficient in predict-

ing the morphological characteristics of the seeds. In

this context, it was also inferred that in order to fulfill

the research purpose, the RBNN classifier should be

used. Additionally, it was also stated in the study that

the RBNN classifier produced significant results faster

than the BPNN classifier. Jamuna et al. (2010) used

NB, J48 (C4.5), and MLP machine learning

approaches to classify the quality of seeds belonging

to 24 different cotton varieties, which were collected

in different growth periods. In order to evaluate the

accuracy, the model was cross-validated tenfold. The

accuracy of the MLP and J48 (C4.5) model was found

to be 98.78 percent, whereas the accuracy of NB was

observed as 94.22 percent. However, it was deter-

mined that the processing time of MLP took longer

than J48, and for this reason, J48 was considered as the

most suitable model. Punn and Bhalla (2013) identi-

fied five different morphological features with the help

of two-dimensional images of wheat grains and

modeled those features using SVM and MLP methods.

The accuracy rates of these models were determined as

86.8 percent according to the SVM method and 94.5

percent according to the MLP method. As a result, it

was found that the model created with MLP was more

efficient with the data used in this study. Machine
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learning methods used in most of the classification

studies with agricultural products were algorithms,

such as SVM, MLP, and k-NN.

In this research, some features of the two pumpkin

seed varieties, ‘‘Ürgüp Sivrisi’’ and ‘‘Çerçevelik’’,

which had never been studied before, were trans-

formed into measurable forms using gray form and

binary form threshold methods and modeled with the

five different machine learning methods. This research

was aimed to pioneer new studies, which would be

made using these models.

Materials and methods

Pumpkin seed photographs used in the study were

obtained by a specially prepared mechanism because

the quality of the images was important for this

research. The images obtained were first converted to

a gray tone and then to binary images, followed by the

removal of noise and application of the feature

removal option. At the next step, morphological

feature extraction processes were applied to those

images. However, the methods used for the classifi-

cation of pumpkin seeds had been shown in Fig. 1.

During the modeling phase, the pumpkin seed classi-

fication process was carried out using five machine

learning techniques. Moreover, the performances of

those models, which were used at the last step, were

evaluated by the cross-validation method.

Image acquisition

In order to obtain quality pumpkin seed images used in

the study, a product shooting box was designed as in

Fig. 2. The camera, used to take images from the

product shooting box, was fixedly placed on the box

with a lighting mechanism. The box was designed in

such a way so that it could not receive any light from

the outside to prevent shadows that might cause

damage to the obtained images. The ground color of

the box had been chosen as black in order to process

the image easily, and the image acquisition setup had

been prepared specially for this study.

In this research, 2,500 pumpkin seeds were used,

including 1200 Ürgüp Sivrisi and 1300 Çerçevelik

types. In Fig. 3a and b, examples of the core types had

been provided. As seen in the examples, it was very

difficult to distinguish those varieties from one another

with the help of naked eyes.

Image processing

Image processing was known as the processing of data

collected in the form of images by any image

capturing device (Eldem et al. 2017; Pandey et al.

2013). Image processing techniques were generally

used to obtain meaningful information from the

captured images. The reason for using the image

processing technique in this study was to extract

morphological characteristics of the seeds belonging

to each class from the captured pumpkin seed images.

Fig. 1 Steps followed for the classification of pumpkin seeds Fig. 2 The image acquisition scheme
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These features were discussed in detail in the next

section. Taking those features from the clean images

played an important role in the classification of those

seeds, and MATLAB 18 software was used for the

processing of those images. The core photos were first

converted to gray level and then to binary forms as in

Fig. 4. Threshold levels were determined by the Otsu

method (Otsu 1979). Finally, in this way, it was

prepared for image analysis and extraction of mor-

phological features.

Morphological features

Twelve morphological features had been extracted for

each of the pumpkin seeds, which were transported by

image processing. Morphological feature extraction

was a wide variety of image processing calculations

that processed images depending on the shapes of the

features observed on the image. At this step, each pixel

in the image was calculated by considering the values

of the other pixels around it.

Considering the sample, which was placed on a

two-dimensional plane as in Fig. 5, the extracted

features could be highly dependent on the same plane.

Therefore, the qualities of the inferred features were

considered as determinants in making decisions on the

machine learning methods.

Descriptions of the features and characteristics that

had been considered as the reference of the two types

of pumpkin seeds had been given in Table 1.

The density distribution charts of the two different

types of pumpkin seeds, Ürgüp Sivrisi and Çerçevelik,

according to the densities of the morphological

features, are illustrated in Table 1 and Fig. 6. For the

Fig. 3 Core type of pumpkin seed varieties

Fig. 4 Steps of image processing
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classification of two species according to this distri-

bution, the five morphological features with the least

intersection set were observed as Compactness,

Aspect Ratio, Eccentricity, Roundness, and Major

Axis Length.

The densities of the results obtained from the

morphological features of the Çerçevelik and Ürgüp

Sivrisi pumpkin seed varieties were given in Fig. 6 as

it could be seen that when the graphs of each feature

were examined, the area of the Çerçevelik pumpkin

seed was between 6976 and 8628 pixels, the area of the

Ürgüp Sivrisi pumpkin seed was between 7248 and

9381 pixels provided that the area of the Çerçevelik

class also included the density areas measured in pixel

range (Fig. 6a). When looking at the graph of the

perimeter feature, it could be concluded that Çerçeve-

lik pumpkin seeds were shorter and wider than the

Ürgüp Sivrisi pumpkin seeds (Fig. 6b).

Looking at the major axis length feature, it was

possible to understand that the Çerçevelik pumpkin

seeds could go up to 451 pixels and watch around,

while, on the other hand, Ürgüp Sivrisi pumpkin seeds

could go up to 526 pixels, but the general distribution

was not around (Fig. 6c). In the case of minor axis

length, this situation was exactly the opposite because

this property of the Ürgüp Sivrisi pumpkin seeds

ranged between 199 and 231 pixels and of the

Çerçevelik pumpkin seeds ranged between 219 and

247 pixels (Fig. 6d). It was possible to say that the

Ürgüp Sivrisi pumpkin seeds had a long and thin

structure, although the areas varied, the seeds had a

slightly larger area as compared to the Çerçevelik

pumpkin seeds.

The Çerçevelik pumpkin seeds were concentrated

around 7842 pixels by considering the convex area

values (Fig. 6e). It could be seen that the Ürgüp Sivrisi

pumpkin seeds were in similar intervals, which were

Fig. 5 The sampling of pumpkin seeds on a 2-D plane

Table 1 The most effective morphological features and explanations used in feature extraction

No Name Explanation

1 Area (A) It gave the number of pixels within the borders of a pumpkin seed

2 Perimeter (p) It gave the circumference in pixels of a pumpkin seed

3 Major Axis Length

(Maj.AL)

It gave the circumference in pixels of a pumpkin seed

4 Minor Axis Length

(Min.AL)

It gave the small axis distance of a pumpkin seed

5 Eccentricity (e) It gave the eccentricity of a pumpkin seed

6 Convex Area (CA) It gave the number of pixels of the smallest convex shell at the region formed by the pumpkin seed

7 Extent (E) It returned the ratio of a pumpkin seed area to the bounding box pixels

8 Equiv Diameter (ED) It was formed by multiplying the area of the pumpkin seed by four and dividing by the number pi, and

taking the square root

9 Compactness (C) It proportioned the area of the pumpkin seed relative to the area of the circle with the same

circumference

10 Solidity (s) It considered the convex and convex condition of the pumpkin seeds

11 Roundness (r) It measured the ovality of pumpkin seeds without considering its distortion of the edges

12 Aspect Ratio (AR) It gave the aspect ratio of the pumpkin seeds
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Fig. 6 Density graphs of the (a) morphological features-1 (b) morphological features-2
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Fig. 6 continued
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indistinguishable from the Çerçevelik seeds. The

equivalent diameter property also showed similar

results with the convex area property, which was

predicted because the convex area property had a 100

percent positive correlation with the equivalent diam-

eter property (Fig. 6f).

The small intersection in the density values of both

the Çerçevelik and Ürgüp Sivrisi pumpkin seeds could

be seen in Fig. 6. The eccentricity feature was noticed

as a feature that created the highest classification

difference among all other features. It was observed

that the values for Çerçevelik class were concentrated

around 0.810–0.855 pixels, and on the other hand, for

Ürgüp Sivrisi class, this value was between 0.879 and

0.912 (Fig. 6g). The intersection clusters for both the

classes were between 0.830 and 0.893, and not very

dense. However, the solidity feature controlled both

the concave and convex conditions. Overlapping of

the density values of solidity property for all the

classes under research in the graph occurred due to this

situation (Fig. 6h).

The extent feature expressed the values of the red

and green squares in Fig. 9. These squares were the

boxes themselves, which were called the bounding

boxes, drawn on the edges of the beans. While the

density value of a box was sparse and not fully evident

for Ürgüp Sivrisi pumpkin seeds, it was in the range

between 0.680 and 0.739 in Çerçevelik class pumpkin

seeds (Fig. 6i). The determinant ratio of the roundness

feature varied in the range of between 0.723 and 0.783

for the Ürgüp Sivrisi pumpkin seeds and between

0.803 and –0.852 for Çerçevelik pumpkin seeds

(Fig. 6j). The roundness feature was seen as the

feature with a high classification capacity similar to

eccentricity.

The aspect ratio showed the ratio of the width and

length of the pumpkin seeds. The density value for

Ürgüp Sivrisi was between 2.099 and 2.444, and for

Çerçevelik type pumpkin seeds, it was between 1.7082

and 1.9323 (Fig. 6k). According to the aspect ratio

feature, the Çerçevelik pumpkin seeds were remark-

able for being shorter and thicker than the Ürgüp

Sivrisi type of pumpkin seeds. The compactness

property of the Ürgüp Sivrisi variety was concentrated

between the values of 0.637 and 0.688, whereas it was

between 0.717 and 0.763 for the Çerçevelik pumpkin

variety of seeds (Fig. 6l).

Pumpkin seeds dataset

The rate of annual pumpkin production in the world

was between 13 and 15.5 million tons, while the rate of

annual pumpkin production in Turkey was about 365

thousand tons (Kayak et al., 2018). However, all the

pumpkin varieties, which were produced in Turkey,

included both the confectionary pumpkin varieties.

Pumpkin seeds produced for confectionary purposes

were grown in Cappadocia as well as in Ürgüp regions

in Nevşehir and Tekirdağ along with the Kırklareli

regions in Thrace (Yegul, 2012). In the dataset, two

different types of commercial pumpkin seeds from

Ürgüp and Karacaören regions of Nevşehir, known as

Ürgüp Sivrisi and Çerçevelik, respectively, were used.

Çerçevelik and Ürgüp sivrisi are the two most

commonly grown pumpkin seeds in our country.

Other cultivars grown are subgroups of these two

varieties. The classification of these two types of

pumpkin seeds is very important, especially for the

seed sector. The distributions of these pumpkin seeds

in the dataset had been given in Table 2.

The average, standard deviation, maximum, and

minimum statistical values of the two types of

pumpkin seeds were mentioned in Table 3. A general

inference could be made about pumpkin seeds from

the table.

Performance measures

Machine learning provided models for the solution to

many problems. The success of the model presented

on the classifiers was achieved with the use of some

performance measures. The success of the algorithm

was measured rather than the success of the model by

these performance measures. It showed both the

estimated and actual classification values, assuming

that the values of a confusion matrix of size n 9 n

associated with a classifier, was the number of classes

Table 2 Distribution of Ürgüp Sivrisi and Çerçevelik type

pumpkin seeds in the dataset

Ad Piece

Çerçevelik 1300

Ürgüp Sivrisi 1200

Total 2500
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(Townsend 1971). The performance set, used to

evaluate the success of the classification models, was

called a confusion matrix (Bulut 2016). The structure

of the confusion matrix, which was used in the

classification of pumpkin seeds in this study, had been

mentioned in Table 4.

There are four parameters in the confusion matrix,

as seen in Table 4.

These are defined as;

Tp: Çerçevelik was estimated, and the result

obtained was Çerçevelik,

Fp: Ürgüp Sivrisi was estimated and the result

obtained was Çerçevelik,

Fn: Çerçevelik was predicted, and the result

obtained was Ürgüp Sivrisi,

Tn: Ürgüp Sivrisi was estimated and the result

obtained was Ürgüp Sivrisi.

Performance criteria for the classification methods

used in this study were given in Table 5, together with

their formulas and evaluation conditions. The success

of the classification was determined by looking at

these criteria (Hossin and Sulaiman 2015).

Cross-validation

In the early 1930s (Larson 1931), the best way to

evaluate the performance of the statistical relationship

between the same data was stated as the testing of the

output on new data, and the Cross-Validation method

was developed upon this explanation (Arlot and

Celisse 2010). In order to create the right model using

machine learning methods, training would be done and

tested. For this reason, the whole dataset was divided

into two, the training set and the test set. It was

expected that the data in the training set would realize

the learning, whereas the data in the test set would

determine the performance of the model against those

data that it has never seen. However, the distribution of

the dataset also affected the performance of all

learning. Therefore, as in the cross-validation method

given in Fig. 7, the dataset was divided into k parts,

and the k-1 part was used as train data. This process

was repeated k times, and the average of the accuracy

value found in each iteration was accepted as the

performance of cross-validation (Shao 1993). In this

study, the tenfold validation method was used.

Development of models

The most important feature of machine learning

methods was model creation as different methods

used at the time of creating models considered the

Table 3 The statistical

distribution of Ürgüp Sivrisi

and Çerçevelik pumpkin

seed varieties

No Features Min Mean Max Std. Dev

1 Area (A) 47,939.0 80,658.220 136,574.0 13,664.510

2 Perimeter (p) 868.485 1,130.279 1,559.45 109.256

3 Major axis length (Maj.AL) 320.844 456.601 661.911 56.235

4 Minor axis length (Min.AL) 152.171 225.794 305.818 23.297

5 Eccentricity (e) 0.492 0.860 0.948 0.045

6 Convex area (CA) 48,366.0 81,508.084 138,384.0 13,764.092

7 Extent (E) 0.467 0.693 0.829 0.060

8 Equiv. diameter (ED) 247.058 319.334 417.002 26.891

9 Solidity (s) 0.918 0.989 0.994 0.003

10 Aspect ratio (AR) 1.148 2.041 3.144 0.315

11 Roundness (r) 0.554 0.791 0.939 0.055

12 Compactness (C) 0.560 0.704 0.904 0.053

Table 4 The confusion matrix used in the classification of

pumpkin seed grains

Confusion matrix Predicted

Cercevelik Urgup Sivrisi

Actual Cercevelik tp fp

Urgup sivrisi fn tn
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characteristics of the dataset and the nature of the

problem. These methods included classification, clus-

tering, and regression. Moreover, the dataset used in

this study contained numerical input variables and two

classes of target variables. Due to these features of the

dataset, it was deemed to be appropriate to use

classification methods in the study. Classification

algorithms trained the model by looking at the patterns

of the data in the training set. In this way, it classified

the data (test data) so that it could not be seen before in

a highly accurate manner.

In this study, pumpkin seed kernels were modeled

using LR, MLP, SVM, RF, and k-NN classifiers with

the help of Python 3 programming language. They are

machine learning methods that are frequently used in

classification problems. In addition to these methods,

other machine learning methods have also been tried

and the methods used in the study have obtained more

significant classification results than others.

Logistic regression (LR)

The reason for using logistic regression analysis was

to establish a model that could define the fitness

between dependent variables and independent vari-

ables with the least number of variables (Cruyff 2016).

A regression curve was drawn to understand which

individual belonged to which population (Kalantar

2018). The curve was calculated by Eq. 1. In this

study, the Newton method was used for the optimiza-

tion during classification with the help of LR.

U zð Þ ¼ 1

e�z
ð1Þ

Multilayer perceptron (MLP)

Multi-layered perceptions were formed by many

parallel artificial neurons that had non-linear activa-

tion functions, which were called MLP (Şen 2004). As

seen in Fig. 8, the architecture used for MLP consisted

Table 5 Performance criteria, formula, and evaluation condition table

No Performance

Measure

Formula Evaluation

1 Accuracy tpþtn
tpþfpþtnþfn � 100 The ratio of correct estimates to the total is the number of samples evaluated

2 Precision tp
tpþfp � 100 It is used to measure the positive patterns that are correctly predicted from the total

predictive forms in a positive class

3 Recall tp
tpþfn � 100 Used to measure the proportion of correctly classified positive patterns

4 Specificity tn
tnþfp � 100 It is used to measure the proportion of true negatives that have been correctly identified

5 F1-score 2tp
2tpþfpþfn � 100 Represents the harmonic mean between Recall and Precision values

Fig. 7 Cross-validation
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of twelve inputs, two outputs, and one hidden layer.

There were 10 neurons in parallel throughout the

hidden layer. The iteration number was determined as

2500.

Support vector machine (SVM)

Support vector machines predicted a suitable hyper-

plane function to statistically separate two classes on

the multidimensional plane (Kavzoğlu and Çölkesen

2010). In this study, the sigmoid hyperplane function

was determined, and the gamma value was accepted as

‘‘1/feature number’’.

Random forest (RF)

The random forest classifier classified many random

samples, which were sampled independently of the

input vector by considering the combination of

predictors that received the highest vote from all the

tree estimators (Pal 2005). The number of trees in the

forest, which was used in the study, was determined to

be 100. However, information acquisition was calcu-

lated according to the entropy.

K Nearest neighbor (k-NN)

The k-NN or k-nearest neighbor algorithm determined

the nearest k points in the same space with each data in

the training set, usually by considering the Euclidean

distance. The test data entering the model was

included in the same class as the lowest one according

Fig. 8 The MLP classifier architecture used in the study

Fig. 9 The model performance visualization program

Table 6 Confusion matrix values of classifiers

Algorithms Confusion Matrix

LR 1184 116

186 1014

MLP 1200 100

187 1013

SVM 1206 94

190 1010

RF 1185 115

196 1004

k-NN 1179 121

188 1012

Table 7 Performance measurement results of the models

Measure LR MLP SVM RF k-NN

Accuracy 87.92 88.52 88.64 87.56 87.64

Precision 91.08 92.31 92.77 91.15 90.69

Recall 86.42 86.51 86.39 85.80 86.25

Specificity 89.73 91.02 91.49 89.72 89.32

F1-Score 88.69 89.32 89.47 88.40 88.41
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to the Euclidean distance values (Mahdavinejad et al.

2018). In this study, the k value was considered as five.

Results

The purposes of trade often bred two types of pumpkin

seeds in Turkey, which had been studied on a total of

2500 samples. In this study, 12 different morpholog-

ical features were identified from the images of

pumpkin seeds taken in two dimensions. These

properties were calculated assuming that each of the

nuclei was on a linear plane. The program visual, in

which the performances of the models were con-

trolled, had been shown in Fig. 9.

The evaluation results extracted from the confusion

matrix of Table 6 had been represented in Table 7. As

it could be seen in Table 7 that there were accuracy

rates higher than 85 percent in the success of the

models made. The accuracy value of the SVM model

was found to be 88.64 percent, which proved this

model as the most accurate one. Considering the

precision value, the success rate was 92.77 percent in

the case of the SVM model, whereas 92.31 percent in

the case of the MLP model. According to this

evaluation, the SVM model gave more accurate

results than the MLP model. As per the Recall

evaluation, the rate of correctly defined positive

patterns was found to be 86.51 percent in the MLP

model, which was higher than that of the SVM.

However, concerning the specificity and F1-score

evaluations, the results showed that the SVM model

was more efficient than other models.

All the performances of the models could be

understood by observing the graph in Fig. 10. Accord-

ing to this graph, the models achieved more than 85

percent of success in all the performance values.

Results and discussion

One of the biggest problems of the seed sector is not to

remove foreign materials in the seed, but to distinguish

different varieties belonging to the same species from

the seed. There is no method or machine that can

distinguish this. With the machine learning method we

use, it will be possible to recognize the varieties and to

distinguish the different varieties mixed in the seed

Fig. 10 Performance chart of the models for two types of pumpkin seeds
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with the machines to be developed. In this way, the

recognition of pumpkin seed varieties will be done

quickly and accurately by machine learning methods.

The research results were expected to contribute to

the quality production of commercial products, such as

Çerçevelik and Ürgüp Sivrisi pumpkin seeds used in

the study. In this study, 12 morphological features of

pumpkin seeds were identified. The identified features

were tested using five different machine learning

approaches (LR, MLP, SVM, RF, and k-NN) for the

two different pumpkin seed classes (Ürgüp Sivrisi and

Çerçevelik). The accuracy rates obtained from the

models were 87.92 percent, 88.52 percent, 88.64

percent, 87.56 percent, and 87.64 percent,

respectively.

Conditional learning was aimed at the investigation

on the contribution of 12 morphological features,

which had been extracted during the continuation of

the study to the model training. However, as per the

literature review, the addition of morphological fea-

tures to the independent ones, such as texture, color,

and expert opinion, would ensure the better success of

the model. At the same time, this study was aimed to

be a source of inspiration, especially for the other

exported food and textile products. Quality measure-

ments have been performed with expert opinion for

further future. It was predicted that with the introduc-

tion of Industry 5.0 into daily lives, the automation of

the unmanned factories, whose classifications were

dependent on the quality of products, would be

increased.

In recent years, the applications of machine learn-

ing methods in the field of genetic resources and crop

evolution have become increasingly common, bring-

ing solutions to problems in this field and providing an

alternative to the methods and techniques used to this

day.

The results of the morphological features and

technologies related to artificial intelligence, which

were used in the study, would be important resources

for the development of smart machines for factories.

By using these methods with seed data other than

pumpkin seeds, seeds can be analyzed. In this way, it

will be possible to identify other seed varieties and be

used in the solution of yield, disease and species

prediction problems.
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Identification of drought-tolerant pumpkin (Cucurbita
pepo L.) genotypes associated with certain fruit charac-

teristics, seed yield, and quality. Agric Water Manag

221:150–159

Shao J (1993) Linear model selection by cross-validation. J Am

Stat Assoc 88:486–494. https://doi.org/10.1080/01621459.

1993.10476299

Townsend JT (1971) Theoretical analysis of an alphabetic

confusion matrix. Percept Psychophys 9:40–50. https://doi.

org/10.3758/BF03213026
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