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Abstract Strapdown airborne gravimetry relies on the combination of an inertial mea-

suring unit (IMU) and a global navigation satellite system (GNSS) to measure the Earth’s

gravity field. Early results with navigation-grade IMUs showed similar accuracies to those

obtained with scalar gravimetric systems in the down component. This paper investigates

the accuracy of three IMUs used for strapdown airborne gravimetry under the same flight

conditions. The three systems considered were navigation-grade IMUs, iXSea AIRINS and

iMAR iNAV-FMS, and a tactical-grade Litton LN-200. The data were collected in 2010

over the Island of Madeira, Portugal, in the scope of GEOid over MADeira campaign. The

coordinates and orientation of the aircraft were computed using an extended Kalman filter

based on the inertial navigation approach. GNSS position and velocity observations were

used to update the filter, and the gravity disturbance was considered to be a stochastic

process and was part of the state vector. A new crossover point-based serial tuning was

introduced to deal with the uncertainty of choosing the filter’s a priori information. The

results show that with the iXSea accuracies of 2.1 and 1.6 mGal can be obtained for 1.7

and 5.0 km of spatial resolution (half-wavelength), respectively. iMAR’s results were

significantly affected by a nonlinear drift, which led to lower accuracies of 4.1–5.5 mGal.

Remarkably, Litton showed very consistent results and achieved an accuracy of about

4.5 mGal at 5 km of spatial resolution (half-wavelength).
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1 Introduction

Scalar gravimeters have been widely used for airborne gravimetry surveys and have been

shown to provide accuracies better than 2 mGal for spatial resolutions down to 2 km (half-

wavelength) (Bruton 2000; Forsberg and Olesen 2010; Li 2013). However, besides being

expensive, these systems are not easy to install in a small aircraft due to their large

dimensions. Furthermore, their operation is not straightforward, see Li (2007) for some

detailed discussion. Combining a global navigation satellite system (GNSS) with a

strapdown inertial measurement unit (IMU) can serve as an alternative or even as a

complement to traditional spring gravimeters (Glennie et al. 2000). Strapdown airborne

gravimetry typically requires high-quality navigation-grade inertial sensors, although it has

been shown that tactical-grade inertial sensors are also able to observe the vertical com-

ponent of the gravity vector (Bastos et al. 2002; Deurloo 2011). Navigation grade com-

prises inertial systems with a bias stability of 0.0001–0.1�/h for the gyros and 1–1000 lg

for the accelerometers, while tactical grade includes inertial systems with a bias stability of

0.1–10,000�/h for the gyros and 50–10,000 lg for the accelerometers (Jekeli 2001). Early

results with navigation-grade IMUs showed that accuracies obtained for these systems are

similar to those of spring gravimeters (Bruton 2000; Deurloo 2011; Glennie et al. 2000;

Kwon and Jekeli 2001).

The first airborne gravimetry flight test using a (navigation grade) IMU was carried out

over the Rocky Mountains in 1995 by researchers at the University of Calgary (Wei and

Schwarz 1998). This test showed the ability of the IMU to retrieve the vertical component

of the gravity vector (i.e., scalar gravimetry) with an accuracy ranging between 2 and

3 mGal and 5 km spatial resolution (half-wavelength). Following this remarkable devel-

opment, Bruton (2000) has further improved the extraction of the gravity signal from the

IMU data, yielding accuracies of 2.5 and 1.5 mGal for spatial resolutions of 1.4 and 2 km

(half-wavelength), respectively. Kwon and Jekeli (2001) from the Ohio State University

proposed a method for retrieving the three components of the gravity vector (i.e., vector

gravimetry). Using the dataset from the Rocky Mountains 1995 flight test, they reached

accuracies of 6 and 3–4 mGal for the horizontal and vertical components, respectively.

Around the same period, the Astronomical Observatory of the University of Porto (AOUP)

started developing an airborne gravimetry system based on a low-cost tactical-grade IMU,

a Litton LN-200. Bastos et al. (2002) presented the first results of the system using data

acquired in the region of Azores in the scope of the Airborne Geoid Mapping System for

Coastal Oceanography (AGMASCO) project (Forsberg et al. 1997). The vertical compo-

nent of the gravity vector was estimated with an accuracy of 5–10 mGal for a spatial

resolution of 10 km (Tomé 2002).

More than a decade after the initial developments, there have not been significant

improvements, with the methods developed by Bruton (2000) and Kwon and Jekeli (2001)

being still the most used for scalar and vector gravimetry, respectively. For example,

Senobari (2010) presents similar accuracies to those mentioned by Kwon and Jekeli

(2001). In addition, Li (2011) estimated the vertical component of gravity with

0.5–3.2 mGal of accuracy for a spatial resolution of 17 km. Moreover, Gerlach et al.

(2010) retrieved gravity disturbance estimates with 3 mGal for a spatial resolution of 2 km,

and Huang et al. (2012) showed that their system was able to retrieve scalar gravity

estimates with an accuracy better than 2 mGal for a spatial resolution of 6 km.

Regarding the AOUP low-cost system, Deurloo (2011) modified the inertial sensor error

model and the system’s configuration and thus improved the initial results to 8 mGal at
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3 km of spatial resolution. Following his approach and introducing a crossover point-based

serial tuning, this work aims to evaluate and compare the performance of three IMUs (two

navigation and one tactical grade) for scalar airborne gravimetry. Data collected during a

two-day airborne campaign were used to assess the performance of the different inertial

systems. Due to the characteristics of the campaign flights, the results are analyzed with

four different methods: assessment of the internal accuracy of each IMU by comparing two

overlapping flight lines; evaluation of the system’s repeatability at crossover points; using

the higher quality IMU as a reference to evaluate the performance of the other two; and

comparison of each system with an upward continued reference.

2 Strapdown Airborne Gravimetry

According to Newton’s second law of motion, the gravity field of the Earth can be ex-

pressed with respect to a local-level reference frame (l-frame) as (Jekeli 2001):

dgl ¼ _vl
e � Cl

bab þ 2Xl
ie þXl

el

� �
vl

e � cl ð1Þ

where the superscript l denotes the use of the aforementioned local frame and the sub-

scripts e, b, and i denote an Earth-fixed frame (e-frame), body frame (b-frame), and inertial

frame (i-frame), respectively; dgl is the gravity disturbance vector; cl is the normal gravity

vector; ab is the specific force acting on the vehicle; _vl
e and vl

e are the vehicle’s (kinematic)

acceleration and velocity, respectively (both given with respect to the e-frame, but oriented

along the l-frame); Cl
b is the direct cosine matrix (DCM) which transforms a vector from

the b-frame to the l-frame; and Xl
ie and Xl

el are the skew-symmetric matrix form of,

respectively, the Earth-rate rotation vector and the rotation vector as a result of the ve-

hicle’s motion over the Earth’s surface.

When considering scalar gravimetry, only the vertical component of Eq. (1) is required

(Glennie and Schwarz 1999; Wei and Schwarz 1998):

dg ¼ _vd � ad þ 2xe cosuþ ve

N þ h

� �
ve þ

v2
n

M þ h
� cd ð2Þ

where _vd is the vehicle’s kinematic acceleration in the down direction; ad is the down

component of the specific force; xe is the Earth’s rotation rate; u is the latitude; h is the

height above the reference ellipsoid; ve and vn are the east and north components of the

vehicle’s velocity; N and M are the radii of curvature in meridian and prime vertical; and cd

is the down component of the normal gravity.

There are essentially two methods for determining the gravity disturbance with an IMU.

The first one is the so-called accelerometry approach, typically employed by the University

of Calgary group in the early 2000s (Bruton 2000; Glennie and Schwarz 1999). This

approach starts by combining the IMU and differential GNSS (DGNSS) data using an

extended Kalman filter (EKF), where the sensors’ errors are estimated as part of the state

vector and used for correcting the IMU raw measurements. Then, the gravity disturbance is

obtained by taking the difference between the DGNSS-derived acceleration and the cor-

rected IMU specific force as in Eq. (2). Finally, the results are low-pass-filtered.

The second one is the so-called inertial navigation approach, where the gravity dis-

turbance is determined from the navigation solution, either by extracting it from the

acceleration residuals (Kwon and Jekeli 2001; Li 2011) or by stochastically modeling it as
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an additional system state (Bastos et al. 2002; Deurloo 2011; Tomé 2002). The latter

method is considered in this work, with dg being modeled as a stochastic process.

In the navigation approach, the EKF is the core of the estimation process. The EKF has

a predictor–corrector structure which can thus be divided in two distinct steps: propagation

and update. For the propagation step, the system model (i.e., the inertial navigation

equations) is fed by the accelerometer and gyro measurements and integrated over time to

predict the navigation solution (position, velocity, and attitude).

The full set of inertial navigation equations are written in the l-frame:

_rl
e ¼ D�1vl

e ð3Þ

_vl
e ¼ Cl

bab þ gl � 2Xl
ie þXl

el

� �
vl

e ð4Þ

_C
l

b ¼ Cl
bX

b
lb ð5Þ

where rl
e is the position vector; D is a matrix that relates Cartesian and Geodetic coordi-

nates; gl ¼ cl þ dgl is the gravity vector; and Xb
lb is the skew-symmetric matrix form of the

b-frame rotation vector with respect to the l-frame in the l-frame coordinate system. All

other elements have been defined before. Here, the accelerometer and gyro (3D) biases ba

and bx, respectively, are modeled as random constants and the gravity disturbance as

random walk:

_ba ¼ 0 ð6Þ

_bx ¼ 0 ð7Þ

d _g ¼ wdg ð8Þ

where wdg is the white noise driving the random walk process. Although there are more

complex stochastic models, such as the third-order Gauss–Markov (Jekeli 1994; Kwon and

Jekeli 2001), it was shown by Deurloo (2011) that the random walk model produces similar

or even better gravity disturbance estimates. In addition, the filter tuning becomes easier

with this simpler model because only one instead of three noise parameters needs to be

estimated.

The design of the EKF is based on the linearization of the system model (Eqs. 3–5

augmented with Eqs. 6–8) using a first-order Taylor series expansion. It is assumed that the

state vector residuals follow a normal distribution and that a linear system model can be

applied (Groves 2008):

d _x ¼ Fdx þ Gw ð9Þ

where F is the system matrix; G is the system noise distribution matrix; and w is the

system noise vector. The error state vector dx is defined as:

dx ¼ drl
e dvl

e wl eba
ebx edg

� �T ð10Þ

where each element of dx corresponds, respectively, to the errors in position, velocity,

orientation, accelerometer bias, gyro bias, and gravity disturbance.

For the update step of the EKF, DGNSS-derived positions and velocities are used for

correcting the navigation solution, sensor biases, and gravity disturbance (loosely coupled
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integration). The difference between the GNSS observation (position and velocity) and

IMU prediction dz is modeled as:

dz ¼ Hdx þ v ð11Þ

where H is the measurement matrix describing how dz varies with dx and v is the ob-

servation white noise. Note that H includes the usual lever-arm compensation for the

distance between the center of navigation of the inertial systems and the phase center of the

GNSS antenna.

3 Data and Processing

GEOid over MADeira (GEOMAD) was an airborne gravimetry campaign carried out in the

summer of 2010, aiming to compute a new local geoid for the island of Madeira with an

accuracy better than 10 cm (Bos et al. 2011). During the campaign, two main flights were

flown, covering the island with six roughly east–west flight lines and eight roughly north–

south flight lines (see Fig. 1). The flight lines were spaced \10 km apart and had a

combined length of around 1700 km. The east–west lines (lines 1–6) were flown on August

27 at a constant height of 3000 m, while the north–south lines (lines 8–14) were flown on

August 31 at a constant height of 2600 m. The minimum height of these flights was set by

the topography of Madeira Island, which has its highest point at around 1860 m. The flight

speed was 110 m/s for both days.

The flight tests were performed with an ATR42 aircraft from the Service des Avions

Français Instrumentés pour la Recherche en Environnement (SAFIRE). The GNSS/IMU

equipment consisted of a dual-frequency GNSS receiver and three IMUs with fiber-optic

gyros (FOG): the navigation-grade systems, iXSea AIRINS and iMAR iNAV-FMS, and

the tactical-grade Litton LN-200. Table 1 presents the noise and bias stability specified by

Fig. 1 Flight lines of the GEOMAD campaign
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the manufacturer for the three IMUs. The systems were attached closely together to the

same mounting plate near the center of mass of the aircraft. The sampling rate was 1 Hz for

the GNSS receiver, 100 Hz for iXSea, 400 Hz for iMAR, and 200 Hz for Litton. GNSS

reference data (sampled at 1 Hz) came from a station on the nearby island of Porto Santo,

meaning that the baseline between station and aircraft was always \120 km. Due to an

error in the data-logging system, flight lines 1 and 7 were not used in this comparison.

The data from the two main flights were processed following the Rauch–Tung–Striebel

(RTS) method, where the EKF described in Sect. 2 is run forward in time and, once the end

of the dataset is reached, a backward (smoothing) filter is applied (Groves 2008). Note that

GNSS positions were derived from double-differenced carrier-phase pseudoranges, which

were used to compute the GNSS velocities with a fifth-order central-difference differen-

tiator (Deurloo 2011).

The main challenge of modeling the gravity field as a stochastic process along with

system biases resides on properly choosing the a priori estimates of the covariance matrices

(i.e., error, system noise, and observation noise covariance matrices). Choosing wrong a

priori information for these matrices will result in poor estimates of gravity (Kwon and

Jekeli 2001; Schwarz and Li 1997).

Kalman filter designers usually rely on serial tuning to find the close to optimal EKF

parameters for a specific sensor and/or scenario. In this type of tuning, the designer

interrupts the GNSS update several times for a few seconds and takes discrete steps in the

tuning parameters, while evaluating the position mean drift after the GNSS simulated

outages (Goodall 2009). However, position drifts cannot be used as a tuning reference in

airborne gravimetry because the effect of measurement errors on positioning and gravity

determination is different. Gravity contains high-frequency noise which can be negligible

for positioning because of the smoothing effect of the double integration (Schwarz 2006).

Nevertheless, poorly chosen a priori parameters will have a significant negative effect on

the crossover points. Therefore, the agreement at the crossover points will be used to

evaluate the results of the serial tuning procedure. It is important to note, though, that this

crossover point-based serial tuning cannot be applied to flight profiles that do not yield

crossing points. However, if the gravity field and the accelerometer noise do not change too

much between lines, the tuning parameters will practically be the same for each line. The

latter requirement is obviously related to the quality of IMU and flight characteristics.

The GNSS position noise and gyro bias standard deviation are normally the first and

second parameters to be tuned (Goodall 2009). In airborne gravimetry, the most important

parameters to tune are the accelerometer and gravity disturbance noises, as the balance

between these quantities is governed by the behavior of the gravity field and flight char-

acteristics. In this work, the gravity disturbance random walk standard deviation was fixed

to 5.0 mGal/
ffiffi
s

p
, whereas the accelerometer noise was allowed to change in the serial

tuning process. The filter was initialized with the manufacturer’s specifications, and four

parameters were tuned in order as follows: accelerometer noise, GNSS position noise,

GNSS velocity noise, and gyro noise. Table 2 shows the EKF parameters resulting from

Table 1 Noise and bias stability
of the three IMUs according to
the manufacturer’s specifications

Parameter iXSea iMAR Litton

Accelerometers Noise (lg/
ffiffiffiffiffiffi
Hz

p
) 15 50 110

Bias stability (lg) 100 1500 1500

Gyroscopes Noise (�=h/
ffiffiffiffiffiffi
Hz

p
) 0.09 6.00 9.00

Bias stability (�/h) 0.01 0.75 3.00
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the tuning procedure, except for iMAR (this will be discussed in Sect. 4). After tuning the

EKF for each IMU, the results were low-pass-filtered using a second-order Butterworth

filter with different cutoff lengths: 30, 60, 90, and 120 s.

For both flights, iMAR gravity disturbance estimates showed a clear drift with respect to

the European Improved Gravity model of the Earth by New techniques 6C4 (EIGEN-6C4)

developed by Förste et al. (2014), see Fig. 2a. The model has an expected accuracy of 5

mGal. By subtracting EIGEN-6C4 long wavelengths from iMAR’s estimates (Fig. 2b), it

can be seen that the drift and bias change each time the aircraft makes a turn. Since the

accelerometer bias and gravity disturbance are only separately observable when there is

acceleration in the horizontal plane (which is not the case for a typical airborne gravimetry

flight line, see, e.g., Schwartz and Li 1997), a time-varying accelerometer bias can be the

cause of this behavior. This hypothesis is strengthened by an 8-h stationary test (Fig. 3),

where the accelerometer z-axis readings appear to suffer from a temperature-dependent

drift. Unfortunately, it was not possible to retrieve the temperature from this particular

sensor and, thus, this assumption cannot be confirmed. Hence, a least squares method was

used to determine a drift and bias for each flight line (as depicted in Fig. 2b) in order to

correct the gravity disturbance estimates of iMAR. Note that the aircraft turns were ex-

cluded from the adjustment due to the inherent noise increase.

4 Results and Analysis

4.1 Comparison of two overlapping flight lines

The internal accuracy of the each IMU was assessed by comparing the two overlapping

flight lines 4 and 5 (see Fig. 1). As pointed out by Wei and Schwarz (1998), this should be

close to the actual accuracy of the system because most errors are only a function of time.

Table 3 presents the bias-free RMS agreement between the two overlapping flight lines for

different cutoff filter lengths (30, 60, 90, and 120 s). Considering that both lines have the

same accuracy, the standard deviation for a single line was computed by dividing the RMS

by
ffiffiffi
2

p
. As expected, iXSea performed much better than the other two IMUs and was able

to retrieve high-resolution information (half-wavelength of 1.7 km) with an accuracy of

2.1 mGal. Surprisingly, the performance of iMAR was quite similar to Litton’s, with

standard deviations of 4.3 and 4.8 mGal, respectively, for a filter length of 30 s. In general,

the accuracy improved as the cutoff filter length increased and, thus, the best results were

achieved with the 120-s filter (half-wavelength of 6.6 km). When considering this filter

length, the standard deviation was 1.5 mGal for iXSea, 4.1 mGal for iMAR, and 4.6 mGal

for Litton.

Table 2 Crossover point-based serial tuning resulting parameters, except for iMAR (see Sect. 4)

Parameter iXSea iMAR Litton

Day 27 Day 31 Day 27 Day 31 Day 27 Day 31

Acc. noise (lg/
ffiffiffiffiffiffi
Hz

p
) 50 100 80 80 70 50

GNSS position noise (m) 0.050 0.075 0.025 0.075 0.050 0.200

GNSS velocity noise (m/s) 0.200 0.200 0.025 0.100 0.200 0.100

Gyro noise (�=h/
ffiffiffiffiffiffi
Hz

p
) 0.01 0.05 10.00 10.00 9.00 4.00
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4.2 RMS and standard deviation at the crossover points

The RMS and standard deviation at the crossover points were computed in order to

evaluate the systems’ day-to-day repeatability. As described in Sect. 3, these statistics

resulted from the crossover point-based serial tuning process. Table 4 shows the bias-free
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Fig. 2 Day 27 flight profile results: a EIGEN-6C4 vs iMAR gravity disturbance estimates; b iMAR
residuals (considering EIGEN-6C4 as a reference) with a straight line fitted to each flight line (aircraft turns
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Fig. 3 iMAR iNAV-FMS
accelerometer Z-axis stationary
test (with the mean subtracted)

Table 3 Comparison between
the gravity disturbance estimates
of the overlapping flight lines 4
and 5 for different cutoff filter
lengths (mGal)

30 s 60 s 90 s 120 s

iXSea RMS 3.0 2.6 2.3 2.1

r 2.1 1.9 1.6 1.5

iMAR RMS 6.1 6.0 5.9 5.7

r 4.3 4.2 4.2 4.1

Litton RMS 6.8 6.7 6.6 6.4

r 4.8 4.7 4.7 4.6
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RMS agreement at the crossover points calculated for the same cutoff filter lengths as the

previous comparison. Given that evaluating different flight profiles at the crossover points

is also a method of internal accuracy assessment, the standard deviation for a single point

was computed by dividing the RMS by
ffiffiffi
2

p
. As can be seen, the results of iXSea and Litton

for the 30-s filter are very similar to those obtained with the overlapping flight lines,

showing that both systems are providing consistent gravity disturbance estimates. How-

ever, as opposed to the overlapping flight lines comparison, the RMS agreement at the

crossover points decreases with the cutoff filter length. This may be explained by the fact

that overlapping flight lines have, naturally, experienced the same spatial variation in

gravity, which means that the frequency spectrum is similar for both lines. Since the

difference between both spectrums is only due to the system’s accuracy, the agreement

between lines improves as high frequencies are removed. In the case of the crossover

points, the crossing lines (most of the times) do not experience the same spatial variation in

gravity. Thus, if the amplitudes of the lower frequencies differ too much between crossing

lines and assuming that higher frequencies do not suffer from large inaccuracies (i.e., high

levels of noise), the agreement at the crossover points will decrease as the cutoff filter

length increases.

Unfortunately, iMar did not show the same consistency at the crossover points as the

other two IMUs. The standard deviation for the 30-s filter was about 0.7 mGal higher than

that obtained in the comparison of lines 4 and 5. As demonstrated in Sect. 4.3, the

degradation of the accuracy is caused by several lines in which iMAR did not agree well

with iXSea.

Furthermore, Table 4 shows that, as short wavelengths are removed from iMAR, the

standard deviation at the crossover points does not increase. This means that the IMU is not

able to provide much relevant information at short wavelengths. The agreement only starts

to decrease if even higher cutoff filter lengths are considered (e.g., 180- and 200-s filter

lengths yield accuracies of 5.0 and 5.4 mGal, respectively). Similarly, Litton does not seem

to capture much gravity information in wavelengths shorter than 10 km (i.e., cutoff filter

lengths lower than 90 s). This result was expected given that the signal-to-noise ratio of

such a system typically drops below 1 at a wavelength of 5 km for mountainous areas

(Deurloo et al. 2012).

Since the EKF has low-pass filter characteristics, one might think the results were over-

smoothed by the choice of tuning parameters. However, this is unlikely to happen because,

as discussed before, over-smoothing the results or, in other words, removing shorter

wavelengths will have a negative effect on the crossovers. In addition, when the crossover

point-based serial tuning was first performed on iMAR’s data, the resulting accelerometer

noise was 130 and 100 lg/
ffiffiffiffiffiffi
Hz

p
for days 27 and 31, respectively. With these noise

specifications, the results of iMAR not only followed the same pattern as those of iXSea

Table 4 Comparison between
the gravity disturbance estimates
at crossover points for different
cutoff filter lengths (mGal)

30 s 60 s 90 s 120 s

iXSea RMS 3.0 3.2 3.5 4.0

r 2.1 2.3 2.5 2.8

iMAR RMS 7.1 6.9 6.8 6.8

r 5.0 4.9 4.8 4.8

Litton RMS 6.6 6.6 6.8 7.2

r 4.7 4.7 4.8 5.1
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and Litton (i.e., the standard deviation increases with the filter length) but also yielded

more accurate estimates for shorter filter lengths (4.6 mGal for both 30- and 60-s filters).

Therefore, choosing lower accelerometer noise values only makes the estimates noisier and

that explains why the standard deviation decreases when higher cutoff filter lengths are

considered. The accelerometer noise values presented for iMAR in Table 2 (80 lg/
ffiffiffiffiffiffi
Hz

p
)

were kept in order to emphasize the fact that over-smoothing is not a major issue in this

tuning procedure and to handle some inconsistencies observed when comparing iMAR

with iXSea (see Sect. 4.3).

The crossover point-based serial tuning also improved the initial results presented in

Deurloo (2011), where the data from iXSea and Litton (iMAR was not considered) were

processed using the manufacturer’s specifications (Table 1). The agreement of Litton’s

data at the crossover points was improved by 19 % when considering the 60-s filter.

Although Deurloo (2011) did not show this comparison for iXSea, the crossover point-

based serial tuning yielded an agreement improvement of about 35 % for this IMU. These

improvements are interesting numerical examples of how gravity estimates are degraded

when wrong a priori EKF parameters are considered.

4.3 Comparison of Litton and iMAR with iXSea

Both iMAR and Litton were further evaluated by taking iXSea as a reference. The un-

derlying assumption is that, since the iXSea is more accurate, the resulting gravity esti-

mates are closer to the actual Earth’s gravity values and can be used as a reference for the

data obtained with the other two IMUs. The residuals RMS (with the bias removed) for

each line is presented in Tables 5 and 6, respectively. The standard deviation of each IMU

was computed by subtracting in quadrature the standard deviation of iXSea (Table 3) from

the weighted mean RMS (propagation of errors). Once again, the results obtained for

Litton are consistent with previous comparisons, highlighting the ability of this IMU to

retrieve gravity estimates with an accuracy of better than 5 mGal.

Table 5 Comparison between
iMAR and iXSea gravity distur-
bance estimates for different
cutoff filter lengths (mGal)

Line no. 30 s 60 s 90 s 120 s

1 – – – –

2 9.2 9.1 9.0 8.8

3 7.0 6.9 6.8 6.7

4 6.0 6.0 6.0 6.0

5 5.5 5.4 5.4 5.3

6 3.0 3.0 3.1 3.3

7 – – –

8 3.7 3.7 3.7 3.7

9 3.7 3.7 3.7 3.9

10 5.5 5.5 5.8 6.3

11 5.8 5.9 5.9 6.1

12 5.7 6.0 6.2 6.5

13 6.4 6.3 6.2 6.1

14 6.0 5.6 4.9 4.1

Mean RMS 5.8 5.7 5.7 5.7

Mean r 5.4 5.4 5.5 5.5
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The comparison of the iMAR with the iXSea revealed mean standard deviations of

5.4–5.5 mGal for the various filter lengths. These are about 0.6 mGal higher than the

previous standard deviation values using the crossover points, see Table 4. Although line 2

is clearly contaminating the overall accuracy of the IMU, there are several lines in which

the agreement with iXSea is greater than 6.0 mGal. A possible explanation for this lower

accuracy could be that the drift in such lines is not well approximated by a linear function.

In addition, as cutoff frequency decreases, the accuracy of several lines gets degraded,

which means that longer wavelengths contain the major part of the error.

As previously mentioned, after processing iMAR’s data with the information derived

from the crossover point-based serial tuning, some inconsistencies were observed.

Although the agreement at the crossover points was better (between 4.6 and 4.7 mGal) and

decreased with higher cutoff filter lengths, the standard deviation computed in this com-

parison for iMAR was around 6.0 mGal. This may be further evidence that the drift

affecting iMAR’s accelerometers is highly nonlinear. The crossover point-based tuning is

basically adapting the filter parameters, and consequently the gravity estimates, to just 28

(crossover) points of a long time series ([8000 points) corrupted with a nonlinear function.

This would not be an issue if all data points were drift-free or, at least, if more crossing

points were available. In the latter case, the results would probably be more consistent but

the accuracy would not improve.

4.4 Comparison of each IMU with an upward continued reference

Finally, Tables 7, 8, and 9 show the comparison between the IMUs and an upward con-

tinued reference computed from 85 terrestrial gravity observations on Madeira. As men-

tioned in Sect. 3, Madeira is very mountainous with the highest peak around 1860 m.

These mountains create a large gravitational attraction and are the main cause for the

200-mGal signal that is shown in Fig. 2. In addition, the mountains are very steep, and,

with a wavelength of 18 km, EIGEN-6C4 is unable to capture the high gradients.

Table 6 Comparison between
Litton and iXSea gravity distur-
bance estimates for different
cutoff filter lengths (mGal)

Line no. 30 s 60 s 90 s 120 s

1 – – – –

2 4.6 4.6 4.4 4.2

3 3.7 3.6 3.3 3.0

4 5.8 5.7 5.5 5.4

5 4.2 4.1 4.0 3.9

6 5.8 5.7 5.5 5.4

7 – – – –

8 4.8 4.8 4.7 4.8

9 4.9 4.9 4.7 4.5

10 4.6 4.6 4.9 4.6

11 5.5 5.5 5.3 4.9

12 4.9 4.8 4.6 4.2

13 5.8 5.7 5.7 5.7

14 6.1 5.9 5.5 5.2

Mean RMS 5.0 4.9 4.7 4.6

Mean r 4.5 4.5 4.5 4.3
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Therefore, using a digital terrain model based on the Shuttle Radar Topography Mission

(Farr et al. 2007), the gravitational attraction caused by the short wavelengths due to the

topography was computed and added as a terrain correction (TC) to the values of EIGEN-

6C4. The terrestrial gravity observations were then corrected for EIGEN-6C4 ? TC, a

spatial auto-covariance function of the residual gravity field was estimated, and, using least

squares collocation (LSC) (Moritz 1980), the residual gravity observations were upward

continued to flight altitude.

Table 7 Comparison between
EIGEN-6C4 ? TC ? LSC and
iXSea gravity disturbance esti-
mates for different cutoff filter
lengths (mGal)

Line no. 30 s 60 s 90 s 120 s

1 – – – –

2 3.5 3.5 3.4 3.3

3 4.8 4.7 4.7 4.6

4 6.6 6.5 6.4 6.3

5 5.8 5.7 5.6 5.5

6 4.5 4.5 4.4 4.2

7 – – – –

8 3.1 3.1 3.1 3.4

9 4.8 4.7 4.6 4.3

10 3.4 3.5 3.8 4.1

11 4.0 4.0 4.0 4.1

12 3.7 3.8 3.9 4.0

13 4.0 4.0 3.9 3.9

14 8.1 7.8 7.3 6.8

Mean RMS 4.9 4.9 4.8 4.7

Mean r 4.4 4.5 4.5 4.5

Table 8 Comparison between
EIGEN-6C4 ? TC ? LSC and
iMAR gravity disturbance esti-
mates for different cutoff filter
lengths (mGal)

Line no. 30 s 60 s 90 s 120 s

1 – – – –

2 7.9 7.8 7.7 7.5

3 9.8 9.7 9.7 9.6

4 5.7 5.7 5.6 5.6

5 6.6 6.6 6. 6.4

6 4.3 4.3 4.2 4.1

7 – – – –

8 5.2 5.3 5.4 5.9

9 4.7 4.7 4.8 4.9

10 5.8 6.0 6.5 7.5

11 7.7 7.7 7.7 7.7

12 6.6 6.6 6.8 7.1

13 4.7 4.6 4.5 4.1

14 5.5 4.6 3.7 3.4

Mean RMS 6.4 6.3 6.3 6.2

Mean r 3.4 3.3 3.0 3.0
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The model’s standard deviation was computed by subtracting in quadrature the standard

deviation of the IMU from the weighted mean RMS (propagation of errors). The standard

deviation considered for iXSea was derived from the comparison of lines 4 and 5

(Table 3), while the standard deviations considered for iMAR and Litton were derived

from the comparison with iXSea (Tables 5, 6, respectively). Figure 4 gives a visual im-

pression of the agreement between EIGEN-6C4 ? TC ? LSC and the sensors’ estimates

(without low-pass filtering).

As presented in Tables 7, 8, and 9, the model’s estimated accuracy ranges between 3.0

and 4.5 mGal. These results are not only in accordance with the expected accuracy of

EIGEN-6C4 ? TC ? LSC, but also show the consistency of the gravity information

derived from the IMUs’ measurements. Applying short wavelength geophysical correc-

tions to EIGEN-6C4 also helped validating iXSea’s estimates, which were considered the

reference in the previous comparison. Taking the 30-s filter as example, the RMS agree-

ment between EIGEN-6C4 and iXSea improved 1.0 mGal after adding TC (from 6.2 to

5.2 mGal) and 0.3 mGal after adding LSC (from 5.2 to 4.9 mGal).

It is important to mention, though, that the model’s standard deviation determined with

iMAR and Litton is about 1–1.5 mGal lower than the one obtained with iXSea. This

behavior suggests that the accuracy of iXSea may be a little overestimated, which would

consequently lead to the underestimation of the other sensors’ standard deviation. As can

be seen, e.g., in Tables 6 and 7, the RMS agreement of iXSea with Litton is very similar to

the RMS agreement achieved with EIGEN-6C4 ? TC ? LSC for the filter lengths con-

sidered. Hence, the results of Tables 6, 7, and 9 should reflect the fact that Litton and

EIGEN-6C4 ? TC ? LSC have an identical accuracy.

Moreover, since the Butterworth filter was not applied to the model, its standard de-

viation determined with the IMUs’ data was expected to remain constant as the filter length

increased. The reduced agreement for lower cutoff filter lengths may thus be a further

indicator that both iMAR and Litton are not able to retrieve viable information at shorter

wavelengths.

Table 9 Comparison between
EIGEN-6C4 ? TC ? LSC and
Litton gravity disturbance esti-
mates for different cutoff filter
lengths (mGal)

Line no. 30 s 60 s 90 s 120 s

1 – – – –

2 4.3 4.2 4.1 3.9

3 4.6 4.5 4.2 3.9

4 6.1 6.0 5.9 5.8

5 7.5 7.4 7.4 7.3

6 6.9 6.8 6.7 6.6

7 – – – –

8 4.5 4.5 4.4 4.2

9 6.9 6.8 6.5 5.9

10 5.5 5.5 5.5 5.5

11 5.4 5.3 5.1 4.7

12 3.6 3.5 3.3 3.2

13 6.0 6.0 5.9 5.8

14 4.5 4.5 4.4 4.2

Mean RMS 5.7 5.6 5.5 5.3

Mean r 3.5 3.4 3.1 3.1
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5 Conclusions

Using the data obtained during an airborne gravimetry campaign over Madeira in 2010,

three inertial systems were evaluated under the same flight conditions. The IMUs com-

pared were the navigation-grade iXSea AIRINS and iMAR iNAV-FMS, and the tactical-

grade Litton LN-200. In addition, this work also shows for the first time that iXSea and

iMAR can be used for strapdown airborne gravimetry.

The high-performance iXSea provided gravity disturbance estimates with accuracies of

2.1 and 1.6 mGal for 1.7 and 5.0 km of spatial resolution (half-wavelength), respectively.

These results are within the range expected for a high-quality navigation-grade inertial

system (Bruton 2000; Kwon and Jekeli 2001; Schwarz 2006). Furthermore, iXSea’s gravity

estimates were used to derive a new local geoid for Madeira. Enormous misfits of 15 cm

were observed when comparing the new local geoid with GPS/levelling data over the

island. Similar values were presented before by Catalão and Sevilla (2009) and, therefore,
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Fig. 4 Gravity disturbance estimates (without low-pass filtering) of iXSea, iMAR, Litton, and EIGEN-
6C4 ? TC ? LSC for days a 27 and b 31 flight lines. The IMUs’ estimates are shifted on the vertical axis
for clarity of representation
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the problem may come from the GPS/levelling data but that falls outside the scope of the

current research to go into the detail.

Extracting the gravity signal from iMAR was not straightforward, and a gravity ref-

erence was needed to model and remove the nonlinear drift present in the data. This

somewhat limits the use of this IMU for airborne gravimetry. Nevertheless, after properly

dealing with the nonlinear drift, iMAR should be able to provide gravity information with

accuracies similar to those obtained in the overlapping flight lines comparison (around

4.0 mGal for a spatial resolution of 5–7 km). Remarkably, the tactical-grade Litton showed

very consistent results and achieved an accuracy of about 4.5 mGal at 5 km of spatial

resolution (half-wavelength). Due to its characteristics, such a tactical-grade system can be

easily deployed around the world and can be considered more cost-effective for less

demanding applications such as regional geoid definition and/or improvement. In fact, for

the purpose of the GEOMAD campaign (determine a local geoid with an accuracy of

10 cm), the quality of the observations made using Litton is sufficient. Moreover, the

possibility to apply this system in unmanned aerial vehicles (UAVs) can provide new, less

expensive, airborne survey options (Deurloo et al. 2012).

The paper also introduced a new crossover point-based serial tuning. The method

proved to be extremely useful for modeling the gravity field as a stochastic process in an

extended Kalman filter. In this way, both IMU and GNSS datasets are optimally combined

and large errors related to a poor choice of a priori information are avoided.
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providing the GPS data from stations on Madeira and Porto Santo. Diogo Ayres-Sampaio was supported by
a research grant of the PITVANT project funded by the Portuguese Ministry of Defense. Machiel Bos was
funded by national funds through FCT in the scope of the Project UID/GEO/50019/2013 and SFRH/BPD/
89923/2012.

References
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Bos M, Deurloo R, Bastos L, Magalhães A (2011) A new local geoid for Madeira using airborne gravimetry.
In: AGU Fall Meeting Abstracts, vol 1. San Francisco, p 880

Bruton A (2000) Improving the accuracy and resolution of SINS/DPGS airborne gravimetry. Ph.D. thesis,
The University of Calgary

Catalão J, Sevilla MJ (2009) Mapping the geoid for Iberia and the Macaronesian Islands using multi-sensor
gravity data and the GRACE geopotential model. J Geodyn 48:6–15. doi:10.1016/j.jog.2009.03.001

Deurloo R (2011) Development of a Kalman filter integrating system and measurement models for a low-
cost strapdown airborne gravimetry system. Ph.D. thesis, Faculty of Sciences of the University of Porto

Deurloo R, Bastos L, Bos M (2012) On the use of UAVs for strapdown airborne gravimetry. In: Kenyon S,
Pacino MC, Marti U (eds) Geodesy for planet Earth, international association of geodesy symposia, vol
136. Springer, Berlin, pp 255–261. doi:10.1007/978-3-642-20338-1_31

Farr TG et al (2007) The shuttle radar topography mission. Rev Geophys 45:RG2004. doi:10.1029/
2005RG000183

Forsberg R, Olesen A (2010) Airborne gravity field determination. In: Xu G (ed) Sciences of geodesy—I.
Springer, Berlin, pp 83–104. doi:10.1007/978-3-642-11741-1_3

Surv Geophys (2015) 36:571–586 585

123

http://dx.doi.org/10.1007/978-3-662-04827-6_42
http://dx.doi.org/10.1007/978-3-662-04827-6_42
http://dx.doi.org/10.1016/j.jog.2009.03.001
http://dx.doi.org/10.1007/978-3-642-20338-1_31
http://dx.doi.org/10.1029/2005RG000183
http://dx.doi.org/10.1029/2005RG000183
http://dx.doi.org/10.1007/978-3-642-11741-1_3


Forsberg R, Hehl K, Bastos L, Giskehaug A, Meyer U (1997) Development of an airborne geoid mapping
system for coastal oceanography (AGMASCO). In: Segawa J, Fujimoto H, Okubo S (eds) Gravity,
geoid and marine geodesy, international association of geodesy symposia, vol 117. Springer, Berlin,
pp 163–170. doi:10.1007/978-3-662-03482-8_24

Förste C et al (2014) EIGEN-6C4: the latest combined global gravity field model including GOCE data up to
degree and order 1949 of GFZ Potsdam and GRGS Toulouse. In: EGU General Assembly Conference
Abstracts, vol 16. Vienna, p 3707

Gerlach C, Dorobantu R, Ackermann C, Kjørsvik NS, Boedecker G (2010) Preliminary results of a GPS/INS
airborne gravimetry experiment over the German Alps. In: Mertikas SP (ed) Gravity, geoid and Earth
observation, international association of geodesy symposia, vol 135. Springer, Berlin, pp 3–9. doi:10.
1007/978-3-642-10634-7_1

Glennie C, Schwarz KP (1999) A comparison and analysis of airborne gravimetry results from two strap-
down inertial/DGPS systems. J Geod 73:311–321. doi:10.1007/s001900050248

Glennie CL, Schwarz KP, Bruton AM, Forsberg R, Olesen AV, Keller K (2000) A comparison of stable
platform and strapdown airborne gravity. J Geod 74:383–389. doi:10.1007/s001900000082

Goodall C (2009) Improving usability of low-cost INS/GPS navigation systems using intelligent techniques.
Ph.D. thesis, The University of Calgary

Groves P (2008) Principles of GNSS, inertial, and multisensor integrated navigation systems, 1st edn. Artech
House, Boston

Huang Y, Olesen AV, Wu M, Zhang K (2012) SGA-WZ: a new strapdown airborne gravimeter. Sensors
12:9336–9348

Jekeli C (1994) Airborne vector gravimetry using precise, position-aided inertial measurement units. Bull
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Tomé P (2002) Integration of inertial and satellite navigation systems for aircraft attitude determination.
Ph.D. thesis, Faculty of Sciences of the University of Porto

Wei M, Schwarz KP (1998) Flight test results from a strapdown airborne gravity system. J Geod
72:323–332. doi:10.1007/s001900050171

586 Surv Geophys (2015) 36:571–586

123

http://dx.doi.org/10.1007/978-3-662-03482-8_24
http://dx.doi.org/10.1007/978-3-642-10634-7_1
http://dx.doi.org/10.1007/978-3-642-10634-7_1
http://dx.doi.org/10.1007/s001900050248
http://dx.doi.org/10.1007/s001900000082
http://dx.doi.org/10.1007/BF00807986
http://dx.doi.org/10.1515/9783110800234
http://dx.doi.org/10.1007/s001900000130
http://dx.doi.org/10.1007/s00190-011-0462-2
http://dx.doi.org/10.2478/jogs-2013-0004
http://dx.doi.org/10.1007/BFb0011709
http://dx.doi.org/10.1007/s00190-010-0366-6
http://dx.doi.org/10.1007/s001900050171

	A Comparison Between Three IMUs for Strapdown Airborne Gravimetry
	Abstract
	Introduction
	Strapdown Airborne Gravimetry
	Data and Processing
	Results and Analysis
	Comparison of two overlapping flight lines
	RMS and standard deviation at the crossover points
	Comparison of Litton and iMAR with iXSea
	Comparison of each IMU with an upward continued reference

	Conclusions
	Acknowledgments
	References




