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Abstract
Weconsider the evolution of a strictly convex hypersurface by a class of general curvature.We
prove that given someNeumann boundary condition, the flowexists for all time and converges
to a solutionwith prescribed general curvature that satisfies theNeumann boundary condition.
Our method also works for the corresponding elliptic setting.
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1 Introduction

In this paper, we study the deformation of a strictly convex graph over a bounded, convex
domain � ⊂ R

n, n ≥ 2, to a convex graph with prescribed general curvature and Neumann
boundary condition.

More precisely, let �(t) = {X := (x, u(x, t))|(x, t) ∈ � × [0, T )}, we study the long
time existence and convergence of the following flow problem

⎧
⎪⎨

⎪⎩

u̇ = w ( f (κ[�(t)]) − �(x, u)) in � × [0, T )

uν = ϕ(x, u) on ∂� × [0, T )

u|t=0 = u0 in �,

(1.1)

where �,ϕ : �̄ × R → R are smooth functions, ν denotes the outer unit normal to ∂�,

w = √
1 + |Du|2, κ[�(t)] = (κ1, . . . , κn) denotes the principal curvatures of �(t), and

u0 : �̄ → R, the initial hypersurface, is a smooth, strictly convex function over �.

To guarantee that as long as the flow exits,�(t) stays convex, the curvature function f has
to satisfy some structure conditions. Accordingly, the function f is assumed to be defined
in the convex cone 	+

n ≡ {λ ∈ R
n : each component λi > 0} in R

n and satisfying the
following conditions:
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fi (λ) ≡ ∂ f (λ)

∂λi
> 0 in 	+

n , 1 ≤ i ≤ n, (1.2)

and
f is a concave function. (1.3)

In addition, f will be assumed to satisfy some more technical assumptions. These include

f > 0 in 	+
n , f = 0 on ∂	+

n , (1.4)

f (1, . . . , 1) = 1, (1.5)

and
f is homogeneous of degree one. (1.6)

Moreover, for any C > 0 and every compact set E ⊂ 	+
n , there is R = R(E,C) > 0 such

that
f (λ1, . . . , λn−1, λn + R) ≥ C, ∀λ ∈ E . (1.7)

An example of functions satisfying all assumptions above is given by

f = 1
2

[

H
1
n
n + (Hn/Hl)

1
n−l

]

, where Hl is the normalized l-th elementary symmetric poly-

nomial. However, we point out that the pure curvature quotient (Hn/Hl)
1

n−l does not satisfy
(1.7).

For a graph of u, the induced metric and its inverse matrix are given by

gi j = δi j + uiu j and gi j = δi j − uiu j

w2 , (1.8)

where w = √
1 + |Du|2. Following [2], the principle curvature of graph u are eigenvalues

of the symmetric matrix A[u] = [ai j ] :

ai j = γ ikuklγ l j

w
, where γ ik = δi j − uiuk

w(1 + w)
. (1.9)

The inverse of γ i j is denoted by γi j , and

γi j = δi j + uiuk
1 + w

. (1.10)

Geometrically [γi j ] is the square root of the metric, i.e. γikγk j = gi j .
Now, for any positive definite symmetric matrix A, we define the function F by

F(A) = f (λ(A)),

where λ(A) denotes the eigenvalues of A. We will use the notation

Fi j (A) = ∂F

∂ai j
, Fi j,kl = ∂2F

∂ai j∂akl
(A).

The matrix [Fi j (A)] is symmetric and has eigenvalues f1, . . . , fn . By (1.2), [Fi j (A)] is
positive definite. Moreover, by (1.3), F is a concave function of A, that is

Fi j,kl(A)ξi j ξkl ≤ 0,

for any n × n symmetric matrix [ξi j ].
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We rewrite Eq. (1.1) as following,
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

u̇ = w

[

F

(
γ ikuklγ l j

w

)

− �(x, u)

]

in � × [0, T )

uν = ϕ(x, u) on ∂� × [0, T )

u|t=0 = u0 in �.

(1.11)

We will prove

Theorem 1.1 Let� be a smooth bounded, strictly convex domain inRn . Let�,ϕ : �̄×R →
R, be smooth functions satisfying

� > 0 and �z ≥ 0, (1.12)

ϕz ≤ cϕ < 0. (1.13)

Let u0 be a smooth, strictly convex function that satisfies the compatibility condition on ∂�:

νi ui − ϕ(x, u)

∣
∣
∣
t=0

= 0. (1.14)

We also assume
f (κ[�0]) − �(x, u0) ≥ 0, (1.15)

where �0 = {(x, u0(x))|x ∈ �}. Then there exists a solution u ∈ C∞(�̄ × (0,∞)) of
Eq. (1.11). Moreover, as t → ∞, the function u(x, t) smoothly converges to a smooth limit
function u∞, such that u∞ solves the Neumann boundary value problem

⎧
⎪⎨

⎪⎩

F

(
γ iku∞

kl γ
l j

w

)

= �(x, u∞) in�

u∞
ν = ϕ(x, u∞) on ∂�,

(1.16)

where ν is the outer unit normal of ∂�.

Remark 1.2 As it is explained in [11], in view of the compatibility assumption (1.14), the
short time existence for Eq. (1.11) follows from Theorem 5.3 in [6] and the implicit function
theorem. Moreover, the solution u(·, t) approaches u0 in C2(�̄) as t → 0, this implies u̇ is
continuous up to t = 0.

By applying short time existence theorem, we know that the flow exists for t ∈ [0, T ∗),
for some T ∗ > 0 very small. In the following sections, we fix T < T ∗, and establish the
uniformC2 bounds for the solution u of (1.11) in (0, T ]. Since our estimates are independent
of T , repeating this process we obtain the longtime existence of Eq. (1.11).

Neumann boundary problem has attracted lots of attetions through the years. In particu-
lar, real Monge–Ampère equations in bounded uniformly convex domains are solved with
Neumann boundary conditions by Lions, Trudinger, and Urbas in [8]. There, they built the
foundation for C2 a priori estimates of Neumman boundary problem, which departs com-
pletely from that of the Dirichlet problem. By adapting and developing the techniques in
[8], Jiang et al. [5] proved the classical solvability of a generalized Monge–Ampère type
equation with Neumann boundary condition. Recently, Ma and Qiu proved the existence of
the solution to Hession equations with Neumann boundary condition in their beautiful paper
[9], which confirms a longstanding conjecture by Trudinger.

The Neumann boundary problems for parabolic equations have been widely studied as
well. For example, mean curvature flowwithNeumann boundary condition have been studied
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in [1,3,10,14]; Guass curvature flow with Neumann boundary condition have been studied
in [12,13].

Our paper is oganized as follows: In Sect. 2 we prove the uniform estimate for u̇, which
also implies the convexity of u(·, t). This estimate is used in Sect. 3 to derive the bounds for
|u| and |Du|. Section 4 is the most important section, in which we derive theC2 estimates for
u. Finally, in Sect. 5, we combine all results above to prove the convergence of the solution
of (1.11) as t → ∞.

2 Speed estimates

Lemma 2.1 As long as a smooth convex solution of (1.11) exists, we have

min{min
t=0

u̇, 0} ≤ u̇ ≤ max{max
t=0

u̇, 0}. (2.1)

Proof If (u̇)2 achieves a positive local maximum at (x, t) ∈ ∂� × (0, T ], then by (1.13) at
this point we would have

(u̇)2ν = 2u̇u̇ν = 2(u̇)2ϕz < 0, (2.2)

which leads to a contradiction. Thus, we assume (u̇)2 achieves its maximum at an interior
point. Now let’s denote

G̃(D2u, Du, u) = wF

(
γ ikuklγ l j

w

)

− w�(x, u)

and r = (u̇)2. A straightforward calculation gives us

ṙ = G̃i j ri j − 2G̃i j u̇i u̇ j + G̃srs + 2G̃ur , (2.3)

where G̃i j = ∂G̃
∂ui j

, G̃s = ∂G̃
∂us

, and G̃u = ∂G̃
∂u . Since

G̃u := ∂G̃

∂u
= −w�u ≤ 0, (2.4)

we have
ṙ − G̃i j ri j − G̃srs ≤ 0. (2.5)

By the maximum principle we know that a positive local maximum of (u̇)2 can not occur at
an interior point of � × (0, T ]. Therefore, we proved this Lemma. ��
Lemma 2.2 A solution of (1.11) satisfies u̇ > 0 for t > 0 if 0 ≡ u̇ ≥ 0 for t = 0.

Proof Differentiating
u̇ = G̃(D2u, Du, u), (2.6)

with respect to t we get,

d

dt
ut = G̃i j (ut )i j + G̃s(ut )s + G̃uut . (2.7)

Then, for any constant λ we have

d

dt
(ut e

λt ) = G̃i j (ut e
λt )i j + G̃s(ut e

λt )s + G̃u(ut e
λt ) + λut e

λt . (2.8)
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Nowwe fix t0 > 0, and choosing a constant λ such that λ+ G̃u > 0 for (x, t) ∈ �̄×[0, t0]. If
ut eλt = 0 at some interior point (x1, t1) ∈ �×(0, t0], then by the strong maximum principle
we would have ut eλt vanishes identically in �̄ × [0, t0] , which leads to a contradiction.

Assuming ut eλt = 0 at a boundary point (x1, t1) ∈ ∂� × (0, t0], then we would have

(ut e
λt )ν = ϕz(ut e

λt ) = 0. (2.9)

This contradicts the Hopf Lemma. ��

Remark 2.3 Lemma 2.2 implies that, if we start from a strictly convex hypersurface �0 that
satisfies the inequality (1.15), then as long as the flow exists, the flow surfaces �(t) are
strictly convex and satisfying f (κ[�(t)]) − �(x, u) > 0.

3 C0 and C1 estimates

Recall that uν = ϕ(x, u) on ∂�, the strict convexity of u and the fact that ϕ(·, z) → −∞
uniformly as z → ∞ implies that u is uniformly bounded from above. By Lemma 2.2 we
also have,

u(x, t) = u(x, 0) +
∫ t

0
u̇(x, τ )dτ ≥ u(x, 0). (3.1)

This yields u is bounded from below. To conclude, we have

Theorem 3.1 (C0 estimates) Under our assumption (1.15) on u0, a solution of equation
(1.11) satisfies

|u| ≤ C0, (3.2)

where C0 = C0(u0, ϕ).

Theorem 3.2 (C1 estimates) For a convex solution u of Eq. (1.11), the gradient of u remains
bounded during the evolution,

|Du| ≤ C1, (3.3)

where C1 = C1(|u|C0 ,�, ϕ).

Proof The proof is the same as Theorem 2.2 in [8], for readers convenience we include it
here. By the convexity of u we have for any t ∈ [0, T ]

max
�

|Du(·, t)| = max
∂�

|Du(·, t)|. (3.4)

Let x0 ∈ ∂� and let τ be a direction such that ν · τ = 0 at x0. Let B = BR(z) be an interior
ball at x0, L be the line through x0 in the direction of −ν, and L intersects ∂B at y0. Then
z = 1

2 (x0 + y0), we also let y ∈ ∂B be the unique point such that y−z
|y−z| = τ.

Now let ω be an affine function such that ω(x0) = u(x0, t) and Dω = Du(x0, t). Then
ω ≤ u(x, t), x ∈ � and

ω(z) = ω(x0) + Dω(x0) · (z − x0)

= u(x0, t) + Du(x0, t) · z − x0
|z − x0| · |z − x0|

≥ u(x0, t) − M1R,

(3.5)
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where we assume |ϕ(x, u)| ≤ M1 in �̄ × [−C0,C0]. Therefore,

Dτu(x0, t) = Dτω(x0) = ω(y) − ω(z)

|y − z| ≤ u(y, t) − u(x0, t) + M1R

R
≤ 2C0

R
+ M1.

(3.6)
Since τ, x0, and t are arbitrary, we are done. ��

4 C2 estimates

First of all, we will list some evolution equations that will be used later. Since the calculations
are straightforward, we will only state our results here.

Lemma 4.1 Let u be a solution to the general curvature flow (1.11). Then we have the
following evolution equations:

(i) d
dt gi j = −2(F − �)hi j ,

(ii) d
dt n = −gi j (F − �)iτ j ,

(iii) d
dt n

n+1 = −gi j (F − �)i u j ,

(vi) d
dt h

j
i = (F − �)

j
i + (F − �)hki h

j
k ,

where gi j , hi j are the first and second fundamental forms, n is the upward unit normal to

�(t), nn+1 = 〈
n, en+1

〉
, and h j

i = g jkhk j .

4.1 C2 interior estimates

In this subsection, we will prove the following theorem.

Theorem 4.2 Let�(t) = {(x, u(x, t))|x ∈ �, t ∈ [0, T ]} be the flow surfaces, where u(x, t)
satisfies Eq. (1.11) and

nn+1 ≥ 2a > 0 on �(t), ∀t ∈ [0, T ].
For X ∈ �(t), let κmax(X) be the largest principle curvature of �(t) at X . Then

max
�̄T

κmax

nn+1 − a
≤ C2(�, |u|C1)

(

1 + max
∂�T

κmax

)

, (4.1)

where �T = � × (0, T ].

Proof Let’s consider

M0 = max
�̄T

κmax

nn+1 − a
,

we assume M0 > 0 is attained at an interior point (x0, t0) ∈ � × (0, T ]. We can choose a
local coordinate at (x0, t0) such that κ1 = κmax, h

j
i = κiδi j , and gi j = δi j .

At (x0, t0), ψ = h11
nn+1−a

achieves its local maximum. Therefore, at this point we have

h11i
h11

− ∇inn+1

nn+1 − a
= 0. (4.2)
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Moreover, by Lemma 4.1

∂

∂t
ψ = ḣ11

nn+1 − a
− h11ṅ

n+1

(nn+1 − a)2

= 1

nn+1 − a

{∇11F − ∇11� + (F − �)κ2
1

} + h11
(nn+1 − a)2

(F − �)i ui .

(4.3)

Since

∇11� = �x1x1(x, u) + 2�x1zu1 + �zu11, (4.4)

∇11u = 〈X , en+1〉11 = 〈h11n, en+1〉 = h11nn+1, (4.5)

∇i inn+1 = ∇i 〈−hikτk, en+1〉 = 〈−hiikτk, en+1〉 − h2i i 〈n, en+1〉 , (4.6)

and
∇11F = Fi j hi j11 + Fi j,rshi j1hrs1

= Fi j (h11i j − h211hi j + hikhk j h11) + Fi j,rshi j1hrs1.
(4.7)

In view of Eqs. (4.3), (4.6), and (4.7), we get at (x0, t0)

0 ≤ ∂

∂t
ψ − Fii∇i iψ

= 1

nn+1 − a

{
Fii hii11 + Fi j,rshi j1hrs1 − ∇11� + (F − �)κ2

1

}

+ h11
(nn+1 − a)2

(F − �)i ui − Fii h11i i
nn+1 − a

+ h11
(nn+1 − a)2

Fiinn+1
i i

= 1

nn+1 − a
Fii (h2i i h11 − h211hii ) + Fi j,rshi j1hrs1

nn+1 − a

− ∇11�

nn+1 − a
+ (F − �)κ2

1

nn+1 − a
+ h11

(nn+1 − a)2
(F − �)i ui

+ h11
(nn+1 − a)2

Fii (−∇khii uk − h2i in
n+1) .

(4.8)

By our assumptions (1.6) and (1.3), we know that at (x0, t0),

Fii hii = fiκi = F (4.9)

and
Fi j,rshi j1hrs1 ≤ 0. (4.10)

Substituting (4.4) and (4.5) into (4.8), then combining with (4.9) and (4.10) we get

0 ≤ ∂

∂t
ψ − Fii∇i iψ

≤ −ah11
(nn+1 − a)2

fiκ
2
i − �κ2

1

nn+1 − a
+ C

nn+1 − a

− �zκ1nn+1

nn+1 − a
− κ1

(nn+1 − a)2
(�i + �zui )ui ,

(4.11)

which implies,

0 ≤ −aκ1

(nn+1 − a)2
fiκ

2
i −

(

inf
�̄×[−C0,C0]

�

)

κ2
1

nn+1 − a
+ Cκ1, (4.12)
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thus
κ1 ≤ C = C(�, |u|C1). (4.13)

Note that the constantsC in (4.12) and (4.13) also depend on a; since our choice of a depends
on |u|C1 , we omit the dependency on a. Therefore, we conclude that

max
�̄T

κmax

nn+1 − a
≤ C2

(

1 + max
∂�T

κmax

)

. (4.14)

��

4.2 C2 boundary estimates

We use ν for the outer unit normal of ∂� and τ for a direction that tangential to ∂�. By the
exactly same argument as Lemma 4.1 of [13] we have

Lemma 4.3 (MixedC2 estimates at the boundary) Let u be the solution of our flowEq. (1.11).
Then the absolute value of uτν remains a priori bounded on ∂� during the evolution.

Now we consider the function

V (x, ξ, t) := uξξ − 2(ξ · ν)ξ ′
i (Diϕ − DkuDiν

k), (4.15)

where ξ ∈ S
n−1 is a unit vector and ξ ′ = ξ − (ξ · ν)ν. By Theorem 4.2, we may assume

V (x, ξ, t) achieves its maximum at (x0, t0) ∈ ∂� × (0, T ], otherwise, we would be done.
We will devide it into 3 cases.

(i) ξ is tangential We will compute the second tangential derivatives of the boundary
condition. The proof is the same as in [9], for readers convenience, we will include it
here. Following the notation in [9], we denote ci j = δi j − νiν j . Differentiating the
boundary condition with respect to the tangential direction twice we obtain

uliν
l = ci j D jϕ − ci j ul D jν

l + νiν jνl ul j ,

and

ulipν
l = cpq Dq

(
ci j D jϕ − ci j ul D jν

l + νiν jνl ul j
)

+ ν pνqνl uliq − cpquli Dqν
l .

Summing with ξ iξ p yields

uξξν = −2ξ pξ i uli Dpν
l − ulξ

pDipν
lξ i + uνν

∑

i

ξ pDpν
iξ i

−
∑

i

ξ pξ iν j Dpν
i D jϕ + ϕzuξξ + ξ pξ iϕi p

+ ϕzzu
2
ξ + 2uξ ξ

iϕzi ,

where we have used
∑

j ν
j Dlν

j = 0.
Therefore, at (x0, t0) we have

Dξξνu ≤ −2(Diν
k)Djkuξiξ j + (Diν

j )ξiξ j Dννu + ϕz Di j uξiξ j + C, (4.16)

where C = C(‖u‖C1 , ‖∂�‖C3 , ‖ϕ‖C2).

Next, since V attains its maximum at (x0, t0), we get

0 ≤ DνV = uξξν − ak Dkνu − (Dνak)Dku − Dνb, (4.17)
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where ak = 2(ξ · ν)(ϕzξ
′
k − ξ ′

i Diν
k) and b = 2(ξ · ν)ξ ′

kϕk . Thus, applying Lemma 4.3

uξξν ≥ aνDννu − C(‖ϕ‖C2 , ‖u‖C1 , ‖∂�‖C3) = −C, (4.18)

where we have used aν = 0. Combine with (4.16) and condition (1.13) yields

− 2(Diν
k)Djkuξiξ j + (Diν

j )ξiξ j uνν + cϕDi j uξiξ j + C ≥ −C . (4.19)

By virtue of the uniformly convexity of the domain�, we have [Diν
k] ≥ c0 I , for some

c0 > 0. This gives
Dξξu(x0, t0) ≤ C(1 + Dννu(x0, t0)). (4.20)

(ii) ξ is non-tangential We write ξ = ατ + βν, where α = ξ · τ, β = ξ · ν = 0. Then

Dξξu = α2D2
ττu + β2Dννu + 2αβDτνu

= α2Dττu + β2Dννu + V ′(x, ξ),
(4.21)

where V ′ = 2(ξ · ν)ξ ′
i (Diϕ − DkuDiν

k). Thus we get,

V (x0, ξ, t0) = α2V (x0, τ, t0) + β2V (x0, ν, t0)

≤ α2V (x0, ξ, t0) + β2V (x0, ν, t0),
(4.22)

which yeilds
uξξ (x0, t0) ≤ C(1 + uνν(x0, t0)). (4.23)

(iii) Double normal C2-estimates at the boundary Let’s recall our evolution equation
⎧
⎪⎨

⎪⎩

u̇ = w

[

F

(
γ ikuklγ l j

w

)

− �(x, u)

]

uν = ϕ(x, u)

(4.24)

In the following we denote

G(D2u, Du) = F

(
γ ikuklγ l j

w

)

,

then G satisfies similar structure conditions to those of F . We have

Gi j := ∂G

∂ui j
= 1

w
Fklγ ikγ l j , (4.25)

and it’s easy to see that

1

w3

∑
Fii ≤

∑
Gii ≤ 1

w

∑
Fii . (4.26)

By a straightforward calculation we get (for details see the proof of Lemma 2.3 in [4]),

Gs := ∂G

∂us
= − us

w2 F − 2

w(1 + w)
Fi j aik(wukγ

s j + u jγ
ks), (4.27)

where we have used
∑

fiκi = f (κ). Since [ai j ] is positive definite, we obtain
∑

|Gi | ≤ CF ≤ C̃0. (4.28)

Now, let

�μ := {x ∈ �̄ : 0 < d(x) = dist(x, ∂�) < μ}.
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Consider q(x) = −d(x) + Nd2(x), then q ∈ C∞ in �μ for some constant μ satisfies
μ ≤ μ̃ and Nμ ≤ 1

8 , where μ̃ is a small constant depending on �. Since

−Dd(y0) = ν(x0)

where x0 ∈ ∂� and dist(y0, ∂�) = dist(x0, y0), q satisfies the following properties in
�μ :

− μ + Nμ2 ≤ q ≤ 0 and
1

2
≤ |Dq| ≤ 2. (4.29)

Moreover, Dq
|Dq| = ν in �μ, here ν is the unit outer normal to the boundary ∂�.

Next, let
M = max

∂�×[0,T ] uνν (4.30)

and Q(x, t) = Q(x) = (A + 1
2M)q(x) in �μ, where μ, A, N are positive constants

to be chosen later. We consider the following function

P(x, t) := Du · Dq − ϕ − Q (4.31)

Lemma 4.4 For any (x, t) ∈ �̄μ × [0, T ], if we choose A, N > 0 large, μ > 0 small, then
we have P(x, t) ≥ 0.

Proof First, let’s assume P(x, t) attains its minimum at (x0, t0) ∈ �μ × (0, T ]. Let’s choose
a local coordinate such that ai j (x0, t0) = κi (x0, t0)δi j , 1 ≤ i, j ≤ n. Then at this point we
have Fi j = ∂ f

∂κi
δi j . Differentiating P twice, we get

Pi =
∑

l

uli ql +
∑

l

ulqli − ϕi − Qi , (4.32)

and
Pi j =

∑

l

uli j ql + 2
∑

l

uli ql j +
∑

l

ulqli j − ϕi j − Qi j . (4.33)

Moreover,

Pt = Dut · Dq − ϕt

=
∑

l

[w(F − �)]lql − ϕzut =
∑

l

[w(F − �)]lql − ϕzw(F − �). (4.34)

Therefore, at (x0, t0) we have

1

w
Pt − Gi j Pi j

= 1

w
[w(F − �)]lql − ϕz(F − �) − Gi j

(
∑

l

uli j ql + 2
∑

l

uli ql j

+
∑

l

ulqli j − ϕi j

)

+
(

A + 1

2
M

)

Gi jqi j

=
∑

l

1

w
[w(F − �)]lql − ϕz(F − �) − Gi j

∑

l

uli j ql

− 2
∑

l

Gi j uli ql j −
∑

l

Gi j ulqli j + Gi jϕi j +
(

A + 1

2
M

)

Gi jqi j .

(4.35)
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This implies at (x0, t0)

0 ≥ 1

w
Pt − Gi j Pi j

=
∑

l

(F − �)

w
· ususlql

w
+

∑

l

Flql −
∑

l

�lql − ϕz(F − �)

− Gi j
∑

l

uli j ql − 2
∑

l

Gi j uli ql j −
∑

l

Gi j ulqli j

+ Gi j (ϕxi x j + 2ϕxi zu j + ϕzzui u j + ϕzui j ) +
(

A + 1

2
M

)

Gi jqi j .

(4.36)

Since G(D2u, Du) = F we have

Gi j ui jl + Gsusl = Fl , (4.37)

which gives us
Flql − Gi j ui jlql = Gsuslql . (4.38)

By (4.28) and (4.29) we have
|Gsuslql | ≤ C̃1(M + 1). (4.39)

Furthermore, by the speed estimate (2.1), height estimate (3.2), and the gradient estimate
(3.3), we obtain

|�lql | +
∣
∣
∣
∣
F − �

w
· ususlql

w
+ ϕzG

i j ui j

∣
∣
∣
∣ ≤ C̃2M . (4.40)

Now, by the convexity of ∂�, we may assume

κ[2k0δαβ ] ≤ κ[−dαβ ] ≤ κ[k1δαβ ], 1 ≤ α, β ≤ n − 1, (4.41)

for some k0, k1 > 0 depending on ∂�. Thus, in �μ we have

κ[(k1 + 3N )δi j ] ≥ κ[qi j ] = κ[−di j + 2Nddi j + 2Ndid j ] ≥ κ[k0δi j ], (4.42)

where 1 ≤ i, j ≤ n and κ[A] denotes the eigenvalue of the matrix A. This gives

|2Gi j uli ql j | ≤ C̃3(k1 + 3N ), (4.43)

where C̃3 depends on F . Next, an easy calculations yields

qi jl = −di jl + 2Ndldi j + 2Nddi jl + 4Ndild j , (4.44)

which implies
|qi jl | ≤ C(|∂�|C3) + 6Nk1. (4.45)

Therefore,
|Gi j ulqli j | ≤ (

C(|∂�|C3) + 6Nk1
)
C1

∑
Gii , (4.46)

where we have used Gi j = 1
w
Fklγ ikγ l j ≤ C

∑
Fkk ≤ C

∑
Gii . Consequently, we have

|Gi j ulqli j + Gi j (ϕxi x j + 2ϕxi zu j + ϕzzui u j )| ≤ (C̃4 + C̃5Nk1)
∑

Gii . (4.47)
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To conclude, we obtained

0 ≥ 1

w
Pt − Gi j Pi j

≥ −C̃2M − C̃1(M + 1) − C̃3(k1 + 3N ) − (C̃4 + C̃5Nk1)
∑

Gii

+
(
A

2
+ M

4

)

k0
∑

Gii +
(
A

2
+ M

4

)

G(D2q, Du),

(4.48)

Note that here we used the inequalityGi j (D2u, Du)qi j ≥ G(D2q, Du),which follows from
the concavity of f . By Lemma 2.2 of Guan and Spruck [4], we may choose N sufficiently
large such that

1

4
G(D2q, Du) ≥ C̃1 + C̃2 + 1, (4.49)

then we choose A such that
k0
2
A

∑
Gii > C̃3(k1 + 3N ) + (C̃4 + NC̃5k1)

∑
Gii , (4.50)

here we have used
∑

Gii ≥ c0(|u|C1) > 0, which follows from (4.26) and the assumptions
(1.3), (1.6) of f . Substituting (4.49) and (4.50) into (4.48) we get

1

w
Pt − Gi j Pi j > 0 (4.51)

at (x0, t0), which leads to a contradiction.
Finally, note that for any (x, t) ∈ ∂� × [0, T ] we have

P(x, t) = 0.

For (x, t) ∈ ∂�μ \ ∂� × [0, T ] we have

P(x, t) ≥ −C̃6 + (A + 1

2
M) · 1

2
μ > 0,

when A ≥ 2C̃6
μ

.Moreover, when A ≥ C̃7 = C̃7(|u0|C2 , |ϕ|C1 , |∂�|C2),we have for x ∈ �μ

P(x, 0) ≥ 0.

Thus, choosing

A = 2[C̃3(k1 + 2N ) + C̃4 + NC̃5k1]
k0c0

+ 2C̃6

μ
+ C̃7

we have P(x, t) ≥ 0 in �μ × [0, T ]. Here c0 = min{1,∑Gii } > 0. ��
Theorem 4.5 Let� be a smooth bounded, strictly convex domain inRn, u is a smooth solution
of (1.11), ν is the outer unit normal vector of ∂�. Then we have

max
∂�×[0,T ] uνν ≤ C . (4.52)

Proof Assume (z0, t0) ∈ ∂� × [0, T ] is the maximum point of uνν on ∂� × [0, T ]. By
Lemma 4.4 we have

0 ≥ Pν(z0, t0) =
(

∑

l

ulνql + ulqlν − ϕν

)

−
(

A + 1

2
M

)

qν

≥ uνν − C(|u|C1 , N , |∂�|C2 , |ϕ|C1) −
(

A + 1

2
M

)

,

(4.53)
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Therefore we have,

max
∂�×[0,T ] uνν ≤ C + 1

2
M . (4.54)

Inequality (4.52) follows from (4.54) and the assumption (4.30). ��

5 Convergence to a stationary solution

Let us go back to our original problem (1.1), which is a scalar parabolic differential equation
defined on the cylinder �T = � × [0, T ] with initial value u0. In view of a priori estimates,
which we have estimated in the preceding sections, we know that

|D2u| ≤ C, (5.1)

|Du| ≤ C, (5.2)

and
|u| ≤ C . (5.3)

Therefore,

F is uniformly elliptic.

Moreover, since F is concave, we can apply the results of Chapter 14 in [7] to obtain uniform
C2,α estimates for u. Then standard Schauder estimates imply uniform bounds for u in
Ck, k ≥ 0. Therefore, a smooth solution of (1.1) exists for all t ≥ 0.

Lemma 5.1 If a solution of the flow Eq. (1.1) exists for all t ≥ 0. Moreover, the initial
surface satisfies (1.15). Then the solution converges uniformly to a solution of the Neummann
boundary problem

⎧
⎪⎨

⎪⎩

F

(
γ iku∞

kl γ
l j

w

)

= �(x, u∞) in�,

u∞
ν = ϕ(x, u∞) on ∂�.

(5.4)

Proof By integrating the flow equation with respect to t we get

u(x, t∗) − u(x, 0) =
∫ t∗

0
w(F − �)dt . (5.5)

In particular, by (5.3) we have

∫ ∞

0
w(F − �)dt < ∞ ∀x ∈ �. (5.6)

Hence for any x ∈ � there existes a sequence tk → ∞ such that F − � → 0. On the
other hand, by Lemmas 2.1 and 2.2 we know u(x, ·) is monotone increasing and bounded.
Therefore, u(x, t) converges uniformly to u∞. By virtue of our a priori estimates, we also
know that u∞ is of class C∞(�̄). Moreover, it’s easy to see that u∞ is a stationary solution
of our problem, i.e., f (κ[�∞]) = �(x, u∞) and u∞

ν = φ(x,∞). ��
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