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Abstract Here we comment on the article, ‘‘On the mapping of genotype to phe-

notype in evolutionary algorithms’’, by Peter A. Whigham, Grant Dick, and James

Maclaurin. The authors present a critical view on the use of genotype to phenotype

mapping in Evolutionary Algorithms, and how the use of this analogy can be

detrimental for problem solving. They examine a grammar-based approach to

Genetic Programming (GP), Grammatical Evolution (GE), and highlight properties

of GE which are detrimental to effective evolutionary search. Rather than use loose

analogies and methaphors, we suggest that a focus should be (and has been in GE

and other approaches to GP) on addressing one of the most significant open issues in

our field, i.e., What are the sufficient set of features in natural, genetic, evolutionary

and developmental systems, which can translate into the most effective computa-

tional approaches for program synthesis?

1 Analysis

Although the article title suggests a critical view of the use of molecular biology as

inspiration for designing evolutionary algorithms, the first four pages seem to draw a

much broader criticism, of the actual use of evolution to solve problems. On their

initial view of the relationship between genetic operators and the mapping process

employed, the authors support the idea that ‘‘genetic operators and the analogues of

schemata should be defined in the space of phenotypes’’, as a view against the use of

GPM. However, to this day, there is still no definite theory nor proof that the
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propagation of schemata exists in GP-like systems, even when genetic operators are

applied directly to phenotypic structures, so their criticism seems to encompass

most GP-like systems.

The departure from GPM criticism and the further broadening to the whole field

of Evolutionary Computation (EC) is further exacerbated with the criticism of the

‘‘assumption that biological (fitness) landscapes are closely analogous to problems

encountered in the application of GP’’. To support this idea, a list highlighting the

sub-optimality of biological evolution is produced, suggesting that the EC field as a

whole is based on a suboptimal process. This list, however, is mostly disconnected

from the reality of common use of EC algorithms:

• point 1 is only a potential criticism within the context of artificial evolution in

dynamic environments;

• points 2 and 4 are dealt with in artificial evolution with higher rates of

application of variation operators, and possibly lower selection pressure;

• point 3 is only a potential criticism within the context of multi-objective

artificial evolution;

• point 6 is only a potential criticism within the context of co-evolutionary

systems.

Core to the critical views presented throughout the paper is the assumption that

biological evolution (not just GPM) is used to guide the development of search

algorithms on the basis of it being an optimal or at least best available search

mechanism. This seems disconnected with the reality of the EC field; in 2016, it is

common knowledge that stochastic search algorithms such as evolutionary

algorithms possess both advantages and disadvantages. Not only is the search

process not optimal, but also the solutions provided are not necessarily optimal.

The 1990s view that EC methods are useful for optimality search has been

dropped from most EC literature. Measures such as Cumulative Frequency of

Success are not accepted as success measures anymore, and the variability (and

hence sub-optimality) of the evolutionary search process is acknowledged in the

requirement for several runs, and appropriate statistical analysis of those. This is not

a recent view; seminal papers highlighting these issues appear as far back as the

early 2000s (see for example the work of Luke and Panait [8] or Keizjer [6]).

The authors introduce the analysis of Sterelny [21] and using the Grammatical

Evolution (GE) system as an example of how using biological evolution (and the

GPM process in particular) as a basis for search algorithm design is not a

recommended way to proceed. The criticism of GE is based mostly on the original

instantiations of GE development [16], which again seems somewhat distanced

from current literature: improvements made to GE since (which are acknowledged

by the authors) have addressed most of GE’s original shortcomings, much in the

same way that vast improvements have been made to Koza’s original GP system

[7].

An example of the problems of the GPM process in GE is given, in which ‘‘a

single point mutation may change all of the mappings that occur after this

mutation’’. The authors however failed to indicate the probability of this event in
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GE’s linear representation, with the typical mutation rates used in the literature.

Also note that the same effect can occur in the derivation tree structures employed

by systems such as CFG-GP, and in fact a very similar effect can occur in GP

systems not employing a GPM process: the mutation of a node close to the root of

the tree.

The authors then refer to their 2015 publication [22], in which they claim that the

CFG-GP system is more stable and robust than GE for the problems tested, as

further evidence of the shortcomings of the GE design. Yet the original GE design is

used in that study, without any of the improvements presented in the literature since

(as an example, GE is randomly initialised, whereas CFG-GP uses a ramped-half-

and-half initialisation).

Interestingly, Sterelny’s condition 4 points to the requirement that a genotype-

phenotype map exists. This is not present in representations such as CFG-GP.

Towards the end of the article a number of principles that should be followed

when designing the representation for a particular problem are provided. Some of

these are criticisms of the whole GP field, whereas others are in fact addressed to

some extent in the GE literature:

1. The idea of building-block preservation is still largely absent from the GP

literature to this day, particularly in symbolic regression applications. Yet we

refer to two examples of it being used in GE literature, in the evolution of

behaviour trees for platform games [19] and the evolution of parameterisation

sequences for a Cayley graph visualiser [14]; in both cases, grammar-controlled

crossover locations allow for the definition of effective behaviour ([19]) or

parameter [14]) building blocks. Their definition and propagation is only

possible through the GPM employed by GE.

2. This point emphasizes the idea that genetic operators must be designed taking

into account the encoding used. In grammar-based systems, however, the

encoding is not merely the structure used to represent an individual (linear

numerical genomes in GE), but also (and very importantly) the grammar used.

Grammars can (and should) be designed taking into account the encoding and

operators used, as shown in the literature [3, 15]. By having a grammar-based

mapping process, there is more flexibility to adapt to different problems, not

only in terms of syntactic specification, but also in deliberate representation

adaptation by the end-user.

3. The idea that the representation is stable reverts back to the hierarchical

representations used, not only in systems such as GE, but indeed most GP-like

algorithms. There is some effort made in the GP community to address this

issue, such as the work on Semantic GP [9], and its application to GE [10]

(conveniently done through grammar design).

4. The modularity of functions does not necessarily suffer from the use of a GPM

process, and in fact, can be controlled through grammar design [13].

5. This point stresses the need for careful considerations when designing a

mapping. Again in the context of GE, since its early years the influence of

grammar design on the mapping process has been stressed [12].
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2 Conclusions

We agree that analogies with molecular biology and other natural systems have

been adopted in the broader literature on natural computing, and in our opinion,

their use is sometimes tenuous and at worst undermine serious research efforts. A

recent keynote by Sörensen on Metaphors in Metaheuristics at EvoStar 2016 and a

related article reinforces this perspective [20]. Rather than use loose analogies, in

GP we think there is actually a greater emphasis on asking what are the necessary

features that enable, for example, biological evolution to operate effectively, and

can we attempt to distill the salient features of natural systems (e.g., evolution,

genetic, biochemical and developmental) which might be useful for program

synthesis, and test their impact in GP. We firmly believe there is still a great deal

that we can learn from the natural sciences, and this has been in part the motivation

behind some of our research (e.g., [1, 2, 11, 17]), and more generally identifying

appropriate representations for GP is considered a significant open issue in the

community [18].

On distillation of the salient features of nature, the authors refer to the analysis of

Sterelny [21]. While interesting, this is but one perspective, and the authors do not

consider the many other significant contributions towards uncovering the general

principles of computation in nature (e.g., Kauffman on the pivotal role of self-

organisation [5], Hofstadter on strange loops and tangled hierarchies [4], and

Wagner on Robustness and Evolvability [23]) and subsequently how they might be

leveraged in GP.

We disagree with the authors statement that their analysis ‘‘should not be

considered a catalyst for future work on improved variants of GE’’. On the contrary

this is exactly what analysis like this should lead to, i.e., improved forms of GP. And

indeed this may, or may not, necessitate the involvement of GE, or even additional

learnings from the natural world, rather whatever representation (i.e., encoding and

search operators) is most effective for program synthesis.

We agree that the design of evolutionary algorithms should not be based on the

optimality of biological systems, and there is evidence in the literature that this view

is widespread. Evolution is not an optimal process; it is, however, a successful

process. Likewise, GE is not an optimal system; it is, however, a successful system.

Systems such as GE (and many other EC systems) do not intend on copying

biological processes based on their optimality; instead, their design is influenced by

the success of such processes, adapting (and vastly simplifying) concepts with the

view of solving real-world problems.

In conclusion, as a community we should throw out analogies and metaphors

(except in the case of attempting to articulate a concept in simple, understandable

terms) and instead focus on asking one of the most significant open issues in our

field [18]: What are the sufficient set of features of natural, genetic, evolutionary

and developmental systems, which can translate into the most effective computa-

tional approaches for program synthesis?
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