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Abstract
The development of mobile devices and positioning technology has facilitated the rapid 
growth of location-based social networks (LBSNs). Users in these networks can share geo-
related information in real-time, including locations, trajectories, geo-tagged pictures, and 
tweets. LBSNs record massive amounts of spatiotemporal data and offer a great oppor-
tunity to analyze human and location-specific spatiotemporal characteristics. It plays an 
important role in various applications, such as marketing, recommendations, and urban 
planning. In this study, we collect relevant literature about LBSNs research in the past 
10 years and use a topic model, latent Dirichlet allocation (LDA), to uncover the highly 
heterogeneous area of research related to LBSNs. Then, we conduct a systematic review 
of those works. In doing so, we organize identified literature into eight fine-grained direc-
tions. For each direction, we sum up the major research focus and contributions. We also 
systematize future research into four main themes concerning data simulation and fusion, 
privacy-aware methods, new applications and services, and technological innovations.
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1  Introduction

Location-based social networks (LBSNs) or geographic social networks, such as Four-
square and Swarm, have rapidly developed in recent years. In contrast to the traditional 
social network. LBSNs combine social networks and location-based services, thus ena-
bling the sharing of locations and location-related information amongst users on online 
platforms. For example, users can share their current locations with friends in Foursquare 
or send tweets with location tags to record their activities in specific places. Meanwhile, 
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The location dimension in LBSNs bridge the gap between the physical world and online 
social networks, therefore, enables new interactions between users and locations. Accord-
ing to different interaction objectives, a network can be further divided into user relation-
ship network, location relationship network, and user-location network, with each layer 
containing rich information. For users, the addition of location information enriches their 
profiles, which helps analyze user characteristics and user relationships from a spatiotem-
poral perspective. For locations, geo-related information enriches location semantics; 
simultaneously, user’s movement patterns in different locations provide a new resource to 
study location characteristics and relationships. Numerous studies have analyzed the com-
plex interactions in LBSNs, resulting in the eight main research directions discussed in this 
paper. Specifically, location recommendation is based on a user-location network, using 
user interaction and location relationship network to enrich their information, while route 
recommendation is an extension of location recommendation in the application. Friend-
ship prediction and community detection are both based on user relationship network and 
use user-location interaction information to further explore the similarity between users 
in the offline world. The difference is that friendship prediction focuses on the similarity 
between user-pairs while community detection emphasizes more on the similarity between 
groups, and community discovery in LBSNs emphasizes the importance of geographic 
closeness. The influence maximization study in LBSNs measures the spatio-temporal influ-
ence of different users or locations based on the user-location network. Urban mobility 
analysis is a macro analysis of user behavior and emphasizes the application of LBSNs 
research to urban governance, urban security, etc. Privacy issues are widely concerned in 
LBSNs research, which affects the data quality and service quality of LBSNs.When users 
share geo-tagged information in LBSNs, service providers can capture and record those 
data as a quadruple < user, time, location, content > . Location is recorded by location ID 
or coordinates, and content is the text/figure shared by users. The data shared by a user 
at different moments constitutes his/her trajectory information. However, due to privacy 
constraints, the LBSNs dataset is a scarce resource, and publicly available data are very 
limited. Table  1 shows widely used public LBSNs datasets and their statistics, most of 
the existing works are based on those data. Also, many works have explored users’ spati-
otemporal information by collecting user-generated content with location tags from online 
social networks, or by obtaining users’ mobile data through city sensors. However, these 
data are mostly non-public.

The generation and development of LBSNs have attracted the attention of researchers 
in different fields, such as psychology, economics, and geography. However, this paper 
focuses on applications of LBSN data and the main research topics or methods of LBSN 
dataset mining. The vast quantities of works published by numerous publishers with online 
presence and are available through the Internet pose a challenging task for conducting a 
proper literature analysis. Thus, the automated textual analysis approach is urgently needed, 
as it can discover and retrieve high-quality semantic information patterns and trends in the 
recurrence of text within the literature [1]. To conduct an efficient review of the literature, 

Table 1   Public LBSB datasets Dataset Users Links Check-ins Period

Gowalla[2] 196,591 950,327 6,442,890 2009.02–2010.10
Brightkite[2] 58,228 214,078 4,491,143 2008.04–2010.10
Foursquare[3] 114,324 607,333 22,809,624 2012.04–2014.01
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we combine the application of text mining techniques with topic modeling procedures in 
the research. The detailed analysis process and results will be introduced in Sect. 2.

Many researchers have analyzed the research about LBSNs and published classic arti-
cles. Bao et al. [4] summarized existing studies on recommender systems for LBSNs from 
three perspectives: data source, recommendation objectives, and recommendation meth-
ods. Riaz et al. [5] analyzed location privacy and utility in geo-social networks, revealing 
that most existing mechanisms either ignored social platform-related user-privacy concerns 
or disregarded location data quality-related demands of platform providers. Silva et al. [6] 
discussed fundamental concepts of urban computing leveraging LBSNs data and surveyed 
recent urban computing studies that utilized such data. These studies only focus on the 
application of LBSNs in a specific field, such as recommendation, urban planning, etc. 
However, the purpose of this article is to retrieve a large number of papers and apply an 
effective text analysis method to clarify the research trends and research hotspots related 
to LBSNs while also discussing research challenges and potential research directions. The 
contributions of this study are detailed as follows.

(1)	 Prior surveys focus on one area of LBSNs, such as recommendation or link prediction. 
In contrast, the current survey is more comprehensive, focuses on the applications of 
LBSN data, and analyzes main research topics and methods of LBSN datasets mining.

(2)	 To conduct an efficient review of the existing work, this study applies a topic analysis 
method namely latent Dirichlet allocation (LDA) to process the collected papers.

(3)	 Based on the results of LDA, we detect the main research directions (topics) hidden in 
literature and sum up the challenging research problems and methods of each direction 
in detail.

The rest of this paper is organized as follows. In Sect. 2, we introduce the main pro-
cess of LDA and explain the result in detail. In Sect. 3, we categorize and summarize the 
existing research from different aspects based on the topics derived from LDA. Section 4 
describes the limitations and challenges of existing works and potential research directions. 
Section 5 presents the conclusions of this work.

2 � Materials and methods

2.1 � Selecting the articles

We synthesize the existing research by using the integrative literature review method. Arti-
cles are chosen from multiple disciplines, including information systems, computer sci-
ence, sociology, and marketing. The databases include IEEE Xplore, ACM Digital Library, 
ABI/INFORM Complete (ProQuest), Business Source Complete (EBSCO), Emerald, 
Springer Link, Elsevier, ScienceDirect, Wiley Online Library, Taylor & Francis ST, and 
Web of Science (SCIE). In addition to electronic database search, the references listed on 
the retrieved articles are also examined to check whether relevant studies can be retrieved. 
Studies are included if they use data from LBSNs. The search includes articles written 
in English from January 2009 to 2020, as LBSNs appeared around 2009. Boolean search 
is used to limit the search to only those articles containing the keywords “location-based 
social network,” “geo-social network,” “check-ins,” “spatiotemporal social network,” 
“mobile social network,” “event-based social network,” and “location-based social media”. 
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Attention is articles containing the keywords “location-based social network,” “geo-social 
network,” “check-ins,” “spatiotemporal social network,” “mobile social network,” and 
“location-based social media”. Attention is given to commonly used synonyms, such as 
“LBSNs,” “LBSN,” and “geographic social network.” We also sift the title, abstract, and 
introduction of each retrieved article to ensure compliance with the inclusion criteria. Stud-
ies that do not fit the criteria are excluded. Eventually, 1,381 papers are collected. The 
distribution of republication time is shown in Fig. 1. As can be seen, the yearly number of 
publications rises with the popularity of LBSNs.

2.2 � Text mining

To identify current research trends and interesting future directions, we apply LDA, which 
has been proven to be highly suitable for dealing with documents with multiple topics for 
text mining [1]. We extract the title, abstract, and keywords of each paper and transform 
them according to the best practices in the text-mining analysis [7]. The transformation 
process is as follows. (1) All the stop words, such as “a,” “the,” “at,” and “from,” which are 
common in English, are deleted. (2) Corpus is stripped of whitespaces, punctuations, and 
numbers. (3) All words are lemmatized and converted to lower case. After that, the pro-
cessed results are used as inputs of LDA.

One necessary parameter of LDA is the number of topics: fewer topics correspond to 
broader topics, whereas a large number of topics may reduce their interpretability. Follow-
ing the prior studies[8, 9], we select the perplexity score as the criterion for topic number 
selection. Perplexity score is a standard measure for assessing how well one topic model 
fits the data. To determine the number of topics objectively, we compute perplexity scores 
using threefold cross-validation for 5, 10, 15, and 20 topics, respectively. From the results, 
we finally choose 15 topics. However, empirical applications have shown that LDA prefers 
very large topic numbers [10, 11]. In addition, LDA may infer overlaps topics. To solve 
this problem, following the literature [12], we use the symmetrized Kullback-Liebler (KL) 
distance to measure the similarity between topics and finally obtain eight summative top-
ics. We hope that future research will propose more objective and effective methods to 
optimize the number of topics. In Fig. 2, we calculate the weight of each topic by integrat-
ing the information of the document-topic distribution.

Through further analysis, we observe that many meaningless, high-frequency words, 
such as “show,” “method,” and “model,” always have high rankings in each topic, which 

Fig. 1   Distribution of papers 
from January 2009 to 2020
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may impair discovered topics. Meanwhile, some low-frequency words are also useless, 
because they lack representativeness. Therefore, similar to the literature [13], we calculate 
the TF-IDF value for each word in every topic and select the most representative words to 
describe the topic. The corresponding word cloud for each topic is displayed in the follow-
ing sections.

3 � Results and analysis

3.1 � T1 location recommendation

The words displayed in Fig. 3, such as “location,” “POIs,” and “recommendation,” imply 
that this topic is highly associated with location recommendation. Location recommenda-
tion aims to mine users’ movement patterns or rules from their trajectories and explores 
their location preferences to make recommendations. According to [14], whether the rec-
ommended locations meet users’ interests depends on three factors, namely, user prefer-
ence, social influence, and geographical influence. Users’ activities are time regular, and 
the temporal factors also affect their behaviors. Therefore, researchers have proposed vari-
ous methods to capture the impacts of these factors on users’ check-in behaviors and make 
effective location recommendations.

Fig. 2   Probability of papers per 
topic

Fig. 3   Word cloud for topic 1
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The most common approach to identify user preferences is to analyze their historical tra-
jectories, which reflect the users’ mobility patterns and location preferences. In prior litera-
ture, trajectory data is represented as different structures, and different models and methods 
have been proposed for them. One of the most common structures is the matrix, including 
user–location matrix and user–time–location three-dimension (3D) matrix. Matrix-based 
methods, such as hidden Markov model (HMM) [15, 16], matrix factorization [17–19], 
and collaborative filtering [20–22], can be used to analyze user mobility. Based on the 
check-in distribution, some researchers use probability models [13, 23, 24] or clustering 
methods [25, 26] for location recommendation. However, those methods only focus on the 
users’ check-in locations without considering the sequence correlation between check-ins. 
The existing study has pointed out that trajectory sequences reflect personal interests and 
preferences [27]. Markov chains technique [28] can capture the sequence relation between 
locations, but they require higher computation. Embedding models [29–33] and Deep Neu-
ral Networks (DNN) can directly mine user features from their trajectory, thus, achieve 
relatively better performance. They can map users or locations to low-dimensional vectors, 
which contain implicit features. Especially, DNN can not only incorporate various con-
text information but also have high-resolution structures, thus achieving the state-of-the-art 
result in location recommendation. Considering the sequential properties of user check-ins, 
Recurrent Neural Network (RNN) has become the most common approach for trajectory 
information mining. To capture the spatial–temporal contextual information, Spatial–Tem-
poral Recurrent Neural Networks (ST-RNN) [34] and Contextual Attention Recurrent 
Architecture (CARA) [35] were proposed. Both of them learn user dynamic preference 
from the time interval and geographical distance among user check-in sequences. However, 
both of them focus on short-term preferences behind user movement patterns and ignore 
users’ long-term preferences. To better capture the variability of user preferences, the Hier-
archical Variational Attention Model (HVAM)[36] and ARNPP-GAT[37] were constructed 
to learn users’ long-term and short-term preferences simultaneously. They exploited differ-
ent attention mechanisms to capture the effect of distant check-ins on users’ current loca-
tion preferences. Besides, considering the dynamics of user preferences, recommending 
locations for a given user at a specified time [38–40] has also be discussed.

Users’ preferences are easily influenced by surrounding people. Trust and interest simi-
larity carried along in social relationships amongst users can enhance personalized search 
and recommendations [41] and the addition of friend information can also alleviate the 
cold-start problem. Therefore, friend-based collaborative filtering is commonly used 
to integrate social relationships for location recommendation, in which the target user’s 
check-in behavior can be predicted from his/her friends’ check-in records or ratings [42, 
43]. However, some users may have a limited number of friends, and non-friends who 
share common locations also contribute to the recommendation. In [44], authors defined 
three types of friends, i.e., social friends, location friends, and neighboring friends based 
on the online social connection, check-ins records, and geographic distance between users. 
Then they learned a set of potential locations from those friends for the target user. Simi-
larly, [45] defined four types of geo-social correlations, i.e., local friends, local non-friends, 
distant friends, and distant non-friends, then, investigated the correlations between a user’s 
check-ins and his geo-social circles. [46, 47] used multidimensional tensors to model vari-
ous contextual information in users’ check-ins data, in [46], user relationships were used 
as regularization terms of the factorization, while in [47], a Gauss radial basis function 
(RBF) based model named SVR is used to extract the influence weights of different users. 
Embedding models [29, 31] and DNN [48, 49] can automatically learn user social fea-
tures from social networks. Both [29] and [31] used random walk-based methods to sample 
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user nodes, and then learn node embeddings from them by preserving node proximity in 
the embedding space. DNN can integrate user social information with other features to 
improve recommendation results. For example, [48] constructed a Context Graph Attention 
Model (CGA), which can learn the influence weights of different friends and neighbor-
ing locations by attention mechanism. [49] proposed a random walk masked self-attention 
option to balance the influence of higher-order neighbors and first-order neighbors on tar-
get user’s check-in behavior.

Geographical characteristics are the most essential and effective information for loca-
tion recommendation. Through the analysis of the literature, we find that existing works 
mainly focus on the following location characteristics: location semantic, location distance, 
and location popularity. Different locations, such as hotels, cinemas, companies, etc., have 
unique semantic tags, which reflect the category or function of different locations. To ana-
lyze characteristics of user trajectories and predict the locations that users may be inter-
ested in, some researchers extract the category information from users’ check-in sequences 
and convert users’ trajectories to semantic sequences [50–53]. The addition of semantic 
information can alleviate the sparsity problem of users’ check-ins and improve the recom-
mendation effect. Location distance is also a major feature in predicting locations that users 
may visit. It mainly includes two kinds of distances: the distance from the user’s current 
location and the distance from the user’s frequent activity areas or home address. Some 
works have proven that people tend to visit POIs (Point of interest) close to their homes 
or offices and that people might also be interested in exploring POIs surrounding those 
they are in favor of, even if they are far from home [2, 54, 55]. Therefore, many methods 
based on the probability distribution of user check-ins and spatial clustering methods have 
been proposed [23, 56, 57]. Meanwhile, location popularity can also affect user check-in 
behaviors to a great extent. Usually, people prefer to visit places with a better reputation 
[23, 58]. In addition to the location explicit features mentioned above, DNN can learn the 
implicit features of locations. Different locations have different geographical influences on 
user preferences. It is necessary to model the relationships between locations in user tra-
jectories[59]. POI-POI graphs are commonly used to represent the relationships between 
locations, based on that, [48, 49] applied graph attention networks to learn location fea-
tures, and [60] exploited graph auto-encoder to capture highly non-linear geographical 
influences of different locations. But, in [48] edges of the POI-POI graph only represent 
the geographical proximity between locations, while the edges in [49] containe the tempo-
ral, spatial, and preference information behind in users’ trajectory. In [59], the authors used 
three factors, i.e., the geo-influence of POIs, the geo-susceptibility of POIs, and the dis-
tance between POIs, to model the geographical co-influence between POIs and constructed 
a Geographical-Temporal Awareness Hierarchical Attention Network (GT-HAN) to cap-
ture the geographical influence of them.

Note that, it is less effective to make recommendations relying on a single feature. 
Therefore, several methods jointly use rating, geotagged photos, and tweets to build a 
multi-factor model to improve the recommendation performance [33, 61–63]. In Table 2, 
we summarize the existing literature according to the methods and information they used.

3.2 � T2 route planning

The words in Fig. 4 including “trip,” “tourist,” and “itinerary,” point to route planning or 
trip recommendation. Route planning aims to recommend consecutive location sequences 
under user preferences and other constraints. It is more complicated than stand-alone 
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location recommendation since it needs to incorporate various real-world constraints, such 
as travel time and traffic conditions.

According to different scenarios, route planning can be divided into daily commuting 
planning and trip recommendation. The daily commuting route is more restricted by traffic 
conditions and transit time, while trip recommendations pay more attention to user interest 
and the influence of location features, such as POI popularity. For different constraints, dif-
ferent studies have been conducted.

Similar to stand-alone location recommendation in Sect.  3.1, the recognition of user 
preferences mainly depends on the user’s historical trajectory. The matrix factorization 
technique [66, 67] and probabilistic model [68] have been used to capture the transition of 
user check-in in time and location. Represent methods [69] and deep neural network archi-
tecture have also shown superior results [32, 70].

Time budget constraint mainly refers to three types of time, i.e., total travel time, transi-
tion time between locations, and visiting time for each location. Concerning these, time-
aware route recommendation methods have been proposed [71–75]. In [71], the route-plan-
ning problem was regarded as an optimization problem, and the time factor was viewed as 
a constraint condition for the objective function. Then, heuristic algorithms were applied 
to find the optimal route. The authors in [72] proposed a tensor-decomposition-based 

Table 2   Summary and comparison of different literature for location recommendation

Property Technol-
ogy

User Trajectory Social Relationship Geographical 
Features

Time-Aware

Tensor Factorization [16–19, 21, 13, 30] [44, 46, 47, 54, 61] [17, 46, 47, 54, 57, 
58, 61]

[16, 18, 19, 21, 47]

Collaborative Filter-
ing

[20-22, 62] [38, 42, 43, 55, 62] [38, 43, 55, 62] [38, 62]

Probability Model [23, 13, 24, 26, 39] [26, 43, 45] [23, 24, 26, 43, 45, 
64]

[13, 40, 64]

Clustering Method [25, 26, 39] [52] [52, 57] [39]
Markov Model [15, 16, 28] [65] [15] [15, 16, 28]
Embedding Model [29–32, 60] [29, 31–33, 63] [33, 63] [31-33, 63]
Deep Neural Net-

works
[20, 34, 35, 59] [20, 37, 48, 49, 53] [48, 49, 53, 60, 59] [34-37, 39; 49, 

53, 59]

Fig. 4   Word cloud for topic 2
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time-sensitive route recommendation system, which considered users’ preference, visiting 
time, and transition time. The sparsity of user time data was considered in [15], it pro-
posed a time-aware route recommendation method based on the Markov model and used 
the data of similar friends to solve the problem of data sparsity. Traffic conditions are also 
an important factor for route planning, as it essentially determines the transit time. In [74], 
the author proposed a personalized, interactive, and traffic-aware trip planning service for 
users by leveraging the Foursquare check-in and taxi GPS data, where taxi GPS data is 
used to estimate the transit time between any two locations at any time period. To capture 
the complex spatio-temporal characteristics of route planning, the article [75] proposed 
heuristic workflow-aware trip planning algorithms whose generated location set not only 
meets the user activity intent but also has reasonable spatial distribution and satisfies the 
temporal constraints.

POI characteristics, such as POI popularity, availability, and diversity, affected the effec-
tiveness of the recommendation. For example, users might want to visit various locations 
during a trip, and POIs might be available only at certain times. Therefore, the author of 
[73] set a POI diversity threshold to meet controls the minimum number of POI categories 
in candidate routes. In [74], the total number of visitors and the total number of check-ins 
were used to compute the popularity of a given venue. In [76], the authors proposed a 
travel-route-generating algorithm considering the location popularity and distance between 
each location pair. A travel route was constructed as a path tree, and the starting location 
was viewed as the root. The locations in the POI list of different times were presented as 
tree nodes of different levels. Travel route planning could be treated as the problems of 
strolling amongst tree nodes and generating feasible paths. In [77], the author measured 
the diversity by using the accumulation of the maximal POI similarity between a POI and 
another one in the trip, POI similarity is calculated by using the hierarchy of a POI cate-
gory, after that, trip diversity was used as an integrated objective function during trip plan-
ning. In recent years, DNNs have been increasingly applied to route recommendations [78, 
79], and they focus more on the learning of location features and long-range dependence 
exhibited in user trajectories than on single location recommendations.

In Table 3, we have given a summary of existing route planning belonging to different 
categories.

3.3 � T3 friendship prediction

Words in topic 3, such as “link,” “friendship,” “relationship,” and “inference,” pertain 
mostly to friendship prediction or link reference (Fig. 5). Past studies [80, 81] have proven 
that geographical proximity has an apparent correlation with user relationships. Friend-
ship prediction in LBSNs aims to discover the similarities amongst users by considering 
spatial proximity and social closeness. The mainstream of methods in this area is always 
based on the following information sources: check-in location, trajectory, and contextual 
information.

3.3.1 � Methods based on check‑in location information

The methods based on check-in location information focus on the check-in points of 
each user rather than on sequences or trajectories. They identified users’ preferences or 
habits in a physical world from their check-in locations or regions and then combined 
such data with users’ online social property to make high-quality predictions. The most 
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common and direct method is to define and extract features to characterize users’ homo-
phily and social proximity. On this basis, different classifiers can be applied to discover 
potential friends [82–84]. The co-location events, which refer to a pair of users visiting 
the same place, are an important signal for friendship. In [82], the authors found that 
approximately 30% of new links appeared amongst users who visited the same places. 
Thus, several studies judged user closeness by extracting user co-location features, such 
as the frequency of co-location, closeness of significant locations, and the probability of 
co-location. In [83], the author proposed a variety of check-in location features, includ-
ing GeoDist and check-in observation, and then compared their predictive capabilities. 
To integrate multiple information, various works combined online and offline features 
and then compared user similarities by defining multiple features. In [84], the authors 
constructed three types of networks, namely, social network, co-location network, and 
co-located friend networks. For each network, they also defined five categories contain-
ing approximately 67 features to describe the characteristics. Numerous user-generated 
contents, such as a post for a POI, were also generated in LBSNs. Such semantic infor-
mation can also be used to assist link prediction [85].

In addition to explicit features, the implicit features of user check-in information 
were also analyzed and used for friendship prediction. Classical methods include matrix 
decomposition [86] and representation learning [29, 31].

Fig. 5   Word cloud for topic 3

Table 3   Summary and comparison of different works on route planning

Traffic condition Time constraint Location feature Trajec-
tory 
history

Daily
Route

[66, 68, 67] √
[69, 72] √ √
[70, 78, 79] √ √ √

Travel
Route

[71, 75] √ √
[32] √
[73, 76] √ √ √
[74] √ √ √ √
[77] √ √

168 GeoInformatica (2022) 26:159–199



1 3

3.3.2 � Methods based on trajectory information

Although the addition of check-in location information effectively improves the accu-
racy of friendship prediction, there are some limitations. First, a pair of friends who sel-
dom co-occurrence or a pair of strangers who often visit the same locations will receive 
an unreliable estimation of the real social strength between them. Second, these studies 
do not consider how the overall trajectory patterns of users change with the varying liv-
ing styles [87]. On the other hand, factors that the positioning errors of GPS devices, the 
crowded distribution of locations in a city, and the time difference of users’ check-ins, 
make it difficult to define user co-occurrence [88]. Therefore, trajectory similarity has 
recently been used for user mobility homophily analysis. Related methods mine the tra-
jectory pattern behind user trajectory rather than geo-positions, and analyze the mobil-
ity similarity between users. The underlying intuition is that the trajectory sequences 
reflect the “lifestyle” of users, and people have similar “lifestyle” are more likely to 
be friends [88]. Meanwhile, trajectory-based methods address the problem caused by 
using explicit co-occurrence patterns [89] or predicting new friendships in different cit-
ies. Different locations in urban areas have different themes, and geographically close 
users may not perform the same activities. For example, when two users appear in a 
business district at the same time, one user may go to the movies, whereas the other 
may go shopping. On the contrary, users with similar preferences may live far away, 
and a geographic overlap may be difficult. Therefore, many scholars have attempted to 
mine semantic information in user locations to compare user similarities. In  [90], the 
authors used the tags of the landmarks that the users passed by as the semantic labels 
of their trajectories. Such a trajectory, namely, < school, park, restaurant > , could then 
be expressed as a semantic sequence. Then, they extracted the maximal semantic trajec-
tory pattern of each user’s trajectory and used it to measure the similarity between them. 
Authors of [91] converted each stay region into a feature vector and clustered the stay 
points into different categories. Each category had a semantic meaning. User trajecto-
ries were transformed into location histories amongst those categories named semantic 
location history (SLH). After that, user similarity could be calculated from their SLH.

In addition to trajectory matching methods, topic models are also common meth-
ods for mining location semantics and user preferences. The authors in [87] proposed 
a probabilistic generative model to learn lifestyle-related patterns from users’ trajec-
tories and measure similarities amongst different users. This model considered user 
preference, functionality dependence between different locations, service duration, and 
selected lifestyle during the trajectory generation process.

3.3.3 � Methods based on context

Users’ mobile behaviors are affected by multiple contextual information, including 
user-, trajectory-, and location-levels as well as temporal contexts. Thus, contextual fac-
tors are crucial for studying the similarity of user movement patterns. The most com-
mon and useful methods to incorporate contextual information are embedding models 
and deep neural networks. The main idea behind these methods is to represent each 
entity in a network as a feature vector (embedding vector) containing considerable con-
textual information in a low-dimensional vector space. The relationships amongst differ-
ent entities can then be derived from those vectors.
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Many researchers have constructed different neural network architectures to learn 
the representation of different entities in LBSNs (e.g., user, location, trajectory) from 
the context of user check-in data. In [92], authors proposed a multi-context trajectory-
embedding model, which can flexibly characterize various contexts, including user-, 
trajectory-, and location-levels, as well as temporal contexts in a unified manner. Each 
contextual feature could be represented as a distributed vector, and the final user repre-
sentation can be obtained by concatenating those vectors. The authors in [93] proposed 
a generic embedding model called geographical convolutional neural tensor network 
(GeoCNTN) to extract geographical features of entities. In this model, the input of the 
embedding layer was obtained from the original geographical data by a curvature-sensi-
tive fuzzy clustering algorithm (Geo-CMeans). A neural network-based learning model 
was then used to extract local patterns and global geographical features. Finally, a neu-
ral tensor network was applied to discover higher-order correlations between global and 
local features. In [3], authors viewed LBSNs as a hypergraph, including user–user edges 
(friendships) and user–time–POI–semantic hyperedges (check-ins), and proposed an 
embedding method named LBSN2vec. This method first applied a random-walk-with-
stay scheme to jointly sample user check-ins and social relationships, after which it 
learned nodes embeddings from those edges by preserving n-wise node proximity [94] 
also built a graph prototype to represent LBSN and learned node embeddings by inte-
grating the geographical influence, user social relationship, and temporal information.

To categorize the existing methods, we show the different information sources and 
features in Fig.  6. Based on that, various methods have been proposed to resolve the 
prediction task.

Fig. 6   Different information and features used in existing methods for friendship prediction
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3.4 � T4 influence maximization

In topic 4, words such as “influence,” “propagation,” “spread,” and “maximization” sug-
gest that this topic is related to the influence maximization issues. Influential maximiza-
tion refers to the selection of a group of nodes that can maximize the scope of information 
spread under a certain propagation model (Fig. 7). In online social networks, many metrics 
and methods can be used to calculate the influence of nodes. However, in LBSNs, informa-
tion can be spread not only through online social networks but also between neighbors who 
are close to one another in the physical world. Thus, certain methods may be inappropriate 
for LBSNs. Given that these LBSNs are heterogeneous networks, they have two kinds of 
nodes, namely, users and locations. Researchers have proposed various methods to mine 
the influential users or locations of LBSNs.

3.4.1 � Influential users

In LBSNs, social influence is also called spatiotemporal social influence, because a user’s 
behaviors in the physical world can also affect other people. Many researchers have pro-
posed different methods to measure the offline influence or constructed models to integrate 
user influence in the online and offline worlds and then obtain the influential nodes.

Several studies have attempted to find influential nodes using pre-defined features. For 
example, in [95], influential users were defined as people with high social and location cen-
tralities, and the location centrality meant having the highest number of neighbors inside a 
query region. Similarly, in [96], users were viewed as influential users if the total number 
of their friends was close to the average number of nodes in the network.

Geo-social multilayer models, which considered the influence of online and offline 
interactions, were proposed in [97, 98] for influential node detection. Reference [97] pro-
posed a method to unify multiple interaction layers into an integrated source of the degree 
of nodes within a geo-social network and applied a Susceptible Infected Recovered Model 
(SIR) model to evaluate the influence of nodes. In [98], researchers proposed a double-
layer scheme to integrate the online social network layer and the offline mobile network 
layer and then compressed the double-layer networks into a single-layer network by consid-
ering the weight of both layers. After that, to select the seeds, a practical greedy heuristic 
was used, which considered nodes’ influences in the double layers.

Fig. 7   Word cloud for topic 4
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Also, the budget restricts the effect of influential node mining. Therefore, numerous 
scholars have explored the problem of influential nodes mining with budget constraints. 
For example, authors in [99] proposed a multi-objective optimization-based influence 
spread framework to balance the trade-off between the objective of influence spread maxi-
mization and the objective of promotion cost minimization.

3.4.2 � Influential locations

Influential location identification is also an important issue, as it is useful for many appli-
cations, such as outdoor marketing. In LBSNs, the influence of locations can be judged 
by users’ social relationships or their movement patterns across locations. For example, 
in [100], authors defined the influence of a location by its capacity to spread its visitors to 
other locations, they thought that these visitors could spread the information obtained from 
that area to other areas. They constructed an interaction graph in which nodes and edges 
represented locations and users traveling between locations, respectively. If a user visited 
both locations within a limited time, then the user was a “bridging visitor”. An influence 
was exhibited when many bridging visitors from one location to another exist. To alleviate 
the sparsity of check-in data, they also defined “friendship-based influence between loca-
tions” and used the friends of “bridging visitor” as “potential visitors” to calculate location 
influence. The work of [101] directly used users’ influence in social networks and check-ins 
numbers to calculate location influence, the behind intuition was that check-ins made by 
high-influential users were more valuable than that by low-influential users because the 
former could be seen by more users. Some studies directly convert the relationship between 
locations into a location network, and then directly identify influential locations using tra-
ditional node influence calculation methods. In [102], authors constructed a location–loca-
tion graph to capture correlations between locations, similar to [100], edges in this graph 
represented users’ transitions among different locations. Then, they used betweenness cen-
trality to measure the influence of locations.

3.4.3 � Location promotion

Location promotion is a unique and valuable application of influential nodes in LBSNs. 
Therefore, the promotion effect is an important factor in evaluating the influence of nodes. 
This problem can be described as follows: given an LBSN G and an integer K, in which K 
seed nodes (user nodes or location nodes) should be selected to maximize the number of 
users eventually moving to the promoted location under influence diffusion models. Several 
researchers have formulated this problem as an influence maximization problem in LBSNs 
and constructed various information propagation models to solve this problem [103–106]. 
[103] proposed two user mobility models, namely, Gaussian- and distance-based mobil-
ity models, to capture check-in behaviors of users. Location-aware propagation probabili-
ties could be derived based on those models. The authors also extended the independent 
cascade model to a location-aware independent cascade model, which could describe the 
process of information propagation and identify nodes with marketing value. However, 
authors in [103] just considered one location at a time, which may be ineffective. There-
fore, [104] focused on a bundle of location promotion. Using information propagation in an 
LBSN, authors selected k users who checked in at a location in a given bundle of locations 
to maximize the number of users. A multi-location-aware independent cascade model and 
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a greedy algorithm were proposed to describe information propagation and select users 
with the greatest marginal gain.

The influence of communities was also considered in [105]. The authors believed that 
users belonging to the same geo-community might have a few well-visited locations, and 
conducting initial propagation at such locations could influence many more seed users. 
Thus, they tended to select a set of groups as influence seeds rather than a set of users. 
They did so by grouping users based on check-in records and extracting the common 
mobility model of different groups. By considering the social relationship and group-level 
moving probability of each group, they proposed a greedy algorithm to effectively select 
K seed groups over the graph. In [106], researchers focused on the importance of distance 
between users and promoted locations. They proposed that the variety of distances between 
users and promoted locations resulted in variations among users. Thus, when promoted 
location changed, the vital nodes set also changed. They then developed an index-based 
heuristic approach called MIA-DA to approximate the influence calculation.

Several methods and algorithms can be used to study information maximization. The 
authors of [107] presented a unified system called IMaxer that provided a complete pipe-
line of novel models and algorithms for influence maximization, after which they evalu-
ated and compared IM techniques for a particular scenario (Fig. 8). In Table 4, we present 
a summary of existing influence maximization methods belonging to different categories.

3.5 � T5 community detection

Words for topic 7 contain such terms as “community,” “overlap,” and “detection,” which 
point to spatial community detection. Community detection is a popular topic in modern 
network science. A community is a group of people with tighter interactions with its mem-
bers than outside the community. In LBSNs, users interact through the online and offline 
worlds. Thus, intimacy and similarities in both lines must be considered to identify com-
munities. In [108], authors emphasized that structural properties of location-based com-
munities were very different from those of common social networks, demonstrating that 
two community structures did not yield the same user groupings. Edges were more likely 
to form within local communities than within social communities, meanwhile, friends 
in the same local community were more likely to visit the same places. In terms of the 
dynamics of social and local communities, they also showed that local communities were 
more dynamic and volatile. Thus, given that the approaches of community detection on 

Fig. 8   Word cloud for topic 5
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traditional social networks might fail to capture the information found in LBSNs, the loca-
tion information must be considered to infer communities.

Methods of community detection can be divided into the following categories: methods 
based on optimization, community searching, clustering methods, and generative models. 
We now introduce the related works on these methods.

3.5.1 � Methods based on optimization

In optimization methods, researchers first defined a community segmentation objective 
function according to designed metrics or rules. Then, the best community segmentation 
result could be achieved by maximizing the objective function.

Modularity is the main metric to evaluate the quality of network partition. Many 
researchers have added spatial constraints to traditional modularity and then achieved com-
munity detection by optimizing it. For example, Liu et al. [109] proposed new modular-
ity based on network and connection localities to find communities. Nodes in the commu-
nity had tight connections and were distributed in a small geographical scope. Authors of 
[110] introduced “spatially near modularity,” which combined the optimization function of 
the k-means clustering algorithm and Newman–Girvan (NG) modularity. In this method, 
k-means clustering was used to control the influence of the distance between nodes. Chen 
[111] modified modularity to geo-modularity by introducing an edge weight, which was 
the inverse of the geographic distance to the power of n. The power value n of the distance 
was determined using a proposed spatial clustering coefficient.

Several works have also constructed their own defined optimization functions. For 
instance, in [112], researchers viewed LBSN as a multi-modality non-uniform hypergraph, 
vertices of the hypergraph were all entities, and heterogeneous interactions (e.g., posting 
comments and uploading photos whilst visiting places) were regarded as hyperedges. Over-
lapping community detection task was formulated as an optimization problem of density 
subgraph detection over heterogeneous hypergraph.

Table 4   Summary and comparison of influence maximization in LBSNs

Target node Receive node Method/feature

User Location User Location

Influence
User

[95] √ √ Socio-spatial centrality
[96] √ √ Divide-and-conquer
[97] √ √ SIR model
[98] √ √ Greedy heuristics
[99] √ √ Multi-objective optimization

Influence
Location

[100] √ √ Greedy algorithm
[101] √ √ DBSCAN
[102] √ √ Betweenness centrality

Location
Promotion

[103] √ √ Independent cascade model
[104] √ √ MLICM
[105] √ √ GLP
[106] √ √ MIA-DA
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3.5.2 � Methods based on community search

The community search problem, which aims to find dense subgraphs containing a query 
vertex, has attracted considerable attention. Authors in [113] proposed a hybrid framework 
to integrate users’ attributes and geolocations. First, they constructed users’ interest vec-
tors by extracting keywords associated with places they visited. Then, they constructed an 
attributed social graph by computing interest-based similarities. Finally, they attempted to 
find a k-core subgraph in which all vertices were intensively linked and distributed within a 
given range by core decomposition.

Given a query vertex, the authors in [114, 115] attempted to find a dense subgraph that 
contained it whilst satisfying social and spatial constraints on large geo-social networks. 
Authors in [114] solved this problem by conducting the best-co-located community search-
ing. Here, they constructed an index structure called AC-Tree based on the spatial informa-
tion, local structure information, and attribute information of the social network. After that, 
they pruned it to determine the community that satisfies structure cohesiveness, spatial 
cohesiveness, and quality optimality requirements. In [115], researchers defined this as an 
RB-k-core search problem and used k-core to insure social cohesiveness. They also utilized 
a radius-bounded circle to restrict the locations of users in an RB-k-core. In the end, the 
rotating-circle-based algorithm was proposed to solve this problem.

3.5.3 � Methods based on clustering

Clustering methods can cluster nodes into different groups according to different distance 
measurement indicators and clustering rules. Unlike traditional social networks, the clus-
tering algorithm in LBSNs must consider the online and offline distance between users. 
Therefore, different community clustering methods are designed according to the differ-
ences in distance measurement methods.

Authors in [116, 117] used edge clustering to detect overlapping communities. They for-
mulated LBSNs as attributed bipartite graphs and proposed an edge-centric co-clustering 
framework to cluster communities, in which users were not only structurally close to one 
another but also shared similar attributes [116]. However, authors in [117] highlighted that 
the variety of clustering centers might result in different clustering results. After that, they 
proposed a fuzzy subtractive clustering method that determined cluster centers with a prob-
ability based on the potential of each data point. This method has higher accuracy than the 
method in [116]. In [118], a density-based geo-community detection model was proposed, 
which considered users’ social connections and Euclidean distance to detect communities. 
authors used the common geo-social neighborhood to measure the similarity of two verti-
ces and replaced the Euclidean distance in the DBSCAN algorithm with geo-social simi-
larity. Except for explicit features for the measurement of user similarity, the work of [119] 
devised a deep autoencoder algorithm to obtain latent representations of users and then 
utilized the k-means algorithm for community detection.

The authors in [120] emphasized that a user’s check-in location might be inaccurately 
mapped to a specific place but might also correspond to the distribution of a set of places 
within the neighborhood of the check-in position. Therefore, they transformed venue-less 
check-ins into a distribution of a set of places within the neighborhood of the check-in posi-
tion and proceeded to model user behavior patterns from their check-in sequences. They 
then applied a fuzzy clustering technique to group users with similar behavior patterns. 
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Similar to [120], the work in [121] regarded users in the same community as having similar 
movement behaviors that were represented as trajectory patterns. They used a probabilistic 
suffix tree as a user’s trajectory profile and then formulated a similarity measurement to 
calculate the distance between users. They also identified communities by using a cluster-
ing algorithm based on distance. [122] used a trajectory clustering algorithm to classify tra-
jectories into different kinds of clusters according to semantic and geographical distances.

3.5.4 � Methods based on the probabilistic generative model

Multiple factors should be considered when addressing the community discovery problem 
in LBSNs. However, identifying communities according to artificially defined metrics may 
lead to incomplete or inaccurate solutions. Many scholars used generative models to model 
the generation process of the community, explain the formation process of the community, 
and then efficiently identify them.

A unified probabilistic generative model, also known as User-Community-Geo-Topic, 
was proposed in [123] to simulate the generative process of communities as a result of net-
work proximities, spatiotemporal co-occurrences, and semantic similarity. In this model, 
a community has three components: a multinomial distribution over topics, which repre-
sent the probability of each community  on different topics, (2) a multinomial distribution 
over spatial items (locations), it means the probability of each community visits different 
spatial items, (3) and a probability vector, each component of it is the mean of a Bernoulli 
distribution representing the interaction probability between different communities. Each 
user is related with a multinomial distribution over communities, thus suggesting his/her 
membership with the community. User check-in and interaction behaviors were consid-
ered in this model, and the Gibbs Sampling was used for model inference. Zhang [124] 
emphasized that data from LBSNs contained rich knowledge on users’ social interactions 
in communities, geographical mobility patterns between regions, categorical preferences 
on activities, interests in topics, and opinion expressions for sentiments. The latent com-
munities, regions, activities, topics, and sentiments of users were deemed interdependent. 
Then, an LDA-based model called CRATS was used to jointly mine those latent variables 
by mimicking the decision-making process of users who visit check-in at venues. Xu [125] 
also described the generative process of check-ins by using a social relation and temporal-
spatial topic model to identify communities. They defined two types of check-ins in LBSNs 
based on dynamic user interaction. The first type of check-ins meant visiting a place with 
friends, and the second type of check-ins meant visiting a place alone.

Figure 9 shows a summary of the main categories of community detection methods and 
representative algorithms.

3.6 � T6 event detection

As shown in Fig. 10, words such as “event,” “detect,” “geotagged,” and “discover” sug-
gest that topic 5 is related to event detection from the geo-tagged text. LBSNs allow users 
to post what they are involved in with location information in a real‐time manner. Those 
geo-located data contain large amounts of information related to local events, which can 
help obtain patterns of the dynamics of crowds throughout urban areas. Event detection 
can support (1) the detection of unexpected behaviors in the city and (2) the analysis of the 
posts to infer what is happening [126].
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To identify unusual events, the most general idea is to deduce geographical regularities 
from the usual behavioral patterns of crowds with geo-tagged information, then, compare 
these regularities with estimated ones. [127] built a socio-geographical event-monitoring 
system, in which authors extracted three feature indicators from geo-tagged tweets, namely, 
numbers of tweets, crowds, and moving users, to establish the regularity of user crowd 
patterns. They identified usual events when users’ crowd patterns changed compared with 
regularity. Authors in [128] constructed mobility and social activity tensors, which can 
be decomposed to extract the basic patterns. Then, they identified significant and unusual 
irregularities from those basic patterns and used them to detect the related urban event. 
Thereafter, they described the event from the aspects of influenced regions, gathering 
time, and popular activities. The clustering method is an effective method to group a large 
amount of user data to derive regular patterns and identify abnormal activity. In [129], 

Fig. 9   Different methods for community detection

Fig. 10   Word cloud for topic 6

177GeoInformatica (2022) 26:159–199



1 3

clusters referred to dense groups of tweets posted by different users that talk about an event 
happening near their location. Then, the DBSCAN based technique called Tweet-SCAN 
was applied to group event-related tweets by considering content, time, location, and user 
of each tweet.

The above research focuses on discovering abnormal mobility patterns within the city. 
However, they pay less attention to the specific content of events, i.e., “what is happen-
ing”, which can be obtained through text-based content aggregation technology. In [130], 
authors utilized K-means clustering to group geo-tagged tweets and extracted Spatio-tem-
poral outliers, then they analyzed corresponding content of the abnormal event from the 
outlier tweets by topic model.

Some studies also analyze “who is involved or likely to be involved in the event” 
[131–135]. In [133], to identify the on-site users of an event, the author used a fused feature 
Gaussian process regression model to infer the relevance between a user and a social event 
by integrating the factors of mobility influence, content similarity, and social relationship. 
In [134], based on the data from Meetup, the author analyzed the dynamic mutual influ-
ence among users on their offline event participation, the authors pointed out that users’ 
preferences for social events are influenced by their friends, and this influence is mutual 
and dynamic. Authors of [135] proposed a multimodal to collect user information from 
multi-source platforms for event detection, which could enrich event content for LBSNs 
and EBSNs (Event-based Social Networks).

Figure 11 summarizes the main research architecture of event detection in the literature.

3.7 � T7 urban mobility

For topic 7, words such as “city,” “urban,” “dynamic,” and “mobility” suggest that this 
topic is related to the urban dynamic and human mobility. The existing Spatio-temporal 
data in LBSNs provides a resource for large-scale urban mobility research. It can help to 
solve various problems faced by cities as well as in understanding the characteristics and 
functions of different regions of the city.

The data used for assessing urban mobility typically come from three sources: physi-
cal sensors, the infrastructure of cities, and statistical data. However, accessing those data 
requires authorization from the city governments. Besides, data from those sources may 

Text Content

Location

Time
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Fig. 11   The research architecture of event detection in LBSNs
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not be complete. The worldwide LBSNs data make it possible to analyze the activities 
of residents in real-time and observe city dynamics. Past studies [136, 137] revealed that 
the LBSNs system can be used as a source of large-scale participatory sensing to acquire 
knowledge about city dynamics and urban social behaviors. We summarize the existing 
research based on the main application scenarios of urban mobility analysis, including 
urban planning, urban traffic, and public safety and security (Fig. 12).

3.7.1 � Urban function identification

The exploration of geographical mobility patterns of citizens can help understand the 
urban spatial structure, identify functions and connections of different areas of a city, and 
enhance a knowledge-based urban development process.

Clustering algorithms are effective to identify the functions of different urban areas by 
clustering the locations or visitors with the same characters [138–140]. A past study [138] 
proposed a spectral clustering-based model by considering the spatial proximity and social 
proximity, wherein spatial proximity was measured by the distance between venues, and 
social proximity was derived from the distribution of people who check-in to certain ven-
ues. The authors of [140] took the temporal variations into account to identify the dynam-
ics of functional regions. To do this, three clustering algorithms were used to cluster the 
keywords of different regions at varying time intervals. The work of [139] also applied a 
spectral clustering method to recognize urban land use. However, the author just consid-
ered the number of geo-tagged twitter about each location in a week. Thus, although the 
method can reflect the dynamics of different areas at different times, there was less infor-
mation on the semantics of location types.

There is a large amount of user-generated information in LBSNs. Based on that, the 
LDA model is commonly applied to analyze semantic information [141, 142]. In [141], 
researchers applied the LDA and self-organizing maps (SOM) to explore the patterns of 
human activities and characterize underlying urban morphological structures by consider-
ing the geospatial, temporal, and semantic characteristics of georeferenced tweets. Authors 
of [142] regarded the function of location as a topic and applied an improved probabilistic 
topic model to infer functions of regions.

Several studies are based on predefined categories and view the location function iden-
tification as a multi-label classification task [143, 144]. Authors of [143] extracted 19 vari-
ables from the characteristics of check-ins and users, temporal features of user check-in 

Fig. 12   Word cloud for topic 7
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behaviors, and then built environment features of POI. Then, they trained three classifica-
tion models, namely, random forest, decision tree, and support vector machine, for the clas-
sification task.

3.7.2 � Urban traffic

As the population grows, the transportation problem has become an urgent issue. Data 
from the LBSNs system contain real-time trajectory information of citizens, which can 
help in analyzing traffic conditions. The authors in [145] used the real-time information 
of massive users in LBSNs to study human traffic in cities. They extracted the temporal 
patterns of human traffic at different types of venues and analyzed characteristics of those 
patterns using time-series decomposition. Thereafter, an ARIMA model was constructed to 
predict the temporal patterns by historical data. The model can be used by governments to 
schedule transportation traffic.

Meanwhile, in [146], researchers used digital footprints of users in LBSNs to model a 
microsimulation, which could reproduce not only trips of citizens but also traffic volumes 
at main roads. More directly, the author in [147] designed a system that could help drivers 
find an alternative route to avoid an incident based on solutions provided by other drivers 
in LBSNs. In [148], the author analyzed the impact of online social interaction ( “social 
learning”) on driver behavior, which could help to predict the driving routes or patterns of 
taxi drivers. The authors in [149] focused on the evacuation problem in cities, that is, find-
ing a good path to a safe place without resulting in congestion. They proposed a method 
that used time- and geo-stamped microblog posts to measure demographic snapshots of a 
city and visualized high-risk evacuation roads based on geographical characteristics and 
demographics. Considerable research [150, 151] works on discovering the dense regions in 
cities, which is useful for governments to predict and prevent traffic jams and chaos.

3.7.3 � Public security

LBSNs data reveal the nature of human activities in cities, and considerable studies have 
proven that those data can be used for public security research. For example, the work 
in [152] proved the usefulness of LBSNs data in urban crime analysis. The authors first 
extracted features about an ambient population from LBSNs data; then, based on those 
features, linear and spatial econometric models of crime were built for crime description. 
In [153], the researchers utilized LBSNs data to assist crime event prediction. The research 
assumed that, if many visitors in a region often visited unsafe regions at an unsafe time, 
their visits implied the region with a high safety risk. Then, they extracted prediction-
specific dynamic features based on human mobility and used the random forest to pre-
dict whether a crime event would happen at a target region. A common method to iden-
tify the spatio-temporal dynamics of crime is to apply agent-based modeling to simulate 
crime patterns; however, incomplete crime data can lead to inaccurate results. To solve 
this problem, [154] used open data, such as those on road networks, to simulate the urban 
structure and used LBSNs data to represent activity nodes as proxies for human activities. 
Then, it analyzed the offender mobility under different mobility strategies. The authors of 
[155] proposed a directed weighted graph to present the user flow among regions, in which 
the graph nodes referred to regions, and directed edges were the movement directions of 
humans. After that, they defined the region risk factor under the hypothesis that human 
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mobility from a high crime risk area implies a high crime risk in the arrival area, after 
which they proposed a set of graph flow-based features for crime rate prediction.

Except for the crime analysis, disaster emergency response is also the main research 
direction, including natural disasters [156, 157] and epidemics [158]. One study [156] 
pointed out that LBSNs can be used as a tool for disaster information sharing and mutual 
assistance among nearby people and then proposed a Hybrid Disaster Response System 
(HyDRS), which allowed users to effectively cope with a disaster by using their mobile 
devices. To assist decision-makers to respond quickly in the mitigation of damage, one 
study [157] analyzed the temporal evolution characteristics of fine-grained topics related to 
natural disasters by combining LDA topics and the Markov transition probability matrix. 
In terms of the spread of the epidemic, another study [158] found that flu-related traffic on 
social media was closely related to actual flu outbreaks. Therefore, they pointed out that the 
integration of social media and real-world clinical could enhance the surveillance systems 
of contagious diseases.

In Table  5, we category the existing research about urban mobility according to the 
information source and method they used.

3.8 � T8 privacy protection

Words in Fig. 13, such as “privacy”, “preserving”, and “protection”, suggest that topic 8 is 
related to the privacy protection problem. Unlike traditional networks, the main method for 
users in LBSNs to socialize and enjoy various services is location sharing. Users’ privacy 
refers to the information beyond their public data and spans the additional personal details 

Table 5   Summary and comparison of urban mobility research based on LBSNs

Information sources Method

Spatial Social Time Text

Urban function [138] √ √ Spectral clustering
[139] √ Spectral clustering
[140] √ √ Hierarchical clustering
[141] √ √ √ LDA/Neural network
[142] √ LDA
[143] √ √ √ Multi-Label classifier

Urban traffic [145] √ √ ARIMA model
[146] √ √ Radiation model
[147] √ √ Client–server system
[149] √ √ √ Path searching
[150] √ √ √ EBSCAN
[151] √ √ √ Spatial clustering

Public security [152]
[153]
[154]
[155]
[156]
[157]
[158]

√
√
√
√
√
√
√

√ √
√

√
√
√

Linear model
Random Forest
Agent-based model
Graph flow-based features
HyDRS
LDA/Markov
multi-method data analytics
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that may be inferred from their location data. Such data may be used improperly by attack-
ers and untruth third-party service providers. Therefore, the protection of personal privacy 
information has also attracted researchers’ attention.

When users provide their location information to an LBSNs server as they check-in in 
various locations, their personal information may be exposed. The authors in [5] indicated 
that location data could indeed reveal privacy information, including not only location 
coordinates but also personal information, such as daily pursuit and religious/political/sex-
ual inclinations. Three types of user information exist in LBSNs, namely, location informa-
tion, user profile, and social information. The existing privacy protection mechanisms are 
mainly aimed at such information.

3.8.1 � Location information

In LBSNs, the main method for users’ interaction is to share location or geo-related con-
tent in public, which provides resources to adversaries to design attacks and bring threats. 
The common threats can be categorized into the following types: (1) Direct sharing attacks 
[159]: extraction and exploitation of location information from a user’s check-in history; (2) 
Tracking [160]: monitoring a user’s movement trajectories; and (3) Inference attacks [161]: 
obtaining the knowledge of users unlawfully by analyzing their locations. In response to 
these threats, various approaches are proposed: sharing-decision-, location-modification-, 
and anonymity-based methods.

For the first type, the decision of whether to publish the current location can be deter-
mined by users or some techniques. Many researchers, such as those in [162], have pro-
posed mechanisms that could make decisions automatically by analyzing contextual fea-
tures and users’ privacy preferences. In [163], the authors also considered the dynamics 
and spatiotemporal correlations of users’ privacy requirements and proposed a context-
aware location privacy protection. Similarly, the work of [164] considered the variability of 
users’ privacy requirements and proposed a user-defined location-sharing scheme (ULSS) 
to achieve privacy preservation under different contexts.

The second type of method is obfuscating or encrypting location information. Loca-
tion obfuscation means making the location information inaccurate by spatial cloaking 
or perturbation. The work in [165] focused on sensitive locations, such as hospitals, and 
then cloaked those locations following user preference. However, attackers might prune 
this region to find the accurate location. Meanwhile, when users share continuous location 

Fig. 13   Word cloud for topic 8
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information, an attacker may infer the real location from the overlapping regions. Thus, 
the authors in [160] hid user activity by generating semantically robust cloaking regions 
containing several semantically heterogeneous locations, such as bars and shopping malls. 
For continuous check-ins, the work of [166] constructed a circle region to cloak the tar-
get region which can avoid overlapping circle attacks effectively. However, the obfuscation 
methods may damage the quality of user data and affect the effect of personal services like 
recommendations. To solve this problem, one study [167] proposed PrivRank, a customiz-
able and continuous privacy-preserving data publishing framework, by considering both 
the specific requirements of user privacy and data utility for enabling high-quality per-
sonalized recommendation. Location perturbation is an effective method against location-
history-aware attackers. In [168], the authors proposed data perturbation techniques that 
users can employ to provide noisy locations of shared geo-tags. For location encryption, 
many cryptographic protocols have been defined by different mechanisms to ensure that an 
LBSNs platform can encrypt users’ location information following the protocols. A repre-
sentative mechanism has been presented in [169], in which two protocols provide complete 
privacy for the service provider and controllable privacy for the buddies. This mechanism 
represented the space of user locations as a finite number of non-overlapping cells. Users 
could define the size of the cells to control the uncertainty with which their friends can 
locate them. The location information shared by users was then expressed as an encrypted 
index of the cell containing their actual location.

The third method is anonymity. In general, the ultimate goal of an anonymization 
approach is to preserve social media user privacy while ensuring the utility of published 
data. The location privacy of users can be protected by replacing users’ identities with 
other pseudonyms or by enlarging real locations of users to include additional location 
information corresponding to geographical locations of k other users. The most representa-
tive method is K-anonymity. This produces the K-anonymity region containing k differ-
ent location points as an obfuscated region to hide the user’s precise location. The tra-
ditional k-anonymity approach regards each user’s query as an isolated event. Authors in 
[170] considered the spatiotemporal relationship of users’ location history and location 
attribution, then proposed a varied k-anonymity and l-diversity location privacy-preserv-
ing model. A trusted anonymizer server, which could process users’ location information 
before it reached the service provider, is necessary to implement k-anonymity. However, 
some research has proven that a third-party server cannot guarantee user privacy and that 
it forms a single point of failure. The authors in [171, 172] proposed K-anonymity-based 
algorithms without involving a trusted anonymizer server.

3.8.2 � User profile

Users have to provide personal profiles and preference information to LBSN providers to 
receive high-quality services. Such information typically includes user identity and demo-
graphic information. Unfortunately, detailed personal information may be used maliciously. 
Meanwhile, user identity information can also be inferred from their trajectories [173]. A 
dangerous situation occurs if the users’ personal information and trajectory information 
are identified and matched by malicious attackers or untrusted service providers. Com-
mon threats to user profile information include identify theft, impersonation, and hacking. 
The most common method to avoid those hazards is to implement the distributed storage 
of user information. In [174], researchers proposed a decentralized matching service, in 
which a matching service was used to match the encrypted location information and users’ 

183GeoInformatica (2022) 26:159–199



1 3

interest. The matching service entity was unaware of the actual value of users’ informa-
tion but was able to answer user queries for nearby POIs without knowing the actual user 
identities or their locations. The work in [175] also proposed a two-part privacy-preserving 
matching service. One of the components (the “matcher”) was used to store identity infor-
mation and attribute values of entities (users and POIs) without knowing their relation-
ship. The other component (the “combiner”), which came from a different provider, was 
used to store the relationship between identities and attributes of users and POIs. The two 
components implemented a matching service by running a privacy-preserving protocol on 
pseudo-ids of entities and their attributes to enable various services.

The K-anonymity [176] and Dynamic pseudonymity [177] are also effective methods 
for user profile protection. In [177], the author introduced a Dynamic Pseudonymity Mech-
anism (DPP) to protect users’ query privacy, in which, location-related query information 
of the user was divided into chunks and assigned different pseudo identities while inter-
acting with different service providers. This ensured that the adversary cannot link user 
information to a query result or obtain a true user ID from any one of the service providers.

3.8.3 � Social information

Users can build their friend lists on LBSNs and interact with each other by sharing loca-
tions or tips on specific venues. Some people do not want to expose their friend lists. That 
can be achieved by setting access permissions manually. However, social information is 
still in danger of leaking. The service provider in LBSNs will recommend friends or com-
munities based on user preferences to attract new users and increase user engagement. 
Users’ friend lists and interaction information with the other users will be extracted and 
used frequently, which may result in the leakage of personal social information. Attackers 
may use users’ social information to spread spam and malicious links.

Several mechanisms concerning data-distributed storage have been proposed by numer-
ous researchers to solve this problem. For instance, in [175], user and relationship data 
were encrypted and stored on different servers. In [178], the author proposed a crypto-
graphic primitive, functional pseudonym, for location sharing in LBSN. This method pro-
tects both location and friendship privacy and does not need a fully trusted server. How-
ever, social ties may still be inferred from check-in data, because friends may have similar 
location preferences and mobility patterns. To overcome this problem, authors in [179] 
guided users to check-in safe locations such that the adversary could not correctly iden-
tify the friends of users. They developed a two-step framework named check-in shielding 
scheme. It first estimated social strength amongst users and then generated a list of secure 
places. Then, users could select places from the list based on their preferences.

In Table 6, we present an overview of threats and solutions for different privacy infor-
mation in LBSNs, along with the representative methods mentioned above.

4 � Future research

As we have discussed above, LBSNs data provide opportunities for research in multiple 
fields, and many scholars have conducted in-depth and extensive research on LBSNs. How-
ever, numerous open questions and challenges remain and need to be solved due to data 
and technology limitations. In this section, we discuss possible limitations and potential 
research directions in the future.
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4.1 � Data simulation and fusion

Publicly available data and crawled data are the main data for LBSNs research. How-
ever, those data are increasingly unavailable and suffer several limitations. Most of the 
available data are too old (2008–2013) to be mapped to the current existing users or 
locations. Meanwhile, due to technical limitations, these data are sparse and noisy. In 
contrast, data crawling methods can obtain novel datasets, but many platforms do not 
provide open APIs or if they do, they have high restrictions on the use of APIs. As dif-
ferent users have varying degrees of willingness to share their locations, the crawling 
data do not reflect the behaviors of all the population. Incomplete data may influence 
the effectiveness of experimental results. Therefore, how to use limited data resources 
for efficient research is worthy of further attention. To achieve this goal, we point out 
the following research directions:

(1)	 Data simulation: Based on the limited LBSN data, various scientific methods can 
be designed to mine users’ movement patterns, simulate their check-in location 
distributions, and extract their check-in characteristics, thereby generating syn-
thetic data similar to the real data. Recently, several academics have conducted 
pioneering research in this area. For example, in [180], the author proposed a 
scalable and efficient agent-based framework for geo-social simulation, which 
not only considered user mobility patterns but also integrated psychological and 
social theories.

(2)	 Fusion of multiple data: With the development of the Internet, users can publish 
not only text data but also photos, videos, and sounds. Extracting knowledge 
from multiple or cross-platform data can enrich user and location profiles as 
well as alleviate data sparsity problems. In this regard, the work of [181] has 
made a good attempt by proposing a novel seed-driven approach that uses the 
points of one source as the seeds to extract and combine data from the others. 
In [182], the author proposed a cross-domine method that used transfer learn-
ing to fuse knowledge from different domains, effectively alleviating the data 
scarcity.

Table 6   An overview of privacy threats and corresponding solutions in LBSNs

Threats Solutions Representative method

Location
Information

Direct sharing attacks
Tracking
Inference attacks

Sharing-decision methods
Location modification Anonymity

ULSS[164]
Obfuscating[165, 160, 167, 166]
Perturbation[168]
Encrypting[169]
K- anonymity [171, 172, 170]

User
Profile

Identify theft
Impersonation
Hacking

Data-distributed storage
Anonymity
Dynamic pseudonymity

Privacy-preserving matching 
service[174, 175]

K-anonymity[176]
DPP [177]

Social
Information

Spam
Malicious links

Data-distributed storage
Cryptographic primitive

Encrypted storage[175]
Functional pseudonym[178]
Check-in shielding scheme [179]
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4.2 � Privacy‑aware method

Research on user sharing behavior has shown that privacy concerns are the main reason 
affecting user check-ins [183]. As shown in Fig. 14, privacy-related issues have attracted 
increasing research attention in recent years. However, most of the research focused on 
how to protect users’ privacy by establishing effective protocols and data encryption or 
obfuscation methods. In terms of specific application scenarios, such as event detection 
and community detection, researchers have ignored the privacy needs of users when 
improving the effect of the model.

Different applications involve different user information. Therefore, privacy-aware meth-
ods for various application tasks are urgently needed. Utilizing less user-sensitive information 
and considering user privacy demand as one of the constraints of models are both effective 
ways to preserve privacy under specific application scenarios. In fact, in the field of location 
recommendation, a few scholars have studied the privacy-preserving methods for recommen-
dations. For instance, in [167], authors considered both the specific requirements of user pri-
vacy and the data utility for enabling high-quality personalized recommendations. Then, they 
proposed a customizable and continuous privacy-preserving framework, which could protect 
users against inference attacks while enabling personalized ranking-based recommendations. 
Several works identify users’ privacy locations from their trajectory histories and protect such 
information by adding noise information [184], but this method will reduce the quality of data. 
Therefore, privacy-aware methods that can effectively consider both the task requirements and 
user privacy requirements are of great research value.

4.3 � New applications and services

Through the analysis of the paper publication tendency about different research topics, we 
found some research hotspots and novel research topics in recent years.

Fig. 14   The trends of published works on urban mobility and privacy protection
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In general, location recommendation and friendship prediction are the most popular 
research fields, and the articles about those topics account for the largest proportion in 
the total number of articles published annually. In contrast, urban mobility is an emerg-
ing research hotspot. As shown in Fig. 14, in the past two years, the number of articles on 
urban mobility has soared.

Also, we find some interesting research points, which have not been widely studied, but 
have great application value:

(1)	 Temporal dynamic analysis: LBSNs are active platforms in which data and structure are 
changing over time. However, most of the existing research is based on static networks, 
and few studies have considered network dynamics, such as the dynamic changes in 
community structure and the roles of users. Limited research also exists on incremental 
analysis of user data.

(2)	 Group recommendation in LBSNs: Although a few studies have analyzed the problem 
of location recommendation for a group of users [185, 186], relatively limited studies 
on group recommendation are available. An increasing number of users prefer traveling 
in groups; therefore, group recommendations may have great research value and broad 
application prospects.

(3)	 AR-based LBSNs: The development of technology enriches the functions of existing 
LBSNs and produces more novel LBSNs, such as Sekai Camera and Wallame, which 
integrate augmented reality (AR) technology into LBSNs and enrich the users’ pres-
ence feeling and interactive content. As far as we know, a few works have studied the 
impacts of AR-based LBSNs on GIScience research [187], and the relationship between 
local visual information and user-generated content[188]. Nevertheless, this field needs 
to be further explored in the future.

4.4 � Technological innovations

The vast plethora of information in LBSNs led to the development of technologies and 
models that can analyze and learn users’ behaviors for multiple applications. In recent 
years, deep learning technology has shown superior ability in many tasks. For example, 
they can automatically extract features from a large number of user data and have shown 
high computational efficiency and strong scalability. However, although has achieved state-
of-the-art results in various tasks, deep learning technology still has some drawbacks that 
can be improved:

(1)	 Most neural network architectures are based on structured data, whereas LBSNs data 
is heterogeneous unstructured data. There are multiple entities in LBSNs, such as 
locations, users, etc., and the interactions among those entities are complex. Therefore, 
traditional deep learning methods may not fully capture network features, and novel 
deep learning architectures based on heterogeneous graph data are needed. The graph 
neural network that is used to process heterogeneous graphs and hypergraphs has 
developed rapidly in recent years, but in the field of LBSNs, relatively little research 
has been done.

(2)	 Interpretable neural network: One of the main purposes of analyzing LBSNs data is 
to guide various applications. For example, the research about user mobility can be 
used for city planning, traffic guidance, etc. Therefore, the method must have high 
interpretation capabilities and be able to effectively mine the law behind the data. In 
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this sense, deep learning technologies are limited. The training and learning process 
of the neural networks is based on the optimization of an objective function aimed at 
minimizing the error in the reconstructed output, and the parameters in each layer are 
auto-tuned [189]. The model obtained through training with a large amount of data is 
more like an empirical result. Interpretability is a basic problem in deep learning. In 
recent years, many studies have tried to solve this problem, such as using mathematical 
tools to diagnose and evaluate the feature expression ability of networks [190] or using 
a small sample of weakly supervised learning methods for model training.Conclusion

In this article, we provide a systematic survey of the existing works about LBSNs. We 
collect 1,381 documents from January 2009 to 2020 and applied a text-mining method, the 
LDA, to extract the main topics from a large number of papers. According to the results 
of LDA, we categorized the existing research about LBSNs into the following topics: (1) 
location recommendation, (2) route planning, (3) friendship prediction, (4) urban mobility, 
(5) community detection, (6) event detection, (7) influence maximization, and (8) privacy 
protection. Then, we discuss in detail the key research problems, methodologies, and appli-
cations for each topic. Based on the survey, we also find some limitations and promising 
research direction in four areas: data simulation and fusion, privacy-aware method, new 
applications and services, and technological innovation. We hope that this survey moti-
vates the development of new initiatives concerning LBSNs research.
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