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Abstract
Travel time estimation (TTE) is an important research topic in many geographic applications
for smart city research. However, existing approaches either ignore the impact of transporta-
tion modes, or assume the mode information is known for each training trajectory and the
query input. In this paper, we propose a multi-task learning model for travel time estimation
called MTLM, which recommends the appropriate transportation mode for users, and then
estimates the related travel time of the path. It integrates transportation-mode recommen-
dation task and travel time estimation task to capture the mutual influence between them
for more accurate TTE results. Furthermore, it captures spatio-temporal dependencies and
transportation mode effect by learning effective representations for TTE. It combines the
transportation-mode recommendation loss and TTE loss for training. Extensive experiments
on real datasets demonstrate the effectiveness of our proposed methods.

Keywords Travel time estimation · Deep learning · Trajectory data mining

Saijun Xu and Ruoqian Zhang are equally contributed co-first authors.

� Jiajie Xu
xujj@suda.edu.cn

Saijun Xu
sjxu@stu.suda.edu.cn

Ruoqian Zhang
rqzhang@suda.edu.cn

Wanjun Cheng
chengwj@neusoft.com

1 Institute of Artificial Intelligence, School of Computer Science and Technology,
Soochow University, Suzhou, China

2 School of Computer Science and Technology, Soochow University, Suzhou, China
3 Neusoft Corporation, Shenyang, China
4 Institute of Electronic and Information Engineering of UESTC, Dongguan, Guangdong, China

Published online: 15 August 2020

Geoinformatica (2022) 26:379–395

http://crossmark.crossref.org/dialog/?doi=10.1007/s10707-020-00422-x&domain=pdf
http://orcid.org/0000-0001-9667-6563
mailto: xujj@suda.edu.cn
mailto: sjxu@stu.suda.edu.cn
mailto: rqzhang@suda.edu.cn
mailto: chengwj@neusoft.com


1 Introduction

The advance of location acquisition technologies has promoted a rapid increase in the num-
ber of trajectories. A large amount of trajectory data can be used in estimating the travel
time of the path. Travel time estimation is one of the most important location-based services,
which can be applied in many location-based applications in the smart city, such as depar-
ture time suggestion [9], trip planning [18, 20–22, 33, 40], vehicle dispatching [34], route
search [29], etc. However, travel time estimation is still challenging because of dynamic
traffic conditions, different external factors (weathers, holidays, etc) and complex mobility
behaviors.

Travel time estimation has been widely studied in the past. The existing solutions [7,
27] utilize trajectory data to estimate travel time. Recently, with the development of deep
learning, the majority of the research [11, 26, 28, 35] design deep neural models to learn
effective trajectory embeddings and capture latent features by finding appropriate represen-
tations. Then they can find (sub-)trajectories that are similar to the target trajectory based
on trajectory embeddings, and estimate travel time of the target trajectory by aggregating
travel time in (sub-)trajectories. However, all these TTE solutions ignore the transporta-
tion modes’ effect on travel time of a given path and the transportation mode accordingly
affects the travel time due to different moving speeds. Despite the impacts of transportation
mode on travel time has been considered in [31], it assumes that the mode information is
known for each training trajectory and the query phase. However, in reality, some or even
majority of the trajectories in database may not have mode labels. In addition, the suitable
transportation mode of a path may not be known by users at the query time.

Therefore, it is important to investigate the recommendation of transportation mode and
estimate its corresponding travel time of a given path simultaneously. On one hand, given
a path, users often need to choose appropriate transportation mode, such as taking a bus
or riding, and a large number of trajectories provide corresponding knowledge for users to
choose; on the other hand, users need to know the expected travel time for enhanced trip
planning. [2] recommends users’ transportation modes by automatically extracts additional
features using a deep neural network from their movement trajectories. To estimate travel
time, [26, 35] presents a deep neural model to integrate the geographic information to cap-
ture spatial correlations and stacking recurrent unit to capture the temporal dependencies.
However, transportation mode recommendation and travel time estimation are close related
tasks that heavily influence each other. To the best of our knowledge, there are no existing
models that can capture the mutual influence of these two tasks, thus could not achieve more
accurate results. Therefore, a multi-task model that integrates above two tasks in a shared
space is sought after for more accurate travel time estimation.

To this end, in this paper, we propose a multi-task learning model for travel time esti-
mation, namely MTLM, which integrates transportation-mode recommendation into travel
time estimation. Specifically, first, it combines supervised learning task with an encoder
part, which aims to recommend transportation mode of the given path for the user, and
unsupervised learning task with a decoder part, which recovers relevant details discarded by
supervised learning and retains the original data information as much as possible to reduce
the risk of overfitting; second, the model incorporates representations of recommended
transportation modes along with spatial patterns of trajectories and other external factors
(weekdays, holidays) to estimate travel time; furthermore, MTLM is trained to simultane-
ously minimize the summation of supervised loss of transportation-mode recommendation,
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unsupervised reconstruction loss and time estimation loss by back-propagation. To sum up,
the contributions of the paper are as follows:

– We propose a multi-task learning model for travel time estimation called MTLM, which
recommends the transportation mode and then estimates the related travel time of a
given path for the user. The model combines transportation-mode recommendation task
and TTE task together by the summation of loss functions.

– We further integrate the knowledge of transportation modes, which is recommended
in transportation-mode recommendation task, trajectory information and other external
factors (such as holidays, weekdays or weekends), and designs a uniform deep neural
model MTLM to capture spatial correlations, temporal dependencies and transportation
mode influence for travel time estimation.

– We conduct extensive experiments on real datasets. The results demonstrate the advan-
tages of our approach in recommending transportation mode and then estimating travel
time of the path compared with baseline methods.

2 Related work

Travel time estimation is an important research topic which can be applied in trip plan-
ning [1, 14, 17, 24, 30], traffic speed prediction [12], trajectory activity analyses [23],
etc. Existing approaches of estimating travel time in the path could be classified into two
categories: segment-based and path-based approaches. Segment-based approaches [5, 19,
32] estimate the travel time on each road segment but ignore the correlations between the
road segments; path-based approaches [15, 27] can resolve those issues in segment-based
approaches by extracting and aggregating sub-paths from historical trajectories, but suffer
from data sparsity because there are many sub-paths which cannot be found in historical
trajectory data.

As mentioned above, segment-based and path-based approaches are unable to perform
well in travel time estimation. Meanwhile, with the development of deep learning these
years. More recent studies [26, 28, 35] utilize deep learning in travel time estimation. In
[26], it presents an end-to-end estimation model that employs geo-convolution in the GPS
sequence to capture spatial features and then uses LSTM to learn temporal patterns to
estimate the travel time. Deeptravel proposed in [35] uses the sequence of extracted man-
ually features in the granularity of grid cells as input to feed in Bi-LSTMs, to capture
spatio-temporal patterns to estimate travel time. The WDR model [28] incorporates traf-
fic information and is obtained by a traffic estimator during the feature extraction, then
an ensemble regression model which consists of wide linear models, deep neural models
and LSTM is used to estimate travel time. In [31], it proposes a transportation-mode aware
deep neural model, which estimates travel time by utilizing (sub-)trajectories which are not
only roughly following the target path, but also being consistent with segments of the target
path in terms of transportation mode, it regards the transportation modes as known for each
training trajectory and the query phase. However, in reality, some or even majority of the
trajectories in database may not have mode labels.

The existing methods either have not considered the impact of transportation modes on
travel time or treat the transportation mode as known for each training trajectory and the
query phase. To deal with these issues, it is important to investigate how to suggest a suit-
able mode according to the corresponding travel time on a given path. A unified model to
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effectively support transportation-mode recommendation task and travel time estimation
task is needed to be sought after in our work.

3 Problem formulation

This section introduces some preliminaries and gives a formal statement of the problem
studied in this paper.

Definition 1 (Path) A path P = (v1, v2, .., vn) is a sequence of intersections, where inter-
section vi(1 ≤ i ≤ n) can be represented as a geographical location (longitude, latitude)
and (vi, vi+1)(1 ≤ i < n) is a road segment.

Definition 2 (Trajectory) A trajectory is represented as T = {G,m}, where G =
{g1, g2, ..., gn} is a sequence of GPS points and each GPS point gi is a tuple
(gi .lng, gi .lat, gi .t) which are its longitude, latitude and timestamp respectively, m is the
corresponding transportation mode of T .

The historical trajectory dataset is accordingly represented by a set of trajectories X =
{T (i)|i = 1, 2, 3, ..., N}.

ProblemStatement Given a trajectory dataset X, a path P and a departure time d, our goal
is to recommend the transportation mode and then estimate the related travel time of P , so
as to make it consistent with the real trajectories.

4 TheMTLM framework

In this section, we introduce the architecture of multi-task learning model MTLM, as
shown in Fig.1, which consists of the data preparation layer, a transportation-mode
recommendation layer and a travel time estimation layer.

4.1 Data preparation layer

In this section, we transform raw trajectory data into suitable trajectory embeddings to fully
capture the spatial moving patterns in the trajectories.

First, we map the trajectory data into an area I , which is clipped by ranges of a geo-
graphic area rW × rH and is partitioned into w × w disjoint but equal-sized grids, then raw
trajectories can be transformed as trajectory images [2]. Given a trajectory T , we compute

the centroid of the GPS points in T , that is (

∑n
i=1 gi .lng

n
,

∑n
i=1 gi .lat

n
) and align the centroid

with the center of the region I to unify the basic geographical coordinates. Each grid in the
area represents a pixel in the image, the value of pixels can be calculated in the following
manner: if there is a GPS point gi in the grid I (x, y), the value of I (x, y) increases by 1.
Finally, the raw trajectory can be portrayed as the trajectory image I .

4.2 Transportation-mode recommendation layer

In this layer, we aim to recommend an appropriate transportation mode based on the path
for users by learning an autoencoder from historical data including paths and corresponding

382 Geoinformatica (2022) 26:379–395



2(0, )N

2(0, )N

2(0, )N

(1) ( )f

(2) ( )f

(1) ( )f

(2) ( )f

x

~

x x

(1)~

z

(2)~

z

~

y

(1)

z

(2)

z

x(0) ( , )g

(1) ( , )g

(2) ( , )g

(1)z

(2)z

y

(0)

dC

(1)

dC

(2)

dC

x

Travel Time Estimation Layer

Transportation-Mode 
Recommendation Layer

CNN

k filters

Data Preparation Layer
x

+External 

Features
ResNet

time
Fully-

connected 

Layers

Fig. 1 The architecture of MTLM

transportation modes that users labeled. The labels in the data are different transportation
modes that users choose, such as taking a bus, riding a bike, or walking. We use labeled
data to supervise the autoencoder, which recommends transportation modes for users based
on the path. However, even in the era of massive data, there is not much labeled data that
can be used cleanly, which has led to the combination of deep learning and semi-supervised
learning. Therefore, we introduce semi-supervised learning with labeled and unlabeled data
simultaneously to optimize the autoencoder in the training phase.

We adopt a Ladder network [25], which is first applied to semi-supervised learning tasks
in [16], to construct an autoencoder that can recommend the transportation mode of the path
for users. We use the trajectory images I generated in the data preparation layer to represent
the path, in this layer is denoted as x for legibility, as the inputs. Spatial moving patterns
such as the spatial ranges and distributions of the path, are supposed to be captured for
transportation-mode recommendation, because different transportation modes are chosen
based on the topographic ranges and road conditions of the path.

Ladder network structure The structure of the Ladder network is shown in Algorithm 1.
The input of the ladder network is N + M trajectory images derived from raw trajectories,
with N trajectory images with labels of transportation modes {(x(n), y∗(n))|1 ≤ n ≤ N}
and M unlabeled trajectory images {x(n)|N + 1 ≤ n ≤ N + M}, which is denoted as x(n);
the output is the cost functions that include the cost between the recommended transporta-
tion mode and the actual transportation mode that users chose (Cross Entropy costs) and
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unsupervised costs (Reconstruction costs). The objective is to learn a function that models
P(y|x) by using both the labeled and the unlabeled data.
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The Ladder Network consists of two encoders and one decoder. One encoder applies
additive noise to each layer (an extra Gaussian noise injection term in Algorithm 1) and
therefore it has a regularization effect which helps generalization, called the noisy encoder;
the other encoder which shares parameters with the noisy encoder is responsible for provid-
ing the clean reconstruction targets, i.e., the noiseless hidden activations, called the clean
encoder. The decoder is designed to support unsupervised learning, which tries to recon-
struct the original input from the internal representation and recover details discarded by the
encoder. Formally, the Ladder Network is defined as follows,

x̃, z̃(1), ..., z̃(L), ỹ = Encodernoisy(x), (1)

x, z(1), ..., z(L), y = Encoderclean(x), (2)

x̂, ẑ(1), ..., ẑ(L) = Decoder(z̃(1), ..., z̃(L)), (3)

where Encoder and Decoder can be replaced by convolutional operators [10] and transposed
convolution operators in this case. The variables x, y, and ỹ are the input, the noiseless out-
put, and the noisy output respectively. The true target is denoted as y∗. The variables z(l),
z̃(l) and ẑ(l) are the hidden representation, its noisy version, and its reconstructed version
at layer l. At each layer of both encoders, z(l) and z̃(l) are computed by applying a convo-
lutional network and normalization on h(l−1) and h̃(l−1) respectively. Batch normalization
[6] correction and non-linearity activation are then applied to obtain h(l) and h̃(l). We use
softmax function as activation function and aj = e

zj
∑

k ezk
. In the decoder of the Ladder net-

work, there exists skip connections and through lateral skip connections, each layer of the
noisy encoder is connected to its corresponding layer in the decoder. This enables the higher
layer features to focus on more abstract and task-specific features. Hence, at each layer of
the decoder, two signals, one from the layer above that is the vertical connection u(l), and
the other from the corresponding layer that is the lateral connection z̃(l) in the encoder are
combined to reconstruct ẑ(l) by using vanilla combinator function g(., .), which is in the
following,

g(z̃(l), u(l)) = a(l)E (l) + b(l)sigmoid(c(l)E (l)) (4)

where E (l) = [1, z̃(l), u(l), z̃(l)u(l)]T is the augmented input. a(l) and c(l) are trainable 1× 4
weight vectors, and b(l) is a trainable weight.

Cost function in transportation-mode recommendation Finally, the objective function
of this section is a weighted sum of supervised (Cross Entropy) costs LossCE after the
encoder and unsupervised costs (Reconstruction costs) during the decoder.

Csemi = LossCE + ∑N+M
n=N+1

∑L
l=1λlRecconsCost (z(l)(n), ẑ(l)(n)) (5)

where λl is the weight of the loss in layer l, LossCE is Cross Entropy costs, which measure
the relative entropy between two probability distributions and are commonly used as loss
function in classification problems. It is defined as:

LossCE = − 1

N

N∑

n=1

K∑

k=1

y
∗(n)
k log(pn,k) (6)

where the number of trajectories is N , the number of labels is K , y
∗(n)
k is the the value of

the k-th dimension of the label y∗(n) after one-hot encoding, and pn,k is the probability of
the transportation mode of the n-th path is recommended as the k-th label.
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Unsupervised costs (Reconstruction costs) is square error costs at each layer of the
decoder, which are defined as the following,

ReconsCost (z(l)(n), ẑ(l)(n)) =
∥
∥
∥
∥
∥

ẑ(l)(n) − μ̃(l)

σ̃ (l)
− z(l)(n)

∥
∥
∥
∥
∥

2

(7)

where ẑ(l) is normalized using μ(l) and σ (l) which are the encoder’s sample mean and
standard deviation statistics of the current mini batch, respectively.

4.3 Travel time estimation layer

In this section, we aim to estimate travel time by considering the recommended transporta-
tion mode representations for the path and spatio-temporal characteristics. First, the spatial
moving patterns of the path reflect the movement range and shape, we need to fully extract
the spatial patterns of the historical trajectory, and then find the most similar sub-trajectory
in the space for the trajectory to be predicted. After transforming raw trajectories into tra-
jectory images, we then adopt convolution neural networks [10] in the trajectory images
to capture spatial moving patterns. To be specific, given trajectory image I as inputs, the
spatial representations convolved by the i-th filter is,

si,a = ReLU(Wconvi
∗ Ia:a+h−1 + bi) (8)

where Ga:a+h−1 ∈ R
h×w is the a-th representations in the trajectory image I , Wconvi

∈
R

h×w denotes the parameter weights of the i-th filter and ∗ is the convolutional operation,
bi is the bias, h is the kernel size. Here we use rectifier linear unit (ReLU) [10] as activation
function and ReLU(x) = max(0, x). Then we concatenate si,a convolved by k filters and
obtain the spatial representations of the a-th representations in I which is denoted as,

Sa = {s1,a, s2,a, ..., sk,a} (9)

where Sa ∈ R
1×k , then we scan sub-images of I in the chronological order (in height order

in Fig. 1) with k 1D-CNN filters to get the spatial representations of the trajectory, denoted
as S = {S1,S2, ...,Sw−h+1}.

Apart from spatial representations mined from trajectories, we further incorporate
higher-level recommended transportation-mode features, that is z(L) in the clean encoder
of the Ladder network and L is the number of layers in the previous layer. Besides, there
are external factors which affect the travel time including whether the departure time is
holidays, weekday or weekends, peak or non-peak hours or not and userID that reflects per-
sonalization information. We extract these factors according to the departure time of the
trajectory and encode them into a real spaceR1×A by using the embedding mechanism [13],
which not only reduces the dimension of categorical values but also represents categories in
the transformed space. Then we concatenate these embedding vectors of external features
to obtain low-dimensional vector E.

Finally, all the information can be concatenated as a uniform feature vector V =
{S, z(L), E} which can be utilized to estimate the travel time. Then we feed V as inputs into
a deep residual neural networks [4], which capture spatio-temporal correlations in the fea-
ture vector, are easier to optimize and can gain accuracy from considerably increased depth.
In the end, we further adopt two fully-connected layers to estimate the travel time of the
trajectory. We use the mean absolute percentage error (MAPE) as the objective function in
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the training phase because it is a relative error that can estimate time of both the short paths
and long paths. We define the loss function of travel time estimation as,

CT T E =
∣
∣
∣
∣
∣

δ − δ̂

δ

∣
∣
∣
∣
∣

(10)

where δ̂ is the estimated travel time of the trajectory and δ is the actual time.
Aiming at the influence of trajectory mis-recommendation on TTE task, on one hand,

by introducing transportation mode labels, the transportation-mode recommendation task
is learned in a supervised way, and the model parameters are optimized to further reduce
the proportion of mis-recommendation; on the other hand, in travel time estimation task
of our MTLM model, in addition to integrating the recommended transportation mode, the
data preparation layer also extracts features from the trajectory for the following travel time
estimation, which can reduce the impact of mis-recommendation on travel time estimation
task.

4.4 Multi-task learning in training

The multi-task learning method combines a travel time estimation task and a transportion-
mode recommendation task in a shared space (i.e., the high-level representation of the
recommended transportation modes), to compute more effective representations and param-
eters for more accurate results in both tasks. We introduce the loss function in our model.
This is an end-to-end model and the training goal is to minimize the loss function in mul-
tiple tasks. We combine the supervised costs for the transportation-mode recommendation
accuracy after the encoder, unsupervised costs during the decoder, and loss function in the
travel time estimation layer, that is,

C = β · Csemi + (1 − β) · CT T E (11)

where β is a weight in the combination of two losses Csemi and CT T E to control the balance
of two tasks.

In the training phase, we aim to minimize the loss function C and optimize all the param-
eters through back-propagation algorithm [3]. In the testing phase, in the transportation-
mode recommendation layer, we skip the noisy encoder and decoder in the ladder network,
and construct the recommendation only through the clean encoder, and then add the high-
level features as input to the travel time estimation layer. Furthermore, we use multiple
metrics to evaluate the estimation accuracy.

5 Experiments

In this section, we conduct experiments on GeoLife dataset to evaluate the performance of
MTLM against several baselines for travel time estimation and compare our model under
different parameter settings.

5.1 Datasets

GeoLife-labeled: We use GeoLife dataset [37–39] published by Microsoft Research. Each
trajectory in GeoLife contains attributes including latitude, longitude, altitude in feet, date,
time. The trajectory points in the trajectories were sampled at an interval of 1-5 seconds
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and 73 users have annotated labels on their trajectories with transportation mode. The trans-
portation labels contain transportation modes annotated by users and the start and end time
of using a certain transportation mode. First, we remove trajectories which users’ trans-
portation labels cannot be mapped into, because the start and end time in the labels were not
in the time period of these collected trajectories. Then we split the trajectory into segments
according to the start time and end time of the transportation mode marked by the user. We
further partition the segment into separate trajectory segments if the interval between two
consecutive GPS points exceeds 20 minutes. Finally, we obtain 6965 trajectory segments
with 7 transportation modes (walk, bike, train, bus, subway, taxi, car) in Beijing.

GeoLife-unlabeled: In order to illustrate the application of our model in unlabeled data
which is in unsupervised learning fashion, we extracted 4434 trajectory segments in Beijing
from GeoLife dataset that users did not annotate transportation modes.

We randomly split a dataset into two folds, 80% data as the training set, 20% as the
testing set on two datasets. On GeoLife-labeled dataset, for each transportation mode, we
divide 80% of the trajectories with this transportation mode into the training set and 20%
of them into the test set. In this way, we can ensure that the testing dataset and the training
dataset contain the same category of transportation modes.

5.2 Implementation details

The architecture of our model MTLM is shown in Fig. 1, parameters of the model and
experimental settings are described as follows:

– In the data preparation layer, ranges of longitude rW and latitude rH is determined by
the range of the trajectory dataset, that is, rW = 20, rH = 20. Each trajectory segment
is mapped into a region with w × w grids, we evaluate our model with different values
of w and finally set w = 100 on GeoLife-labeled and GeoLife-unlabeled dataset.

– In the transportation-mode recommendation layer, we use three layers, the first layer is
the input, the second layer in both of the encoders contains a convolutional network with
kernel size 3 and the number of kernels is 64, the third layer contains a convolutional
network with h = 3 and number of kernels is 7, the same as the number of transporta-
tion modes, then the feature maps are processed by softmax function to obtain the final
recommendation outcome; in the decoder, the deconvolutional operations project the
input back up to the feature maps of the corresponding layer in the encoder.

– In the travel time estimation layer, we use two layers of convolutional networks with
kernel size 3 and the number of kernels 64 and 32 respectively. We fix the residual fully-
connected layers as 3 and the size of each layer is 64. After residual layers, we further
adopt two fully-connected layers to map the R

64 to R
1 to estimate the travel time. In

addition, other external factors which affect the travel time, including userID, the day
of the week, time slot of the departure time, dateID are embedded to R

16, R8,R8, R8

respectively.
– In the training phase, we finally set the coefficient β as 0.2 on two dataset to control the

balance of two tasks.

We set batch size as 64 and use Adam optimizer [8] as the optimization function. The initial
learning rate is set to 0.0001. For each batch in GeoLife-labeled, we use half of the batch
as labeled data for supervised training to construct transportation-mode recommendation
costs, and the remaining half is used in unsupervised training as unlabeled data to construct
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reconstruction costs. The experiment is implemented by PyTorch. We train and evaluate the
model on the server with one NVIDIA GTX1080 GPU and 24 CPU cores.

5.3 Evaluationmetrics

MAPE is commonly used in regression problems because of its intuitive interpretation in
terms of relative error. MAE is a measure of the difference between two continuous vari-
ables. For MAE, the optimal prediction will be the median target value and it is more
robust when there are outliers in the data that are not conducive to the prediction results.
RMSE is the square root of mean squared error, it measures the deviation between the pre-
dicted value and the real value. For RMSE, the optimal prediction will be the mean target
value and it is more sensitive to outliers. Therefore, by using MAPE, MAE and RMSE,
we can have a more scientific and comprehensive evaluation of the experimental results.
Given Y = {y1, y2, ..., yn} as the actual values, Ŷ = {ŷ1, ŷ2, ..., ŷn} represents the predicted
values. n denotes the number of the data. The metrics are defined as the following,

MAPE(Y, Ŷ ) = 100%

n

n∑

i=1

∣
∣
∣
∣
yi − ŷi

yi

∣
∣
∣
∣ (12)

MAE(Y, Ŷ ) = 1

n

n∑

i=1

∣
∣yi − ŷi

∣
∣ (13)

RMSE(Y, Ŷ ) =
√
√
√
√1

n

n∑

i=1

(yi − ŷi )2 (14)

5.4 Baselines

– GBDT: Gradient boosting decision tree [36] is an ensemble model of decision trees. In
each iteration, GBDT learns the decision trees by fitting the negative gradients. Several
attributes of trajectories are fed into GBDT model, including the departure time, the
GPS point of the origin and destination, uerID. The model is configured with 100 trees.

– MlpTTE: Multi-layer perceptron (MLP) with ReLU activation is applied to estimate
the travel time. The input of MlpTTE is the same as GBDT and is fed into a 3-layer
perceptron with ReLU activation with hidden size 64,32,1 respectively.

– Deeptravel: Deeptravel [35] uses the sequence of extracted manually features in gran-
ularity of grid cells as input to feed in Bi-LSTMs, so as to capture spatio-temporal
patterns to estimate travel time.

– DeepTTE: DeepTTE [26] employs geo-convolution in the GPS sequence to capture
spatial features and then uses LSTM to learn temporal patterns to estimate the travel
time.

5.5 Performance comparison

The comparison results are reported in Table 1 and the results of our MTLM model are in
bold in Table 1. MAPE, MAE and RMSE are evaluation metrics.

From Table 1, we can observe that: first, the GBDT has the worst performance, demon-
strating the effectiveness of deep learning for travel time estimation; second, DeepTTE and
DeepTravel outperform MlpTTE, indicating that effective deep neural models contribute to

389Geoinformatica (2022) 26:379–395



Table 1 Performance comparison of evaluated approaches in metrics MAE, RMSE and MAPE

Dataset GeoLife-labeled GeoLife-unlabeled

Metrics MAE(min) RMSE(min) MAPE(%) MAE(min) RMSE(min) MAPE(%)

MlpTTE 16.42 28.91 11.19% 25.01 55.69 13.85%

GBDT 16.90 31.96 12.21% 27.35 57.83 15.29%

DeepTravel 13.17 24.65 9.05% 21.97 49.92 12.27%

DeepTTE 12.19 21.93 8.37% 19.28 42.55 11.13%

MTLM(Ours) 7.84 14.75 5.49% 12.45 23.87 7.98%

capturing local spatial correlations and temporal patterns for travel time estimation; further-
more, our model outperforms all baseline models, which not only proves the effectiveness
of incorporating the knowledge of recommended transportation mode based on path, in
travel time estimation, but also proves the effectiveness of our model in capturing the
spatio-temporal dependencies. In addition, our model performs well on unlabeled trajectory
dataset GeoLife-unlabeled, which shows the feasibility of our method under unsupervised
conditions.

5.6 Model analysis

In this section, we examine the parameter settings in MTLM and explore the role of the
transportation-mode learning recommendation layer in TTE. To find a more appropriate
parameter in MTLM, we vary different values of parameters.

5.6.1 Different grid size comparison

In the data preparation layer, the trajectory is mapped into the area to generate trajectory
images as the inputs of the transportation-mode recommendation layer and travel time esti-
mation layer, the value of w will affect both the accuracy of the travel time prediction and
performance of the transportation-mode recommendation. We evaluate our model with dif-
ferent grid size w × w from {50 × 50, 100 × 100, 150 × 150, 200 × 200, 250 × 250}, the
estimation results are shown in Fig. 2. According to evaluation results, we find the most
suitable value and finally set w = 100 on GeoLife-labeled and GeoLife-unlabeled dataset
to get more accurate results.

5.6.2 Different convolutional kernel size comparison

In this part, we evaluate different values of convolutional kernel size h from 1 to 5. The
convolutional kernels in the transportation-mode recommendation layer and in the travel
time estimation layer are one-dimensional convolution operation on the trajectory image.
The value of the convolutional kernel size determines the granularity of the trajectory image
processing. A suitable value can fully capture the spatial movement features in the trajecto-
ries such as turning. The performance comparison is shown in Fig. 3, from the comparison
results, we find that, convolution kernels that are too large or too small will decrease the
performance of the model. When the kernel size is 3, it is more easily for our model to
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Fig. 2 Performance with different grid size in metrics MAPE, RMSE

capture spatial features in the trajectories on two datasets and the model obtains more
accurate TTE results.

5.6.3 The analysis of transportation-mode recommendation layer

In this part, we evaluate the impact of transportation-mode recommendation layer on TTE
task, which recommends the suitable transportation mode for users. We design a model
without this layer, called NoTrans. The details are as follows: this model removes the
encoder and decoder of the Ladder network. Accordingly, NoTrans contains only the data
preparation layer and travel time estimation layer, especially, the knowledge of recom-
mended transportation mode that output from the transportation-mode recommendation
layer is not included in the travel time layer. The performance comparison results of
NoTrans and MTLM are shown in Table 2.

From Table 2, we observe the model using transportation-mode recommendation layer
performs better compared to the model removing this layer in all three evaluation metrics
on two datasets. The outcome demonstrates the effectiveness of integrating knowledge of
the recommended transportation modes based on path, in TTE task.

Fig. 3 Performance with different kernel size in metrics MAPE, RMSE
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Table 2 Comparisons of different settings in the transportation-mode recommendation layer

Dataset GeoLife-labeled GeoLife-unlabeled

Metrics MAE(min) RMSE(min) MAPE MAE(min) RMSE(min) MAPE

MTLM 7.84 14.75 5.49% 12.45 23.87 7.98%

NoTrans 8.36 15.31 5.79% 12.82 26.94 8.21%

6 Conclusion

In this paper, we study the recommendation of transportation mode and estimate its corre-
sponding travel time of a given path simultaneously. Existing approaches either ignore the
impact of transportation modes, or assume the mode information is known for each training
trajectory and the query input. Therefore, we propose a multi-task learning model that inte-
grates transportation-mode recommendation task and travel time estimation task, to capture
the mutual influence of these two tasks for more accurate TTE results. We incorporate the
knowledge of recommended transportation modes, path information and other external fac-
tors (such as holidays, weekends), in a uniform way to capture spatial correlations, temporal
patterns and transportation mode effects for travel time estimation. Extensive experiments
on real datasets demonstrate the effectiveness of our proposed methods.
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