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Abstract Messages published via social media sites, such as Twitter, Facebook, and
Foursquare hide a considerable amount of information about real world events. The timely
identification of such events from this huge, unstructured, and noisy user-generated content
plays an important role in increasing situation awareness and in supporting useful appli-
cations such as recommendation systems. Interestingly, a large number of these messages
are enriched with location information, due to the recent advancements of today’s location
acquisition techniques. This, in turn, enables location-aware event mining, i.e., the detec-
tion and tracking of localized events such as sport events, demonstrations, or traffic jams,
to name but a few. The main building blocks of a localized event are local keywords that
exhibit a surge in usage at the event location. In this paper, we propose an approach that aims
at extracting local keywords from a stream of Twitter messages by (1) identifying local key-
words, and (2) estimating the central location of each keyword. This extraction procedure
is performed in an online fashion using a sliding window over the Twitter stream. Addition-
ally, we address the problem of spatial outliers that adversely affect a sound identification
of local keywords. Spatial outliers occur when people far away from the location of an event
use related keywords in their Tweets. We handle this problem by adjusting the spatial dis-
tribution of keywords based on their co-occurrence with place names that may refer to the
location of an event. To ensure scalability, we utilize a hierarchical spatial index to gradually
prune the geographic space and thus to efficiently perform complex spatial computations.
Extensive comparative experiments are conducted using Twitter data. The analysis of the
experimental results demonstrates the superiority of our approach over existing methods in
terms of efficiency and precision of the obtained results.
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1 Introduction

The recent and rapid advancements of social media services such as Twitter and Facebook
have provided virtual and easy-to-use channels for users to interact, to report their thoughts,
and to share what is happening. To date, a large number of such social media services
are being accessed by hundreds of millions of users who publish content on a daily basis.
Microblogging services such as Twitter are among the leading services causing this dramatic
increase in user-generated content. Users constantly publish brief textual updates, called
“tweets”, describing their daily activities and surrounding phenomena. As of December
2015, about 320 million monthly active users publish tweets using Twitter.! As a conse-
quence, the detection and analysis of events from Twitter data is an active research area as
it provides event information faster than via traditional news agencies [2, 17, 27, 32].

For example, Chunara and colleagues proved that the trends of the Cholera epidemic
that occurred in Haiti in 2010 were observed in tweets two weeks earlier than respective
information from official sources [12]. Therefore, the timely extraction of up-to-date event
information from Twitter data helps increasing the situation awareness, supporting recom-
mendation systems, and providing useful sentiment information about products [30]. During
the time of an event, a number of event-related words typically exhibit an increase in usage.
These words are referred to as bursty words (keywords for short) and are considered the
main building blocks of detected events.

The introduction of GPS technology and the availability of GPS-enabled mobile devices
contribute to increasing the number of geo-tagged tweets, providing almost precise infor-
mation about the location from which tweets have been published. Currently, more than 3 %
of the published tweets are geo-tagged, enabling the detection of another type of events,
namely, localized events. A localized event, e.g., a music festival, a soccer game, or a traffic
jam, is a real-world event where people (willingly or unwillingly) gather at a specific loca-
tion for a limited period of time and observe what is going on. As a localized event takes
place within a specific geographic region, its related keywords show an increase in usage
at the event location. These keywords pertaining to localized events are referred to as local
keywords. In this paper, we propose an approach to extract local keywords from a Twitter
data stream, which includes (1) identifying them among other non-localized (key)words,
and (2) estimating the central location of each local keyword in an online fashion.

However, a proper extraction of local keywords faces the following challenges:

1. Dynamics of Twitter content: tweets have a high arrival rate, which requires a scalable
approach that can consume a huge stream of tweets and promptly update the state of
each previously extracted local keyword.

2. Spatial outliers: a local keyword may exhibit a non-local behavior when people use it
far away from the event location. A method is needed to adjust the spatial distribution
for such a keyword in order to determine its actual local characteristics.

3. When two localized events on the same topic, e.g., two music concerts, take place at
the same time, extracted keywords can be erroneously recognized as global keywords
due to their occurrence at different locations.

Thttps://about.twitter.com/company, accessed Dec. 2015.
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In this paper, we present a novel framework to efficiently and effectively extract local
keywords. What distinguishes this framework from related approaches is that it performs a
real-time extraction and tracking of local keywords at a fine-grained spatio-temporal reso-
Iution, and handles spatial outliers to obtain a reliable keyword locality decision. For this,
a sliding window approach is employed to incrementally process incoming tweets. There-
fore, the timeline is split into fixed-length snapshots such that the most recent ¢ snapshots
are covered by the time window. Once a new snapshot ¢ elapses, the window slides and the
following steps are performed:

1. Keyword extraction: a set of event-related words (called keywords) are extracted from
the tweets published during the current snapshot 7.

2. Geo-filter generation: for each keyword k, a probability distribution over the place
names co-occurring with & is estimated and used to eliminate spatial outliers.

3. Spatial update: the statistics describing the spatial distribution of keywords are updated
by both inserting the content of tweets published during the current snapshot ¢ and
removing the content of the expired snapshot r — c.

4. Local keyword extraction: geo-filters are utilized to adjust the spatial distributions of
keywords. These distributions are then analyzed to test the locality of keywords and to
compute the central location of each.

The contributions of this work are summarized as follows:

— Handling spatial outliers: a novel spatial regularization technique is proposed to adjust
the spatial distribution of keywords.

— A hierarchical space-partitioning index structure is employed to ensure a fast pruning
of the geographic space while checking the locality of keywords and estimating their
spatial focus.

— An extensive experimental evaluation is conducted to demonstrate the effectiveness
and efficiency of our approach in extracting local keywords and tracking their spatial
evolution at a fine-grained spatio-temporal resolution.

The remainder of this paper is organized as follows. We first review related work in
Section 2. The main concepts, notations, and the problem statement are given in Section 3.
In Section 4, we describe the steps required to extract keywords from a batch of recent
tweets. Then, in Section 5, we introduce the main mechanism used to check the locality
of keywords, and we show how to generate geo-filters that can handle spatial outliers. In
Section 6, we detail the steps to extract local keywords. The experimental evaluation of our
framework is presented in Section 7. Finally, we conclude the paper and address ongoing
work in Section 8.

2 Related work

An increasing interest in detecting and tracking real-world events from social media has
recently been witnessed [11, 20, 21, 24, 30]. Event detection itself is a rather old research
area encouraged by the Topic Detection and Tracking (TDT) initiative that aims at identify-
ing events from text streams [5, 31]. Event detection techniques can be classified according
to two main detection paradigms: (1) document-pivot: events are represented as clusters of
semantically similar documents [9, 20, 27, 30]. (2) feature-pivot: representative features,
e.g., bursty words, are extracted, and then clustered to form events [11, 13]. While some
approaches detect events from already collected data (called retrospective detection [11, 28,
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30]), others incrementally process a stream of messages in real time, i.e., they perform an
online detection [3, 15, 22].

In order to study these approaches that have problem settings and objectives similar to
ours, we narrow down the space of related work and focus only on feature-pivot based
approaches that operate on social media data in an online fashion. First, in Section 2.1,
we discuss efforts aimed at extracting event information using only the temporal dimen-
sion. Then, approaches that consider both spatio-temporal dimensions are discussed in
Section 2.2.

2.1 Events over time

Liet al. [17] introduced Twevent, a framework to identify bursty word segments from tweets
and to cluster them using a k-nearest neighbor graph. For this, they exploit Wikipedia to
distinguish actual event clusters from noisy ones. The approach BursT proposed by Lee et
al. [16] scores words dynamically based on frequency statistics collected during a time win-
dow. The main disadvantage of BursT is that it assigns high scores to regularly mentioned
(familiar) words, e.g., “job”, “evening”, or “lol”. Approaches employing the discrepancy-
based paradigm [2, 15] try to avoid such a problem by measuring the deviation between the
observed frequency of a word and its expected usage baseline.

Aggarwal and Subbian [4] leverage both the underlying network structure of social media
and the content of tweets to provide a more effective clustering scheme and to improve
upon the content-only similarity metric. Furthermore, they use a sketch-based technique to
efficiently compute the structural similarity between clusters. Cataldi et al. [10] model the
life cycle of terms using a novel ageing theory and connect related emerging keywords after
navigating a topic graph. For these approaches and similar contributions [6, 8], the spatial
dimension is not considered, and hence, the extracted event-related keywords are typically
of a global nature, thus related to large regions.

2.2 Events over time and space

The approach by Sakaki et al. [22] distinguishes event-related tweets from other tweets
using a SVM classifier. Event tweets are modeled over time using a Poisson process to
detect the occurrence of an event. Then, they apply Particle and Kalman filters to estimate
the location of detected events. As for detecting a new type of event, the classifier is trained
using a different set of event keywords, which is a limitation that stands against applying
their approach on a broad range of events. Mathioudakis et al. [28] identify geographic
locations showing a burst in a regular grid by minimizing a cost function to distinguish
between bursty and non-bursty grid cells. Backstrom et al. [7] exploit the geo-coordinates
(latitude and longitude) associated with Yahoo! query log entries to manifest and quantify
the spatial variation in search queries using a generative probabilistic framework. However,
these approaches are based on batch processing and do not scale well for the large volume
and high arrival rate of new data.

A framework to analyze the spatio-temporal characteristics of keywords has been
proposed by Abdelhaq and colleagues in [2]. Using this framework, a graph-based reg-
ularization procedure is used to estimate a reliable spatial distribution for each keyword
after handling spatial noise and sparsity problems. Skovsgaard et al. [25] propose a scalable
framework in support of processing top-k most popular term queries on a stream of geo-
tagged and timestamped tweets in a user-specified spatio-temporal range. They also use an
extension to frequent item counting techniques to adaptively maintain exact counts for terms
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Table 1 Main notations used

throughout this paper for Notation Description
extracting local keywords and
estimating their central locations t current snapshot
M! tweets published at 7, m is a tweet in M’
w sliding window
w set of words mentioned at snapshot ¢
Wi, tweets published at # and contains word w
c sliding window size (number of snapshots in W)
v history length
G geographic space
K' keywords extracted at snapshot ¢
K/ oal local keywords at ¢, K[, ., € K’
] locality threshold
Fy spatial focus (central location) of keyword k
Q keyword-georeference map
T spatial index (pyramid space-partitioning index)

at various spatio-temporal granularities. Magdy et al. [18] introduce Mercury, a system
to support real-time top-k spatio-temporal queries on tweets within a memory-constrained
environment. Mercury can help retrieve tweets related to a certain event provided that the
event location and time is known in advance.

The approach described by Boettcher and Lee in [9] extracts a set of words W published
during a time window from Twitter streams. Word subsets of length 1, 2, and 3 out of the
power set of W are built. Then, the DBScan clustering algorithm is employed to find the
subsets having limited spatial extent based on the geo-coordinates associated with the tweets
of each potential event cluster. Finally, they train a classifier to filter out non-event clusters.
Watanabe et al. [29] estimate the location of non-geotagged tweets to increase the chance
of finding local keywords. Then, they search for place names and count the number of key
terms that co-occur with each place name. However, their method fails to find localized
events when no place names indicating the location of an event are given.

It is important to note that our framework not only explicitly considers the spatial and
temporal dimensions to perform real-time extraction of localized keywords at fine spatio-
temporal granularity, but also tracks their spatial evolution over time and handles their
respective spatial outliers. In this paper, we extend our work in [1] by employing a space-
partitioning index structure towards an efficient extraction of local keywords. We also cope
with the difficulty in extracting local keywords when two or more events on the topic are
taking place at the same time.

3 Background and problem statement
In this section, we first illustrate the temporal organization of tweets along with the notations

used to access these tweets and the contained word statistics. A summary of these notations
is given in Table 1. We conclude this section by presenting the problem statement.
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Fig. 1 The temporal index maintaining tweets published during sliding window W. The key W' of the
inverted index on WV points to a set of words. These words are also keys for another inverted index. The
postings of the key W/, are the ids of tweets published at snapshots 7 and containing word w

3.1 Temporal organization of tweets

A tweet m arriving from a Twitter stream consists of a set of words S, a tweet id id, a cre-
ation time time, and a geo-coordinate loc = (lat, lon), given as latitude/longitude pair. We
assume that the components (id, S, time) exist for each tweet, while only a small subset
of the tweets are geo-tagged with loc. This is because the majority of tweets are published
without geographic location due to privacy reasons or the lack of underlying positioning
infrastructures. Although both geo- and non geo-tagged tweets are used to extract keywords,
only geo-tagged tweets are used to determine the locality of a keyword and its central loca-
tion. We assume that each geo-tagged tweet originates from within some geographic space
G.

The time dimension is inherent and essential when dealing with data streams. To cope
with the huge amount of incoming tweets, our approach exploits a sliding window on the
stream of tweets and incrementally processes the most recently posted tweets. The timeline
is split into fixed-length time intervals called snapshots (--- , ¢ —2,¢ — 1, t), where ¢ is the
current snapshot. The last ¢ snapshots form the sliding window »V holding the most recent
tweets to be processed.

Each tweet is indexed by the snapshot during which it was posted. That is, to access the
tweets published during the current snapshot #, the key W' is used. For efficiency reasons,
we add another level of indexing where the tweets posted during snapshot ¢ are further
organized as an inverted index based on the words mentioned at ¢.

As illustrated in Fig. 1, the key YW’ can be viewed as an index whose keys are the set of
words mentioned in tweets M’ that are published at snapshot ¢, i.e.,

W= {wlm e M' Aw € m.S).

The postings of key W/, in that index are the tweets published at 7 and contain word w.
Formally,

W = {m|lm € M' Aw € m.S}.

Using this two-level indexing, one can directly retrieve tweets published at a certain
snapshot and containing a specific word.
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3.2 Problem statement

Assume a set of keywords K’ has been extracted for snapshot ¢, the aim is to identify the
local keywords K|, ., and compute the focus Fy of each keyword k € K|, at a fine-
grained spatial resolution. The focus of a keyword k represents the geographic location at
which & has the highest density within the geographic space G.

The sparse distribution of tweets over space, especially when a fine spatial granularity
is used, forces us to aggregate the spatial statistics of keywords over a time window W in
order to obtain statistically significant results. For this, an update mechanism is needed (1)
to aggregate sufficient spatial statistics to identify local keywords and estimate their focus,
and (2) to ensure an up-to-date state of these statistics. The update mechanism includes the
insertion of statistics from the current snapshot ¢ and the deletion of others from the expired
snapshot ¢ — c.

The fact that users may publish tweets containing a keyword far away from the location
of an event leads to erroneously considering this keyword as non-local. We handle this issue
based on the co-occurrence of such keywords with place names (georeferences) referring to
the event location.

4 Keyword extraction

Keyword extraction from a stream of messages has recently been studied extensively due to
its role in detecting real-world events from the content of social media (see, e.g., [13, 14,
30]). Since the task of keyword extraction is out of the scope of this paper, we only give
a brief outline of the approach presented by Abdelhaq and colleagues in [3], which relies
on a variation of the discrepancy paradigm. The discrepancy paradigm [14, 15] has been
shown to efficiently extract keywords by measuring the deviation between the observed
usage frequency of a word and its expected usage baseline. The higher the deviation, the
more likely this word is considered bursty (and thus is a keyword). During snapshot #, the
number of published tweets containing word w is denoted by |W! |. In addition, we have

history[w] := (IWL|, W2], ..., WU 6))

as a fixed historical sequence of usage frequencies for w collected before the current snap-
shot ¢, such that v < ¢. These frequencies are considered a baseline describing the normal
(non-bursty) usage of w over previous snapshots.

The word usage baseline b(w) is assumed to be constant and estimated from history[w].
The values of history[w] are drawn from a Gaussian distribution with mean b(w).u and
standard deviation b(w).o . The mean and the standard deviation of b(w) are estimated using
maximum likelihood on the usage values history[w] of word w. Then, the z-score is used
to measure the burstiness of a word w. Formally,

|W1tu| - Mw

Ow

burst(w,t) := 2)

As a result, each word w € W' whose burstiness is at least two standard deviations
above the mean, i.e., burst (w, t) > 2, is considered a keyword. Since the region p,, & 20y,
contains 95 % of the data under the assumption of a normal distribution, the probability that
[W! | is generated from the normal distribution when burst(w, ) > 2 is (1 — 0.95)/2 =
0.025 % and, therefore, w can be identified as bursty.
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The set of all keywords published during snapshot 7 is denoted K’. If w is a new word
that has been not observed in history, i.e., having ©,, = 0 and o, = 0, we assume a prior
noise level of o, = |[WY|/f. That is, the initial noise level is 1/f-th of the observed word
signal. In our work, we set f = log, (|W}"| + 1), so that word w should be observed at least
3 times at snapshot ¢ in order to treat it as a bursty word. This restriction on the number of
occurrences of a new word is useful to mitigate the impact of the out-of-vocabulary words
appearing frequently in social media.

A keyword is considered local if it appears in small parts of the geographic space. In this
case, it is more likely that this keyword corresponds to a localized event. We denote the set
of local keywords published at snapshot 7 as K| ;. We will elaborate more on the locality
of keywords in the following section.

5 Locality of keywords

In this section, we show how the geographic space G is partitioned and the spatial distri-
bution of each extracted keyword k € K’ is computed. As we will show in Section 5.1,
this spatial distribution is important to decide about the locality of keywords. A keyword-
georeference map is then introduced in Section 5.2 and used to mitigate the problem of
spatial outliers that adversely affect the expected distribution of keywords.

5.1 Entropy for locality check

It is assumed that local keywords have a limited spatial extent and appear only in small
parts of the geographic space. To identify these keywords among others, we compute their
distribution over space. For this, a given space G is partitioned using a regular grid with
a particular cell width. The cell width is treated as a configurable parameter to be chosen
according to the level of granularity one needs to reach. For example, if the aim is to check
the locality of keywords at the country level, a relatively large cell width is chosen. However,
if one is interested in extracting local keywords related to localized events at the city level,
a small cell width is considered, e.g., a cell width of 1km or less. Next, the probability
distribution for observing keyword k over each cell is calculated. To test its locality, the
entropy measure is used [2]. It measures the minimum number of bits needed to represent
the geographic spread of a keyword. If a certain keyword is equally distributed over n cells,
then the entropy is maximized and has the value log;(n). However, if it appears in exactly

one cell, then the entropy will be 0. Assume that N, ,f refers to the number of observations
8
of keyword k at cell g. Then, the density of this keyword at cell g is pf = Ni‘Né, The
g'eG Vi
entropy of the probability distribution of keyword k over the entire space G is determined

as follows:

H(p) = Z p§ x loga(pf)- (3
geG

Based on this measure, a keyword k € K" is considered local if and only if H(px) < ¢.
The value of the threshold ¢ is chosen based on the locality level one needs to obtain. The
smaller the threshold, the more strict decision is established. For example, when ¢ is set to
0, then only those keywords occurring at exactly one cell are considered local.
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Fig. 2 Keyword-georeference
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5.2 Geo-filter generation

For some popular localized events, people who are not attending such events are stimulated
to post relevant tweets. This implies that some related keywords will be mentioned far away
from the event location. This type of keyword occurrences is referred to as spatial outliers.
Spatial outliers contribute to the distortion of the spatial distribution we wish to obtain for
local keywords. Thus, they will increase the entropy of the underlying distribution, which
might lead to erroneously considering local keywords as non-local. Furthermore, having a
localized event occurring in a low-populated cell exaggerates this problem, because in this
case the distribution is more sensitive to outliers. Consequently, such a distribution tends to
approach faster to the uniform distribution.

Let us assume that a keyword k related to a localized event occurring at cell g suffers
from spatial outliers. Our approach to handle this problem is to boost the density pf and to
lower the densities at other cells. As a result, this will decrease the entropy H (px), hoping
that it reaches the desired locality threshold. For this, we have to answer the following
questions: 1) which cells are candidates for the localized event corresponding to keyword k?,
and 2) how likely does each candidate cell correspond to that localized event? The answers
to these two questions are given in the following two sections.

5.2.1 Keyword-georeference map

We now show how candidate cells of an event corresponding to a certain keyword are iden-
tified. For this, we assume that if keyword k € K’ relates to a localized event, then k tends
to co-occur more frequently with georeferences referring to the event location than with
other georeferences.

A georeference (place name) gr is a phrase embedded in the content of a tweet and
refers to a certain location. For example, if a soccer match takes place at location gr during
snapshot ¢, then there will be more tweets containing keyword “soccer” together with gr
than with other georeferences during that time. This is because people tend to mention the
location at which they observe or attend an event.

Suppose that the set of georeferences co-occurring with keyword k during ¢ is denoted
Qr = {gr1,gr2, -+, gry} s.t. each Qi[gri] = (text,count,loc) is a tuple reflect-
ing the textual phrase (place name), the number of times gr; co-occurs with k, and the
geo-coordinates (lat, lon) of that georeference, respectively. Thus, 2 denotes the set of key-
words published during snapshot ¢ and co-occurring with at least one georeference. The set
Q2 is referred to as keyword-georeference map. Due to the sparsity of this mapping, as only
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a subset of the extracted keywords map to one or more georeferences, it is realized as an
inverted index, as shown in Fig. 2.

Algorithm 1 Building Keyword-Georeference Map

Input: Keywords K?, tweets W
Output: 2 map
2=1{}
// processing only geo-tagged tweets
foreach tw; € W' Aloc; # {} do
// extracting georeferences using 0SM data source
gr < extractGeore ference(W;)
if (gr # {}) A (dist(gr.loc,loc;) < p) then
foreach k € (W; — gr.text) ANk € Kt do
if (k,gr) ¢ 2 then
R.insert(k, gr)
L Qk[gr].count =1

[y

N

© 0N O ;A ®

else
10 | 2[gr].count +=1

Algorithm 1 lists the steps needed to build the map €2 at snapshot ¢. At Line 2, the
tweets posted during ¢ are processed to extract keyword-georeference pairs and to update 2
accordingly. For each tweet, the embedded georeference, if any, is extracted assuming that
each tweet contains at most one georeference (Line 2). OpenStreetMap? (OSM for short)
data is utilized to extract the georeferences. Although there are several Web services allow-
ing for this type of georeference extraction, e.g., Open MapQuest,> we chose to materialize
OSM data for the space G and index it to provide efficient and offline geocoding. Using
this OSM-based georeference extraction procedure, we found that about 5.4 % of the tweets
have georeferences. Furthermore, a geo-tagged tweet rw; contributes to build €2 only if rw;
originates within a circular buffer whose center and radius are gr.location and p, respec-
tively (Line 4). The parameter p is set to 500m to avoid place ambiguity, and the Haversive
formula® is used to compute the distance between the tweet and the georeference. Then,
in Lines 5-10, each keyword k in tweet tw; (excluding those extracted as a georeference
gr.text) is mapped to gr, and €2 is updated to include the (k, gr) pair.

5.2.2 Keyword geo-filter

In this section, we answer the question of how each georeference contributes to alter the
density distribution p; of keyword k over space G. In other words, for each keyword k, a
probability distribution over the georeferences co-occurring with k is to be estimated. For
this, we exploit Qi[gr].count, the number of times keyword k co-occurs with a certain
georeference gr. We define the confidence ax[c] as the ratio between the number of times

Zhttp://www.openstreetmap.org/.
3http://open.mapquestapi.com/nominatim.
“http://www.movable-type.co.uk/scripts/latlong.html.
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keyword k co-occurs with georeferences in cell ¢ and the total number of times k co-occurs
with georeferences over the entire space G at snapshot ¢. More formally, we have

( > Qk[gr].count> +1

grec

arlc] := p(clk) = 4)

(Z > Qk[gr].count> + |G|
ceG grec
where Laplacian Smoothing is used to mitigate sparsity and to eliminate zero probabilities.
This confidence value, as will be discussed in Section 6, captures how likely the density pj,
of keyword k at cell ¢ will be affected in order to get the mode of the distribution close to
the candidate event cell. As a result, if k belongs to a localized event and co-occurs with
relevant georeferences, the entropy will decrease. Finally, the set of confidence measures,
denoted ak, of keyword k over G is referred to as the geo-filter of keyword k.

After that, the spatial distribution of k over G is adjusted by multiplying the density pi
for each cell g € G by its corresponding confidence in oy and then by normalizing by the
sum of the updated densities over the entire space, i.e.,

8 8
g P xop
Py =

k 7 /
Y Pl xaf
g'eG

VgeG 5)

where ﬁf refers to the adjusted version of the spatial density of keyword k at cell g.

6 Local keyword extraction

After adjusting the spatial distribution of keywords as discussed above, the next tasks to
be performed towards extracting local keywords are checking the locality of each keyword
k € K', and then, estimating the spatial focus (central location) of local keywords.

In Section 6.1, we define the concept of spatial focus and list the main steps required to
estimate the spatial focus of local keywords. Then, in Section 6.2, we describe the spatial
index employed to efficiently extract local keywords. Finally, in Section 6.3, we show how
to exploit this index for locality check and focus estimation.

6.1 Spatial focus

Recall that one of the main objectives of our approach is to estimate the spatial focus of
local keywords at a fine-grained resolution. This entails exploiting the spatial metadata asso-
ciated with tweets, namely geo-coordinates, in order to compute the spatial focus of local
keywords. The spatial focus Fy = (lat, lon) of keyword k is the geographic midpoint of a
set of geo-coordinates associated with the geo-tagged tweets that contain k. The geographic
midpoint® is favored over the normal mean of points, because it accounts for the spherical
shape of the Earth. Although the difference between the focus estimated using the geo-
graphic midpoint and that estimated using the normal mean can be neglected in the case of
localized events, we choose to apply the geographic midpoint to generalize our detection

Shttp://www.geomidpoint.com/.
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Fig. 3 Dynamic pyramid to spatially index the tweets published during sliding window W. Internal cells
hold count statistics required for locality checks, while leaf cells contain, in addition to count statistics,
location information needed for focus estimation

approach. That is, when events of a larger spatial extent are to be detected, e.g., events at
the country level, a grid of coarse-grained resolution (10km by 10km cells or even larger)
is utilized. The computation of the focus of a set of points using the geographic midpoint is
done as follows (see Section 6.2 for more details):

1. the lat/lon coordinates of each point is converted into Cartesian (x, y, z) coordinates,
then

2. the mean of these coordinates is computed to get the midpoint in the Cartesian 3D
space, and finally,

3. this midpoint is converted back to lat/lon coordinates.

Checking the locality of each keyword k € K’ and computing the spatial focus of local
ones are computationally-expensive processes, especially when using a fine-grained spatial
resolution and a relatively large widow size. To cope with this, in the following section,
we present a space-partitioning index structure where count and location information is
maintained at multiple levels of a hierarchy, providing efficient and incremental updates of
such information.

6.2 Hierarchical space-partitioning index

In order to efficiently process tweets in the context of high-arrival rates, we employ a hier-
archical space-partitioning index structure [23]. This type of spatial indexing recursively
partitions the space into non-overlapping cells, starting at the root cell until a certain capac-
ity threshold or a target resolution is reached. These partitions are organized in a hierarchical
structure with the root cell referring to the entire space G and the last level referring to the
finest (target) resolution as illustrated in Fig. 3. Quadtrees and pyramid index structures are
typical examples for hierarchical indexing [26].

In this work, we adopt the pyramid index, because it allows for maintaining statistics
(synopses), e.g., keyword counts, in internal nodes, which summarize the information stored
in the leaf nodes of such an index. Maintaining synopses in internal nodes, as will be dis-
cussed later, helps expedite the process of updating the index structure, deciding about the
locality of keywords, and estimating their spatial focus.
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6.2.1 Dynamic pyramid structure

The pyramid index structure is viewed as a tree 7 of height h. The nodes of the tree
are divided into levels (0, 1,---, 7 — 1) where level 0 and 2 — 1 hold the root and the
leaves, respectively. Each level corresponds to a regular grid partitioning the space into non-
overlapping cells, such that each node in that level is mapped to exactly one geographic
cell. The higher the level, the finer the spatial granularity used to partition space G. Let us
denote the node j atlevel i in T as 7? [j], where p refers to the parent node at level i — 1.

The children of the node 7;[] are denoted by 711 and represent the cells covered by the

bounding box of the parent cell 7;[j]. The root node 7y[0] corresponds to a bounding box

covering the space G, and the leaves 7;,_; reflect the finest spatial resolution to be targeted.
As can be seen in Fig. 3, each internal node 7 [/] in the tree contains:

1. countr: the number of tweets published from T[] during the sliding window W,
which is used to both estimate the spatial signal at 7[j] and accelerate updating the
tree.

2. county: the number of tweets containing a keyword and originating from within 77[ ]
during W. county is maintained to check the locality of keywords. There is only one
instance of county at each cell, and therefore, once a new keyword is examined, the
value of county is reset and initialized with respective count statistics accumulated from
leaf cells.

Each leaf cell contains, in addition to the previous statistics, a list [istx = (Sk,, Sk, -+ *)
containing synopses required to check the locality of keywords and compute their spatial
focus. Each S; = (n, %, v, z) maintained in the leaf node 7;—_;[i] has the following com-
ponents: (a) Sg.n: the number of tweets originating from 7;,_1[i] and containing keyword k,
and (b) the values (Sg.x, Sk.y, Sk-2z) as the sum of the Cartesian coordinates of each tweet
containing k and mapped to that cell. These synopses are sufficient to estimate the spatial
focus of keywords. Next, we will show how to update their values as new tweets are inserted
at snapshot ¢ and others are eliminated when their snapshots expire.

6.2.2 Spatial index update

Updating the tree 7 is essential to ensure an up-to-date state of the maintained synopses.
The update procedure is triggered once a new snapshot ¢ elapses and involves the insertion
and the deletion of the tweets published during ¢ and ¢ — ¢, respectively.

Insertion For each tweet m; containing at least one keyword, i.e., m; € W,ﬁ Ak € K', the
tree is traversed from the root to the corresponding leaf node based on the geo-coordinates
m;.loc;. The value countr of each traversed node is incremented by 1. When the leaf node
is reached, Si.n is incremented by 1 and the remaining elements (Sk.x, Sk.y, Sk.z) are
updated as follows

Sk.X + = cos (loci.lat X %) X COS (loc;.lon X 177%) (6)

Sk.y + = sin (loci.lat X 171%) X COS <loc,-.lon x %) @)
. T

Sk.z + = sin (loci.lon X @) ®

These equations convert the lat/lon coordinates of tweet m; into the Cartesian coordinate
system and accumulate the results into their respective elements (S.x, Sk.y, Sk-2)-

However, tweets pertaining to a certain event might contain more than one keyword.
Hence, the tree will be traversed more than once to insert the keywords of one tweet. To
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overcome this, we build a temporary inverted index having the tweet ids as keys and the
keywords as postings, which helps to reduce the insertion time.

Deletion Similarly, the tweets {)/Vli_c}w<€ kt of the expired snapshot ¢t — ¢, which contain
at least one keyword, are used to traverse the tree and to remove the corresponding statis-
tics. This time, however, the statistics of these tweets are subtracted from the maintained
synopses. For the same efficiency reason, a temporary inverted index is created so that the
tree is traversed once for each tweet. To improve the efficiency of the deletion process, each
time a new node is visited, countr is decremented by 1. If it becomes 0, the current node
and all its children are removed from the tree.

6.3 Focus estimation

In this section, we use the pyramid structure along with the maintained synopses in order
to incrementally identify local keywords K l’ »cai @nd to estimate the focus Fy of each k €
K|, .- Algorithm 1 details the steps needed to accomplish these tasks for each k € K.
These steps can be categorized into: (1) count initialization (Line 3), (2) count update and

locality check (Lines 4-21), and (3) focus estimation (Lines 22-24).
Algorithm 2 Locality Check and Focus Estimation

Input: Keywords K , tree T, entropy threshold ¢
Output: Local keywords K? focus Fy for each k € K

local’ local

1 Kltocal — {}

2 foreach k € Kt do

3 initializeCounts (k)

// index of root node

4 n <+ 0

5 isLocal < true

6 forl=1toh—1do

7 sum < 0

8 foreach g € 7," do

9 py = % // spatial density estimation
10 sum <— sum + pi
11 pj, < Dy /sum
12 D), < spatial Adjustment(p, ) // see Section 5.2
13 ent < 0
14 foreach (g € 7,*) A (p7 > 0) do
15 |_ ent += pJ X log,(p})

// the entropy of keyword k at level [
16 entropy < —1 X ent
17 if entropy < ¢ then
18 n < arg max (f)z,)
g/ 6’7_l'77.
19 else
// in case keyword k is identified as non-local
20 isLocal <+ false
21 break
22 if isLocal == true then
// if keyword k is local, it will be added to Kltocal

23 K;ocal - Kltocal Uk
24 Fy < geomid(k, T, _4[n])
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Count initialization Recall that each node in the tree maintains the field count; to
store the number of tweets containing keyword k. In this step, a value is assigned to
count, of each node in 7. For leaf nodes, these counts can simply be initialized as
county = Sg.n. Then, the tree T is traversed recursively to accumulate these counts and
propagate the sums up the tree hierarchy until the root node is reached. We end up hav-
ing the field county of each internal node holding the sum of the corresponding fields of
its children, i.e.,

Tiljl.county = Y g.count Vief{0,....,h—2} )
8 ’57711

Count update and locality check In Line 4, n refers to the index of the cell that is
assumed to be a candidate location for the localized event described by keyword k. The
index n is initialized to O referring to the root at level 0. Then, the tree is traversed top-down
and level-wise starting from the coarsest level (i.e., level 1) to the finest one (level 7 — 1) to
locate the leaf node (cell) with the highest density in case keyword £ is identified as local.
In order to consider keyword k a local keyword, it should pass the locality check at each
level. Before checking the locality of k at level [ using the entropy-based method discussed
in Section 5, the spatial distribution of keyword k is estimated, normalized, and adjusted,
as illustrated in Lines 7-12. Then, the entropy of the adjusted distribution over the entire
set of cells 7;” is computed (Lines 13-16). If it falls in the range [0, ¢], then keyword £ is
considered local at level / and the index of the cell having the highest density is returned
and stored in n. This will prune the spatial space, because only the tree branch of this cell
will be handled in the next iteration (at level / + 1).
Focus estimation Once keyword k is recognized as local, it will be added to K .,
(Line 23), and the focus of k (Line 24) is computed as follows

2 2
Sk- Sk- Sk- 180
Fy.lat = atan? k-2 , \/<kx> + (ﬁ) X — (10)
Sk.n Sk.n Sk.n T
180
" —
b4

Sk. Y Sk.x

Fy.lon = atan2 <— —) (11)

Sk.n ’ Sk.n
where the middle spatial point of the Cartesian coordinates accumulated in
(Sk-x, Sk.y, Sk.z) is computed and converted back into lat/lon coordinates. At snapshot
t, each local keyword k € K l’oml, along with its focus Fg, is used to form an event
entity (entity for short), denoted by ee = (k, Fi,t). These entities are appended to
a queue called Event Queue (E Queue) that holds entities generated during the sliding
window W.

One last issue we consider is when multiple events on the same topic are taking place at
the same time over G. In this case, some shared keywords, referred to as topical keywords,
are distributed broadly over space, and hence, are mistakenly identified as non-local. For
example, when two soccer matches occur simultaneously, topical keywords like “match”
and “goal” will be mentioned at the location of both events. To recover the locality of
such keywords, we exploit the spatial co-occurrence between topical and local keywords
K lto cq- The intuition here is that a keyword identified as non-local might pertain to one
or more localized events if it shows a certain level of co-location with at least one of the
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events’ local keywords. For this, we employ the Pearson correlation coefficient as detailed
in Algorithm 3.

Algorithm 3 Topical-to-local keyword recovery procedure.

Input: Keywords K*, local keywords K?
threshold ~.
Output: Updated EQueue
T+« K'— K} .. // set of topical keywords
cells < {}
// only considering geo-tagged tweets
foreach tk € T do
foreach Ik € K}, , do
if cellsnN cellOf(Flk) == {} then
if i,k > v then
ee < (tk, Flk’ t)
EQueue.append(ee)
cells « cells U cellO f (Fy,)

spatial distributions p, Vk € K, and a

local’

N =

© 00N Uk W

10 | cells +{}

In Line 1, the notation T refers to the set of all possible topical keywords. They are
traversed to extract those that can be recovered as local keywords (Lines 3—10). The cor-
relation between the two probability distributing p;x and pj is measured using the Pearson
correlation coefficient, defined as

P = cov(Prks plk)7 (12)

Obi X Opii

where cov(prk, Pix) is the covariance that is estimated as E[(pk — up,,) (i — i4p,)] and
Op,.» Opy, are the standard deviation of pyx and Py, respectively. The correlation coefficient
yields a value in the range [—1, 1], where 1 implies a perfect positive correlation and -
1 means a perfect negative correlation. If the correlation between the distributions of the
topical keyword tk and the local one [k is above or equal to a certain threshold y, tk is
considered local, and thus, a new event entity ee is generated and appended to E Queue
(Lines 5-8). The set cells holds the geographic cells that the topical keyword has been
assigned to so far, which prevents generating multiple entities that have a focus in same
cell. This also significantly improves efficiency as only a subset of the local keywords are
compared against the topical keyword tk.

7 Experimental evaluation

In this section, we test the performance of our framework in reliably and efficiently extract-
ing local keywords. First, in Section 7.1, we discuss the dataset and platform used for the
evaluation. Then, the identification and focus estimation tasks are evaluated in Sections 7.2
and 7.3, respectively.

7.1 Experimental setup

Dataset A Twitter dataset of about 5.5 million tweets published from densely-populated
regions of New York and New Jersey is utilized to evaluate our framework. The tweets are
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Table 2 Localized events occurred in NY during Nov, 2013. They are used as case studies for evaluation
purposes

ID  Event description Keywords

E1 The Victoria’s Secret Fashion Show fashion, secret, victoria, vsfashionshow, victoriassecret
E2  Argentina vs. Equador argentina, equador, argentinavsecuador

E3  New York Giants vs. packers giants, packers, giantsnation

E4  Krewella with Gareth Emery krewella, gareth, emery, pieroffear

ES5 Dallas Cowboys vs. New York Giants giants, dallas, giantsnation, dallascowboys, hakeem,

cruz, andre, victor

E6  Carolina Hurricanes vs. New York Rangers  hurricanes, carolina, carolinahurricanes, rangers

crawled using a Twitter API® and are filtered by their geo-coordinates, where the bounding
box [lat:40.50, lon:-74.63, 1at:40.97, lon:-73.63], covering an area of ca. 4418.58 kmz, is
passed on to the crawling API. The timestamps of the collected tweets fall within the time
interval (2013/10/20 00:00 - 2013/11/30 23:59). The first 12 days are reserved as a history
from which the baseline parameters (see Section 4) are estimated. Based on the findings
by Morstatter et al. [19], this location-based filtering allows for retrieving almost a com-
plete sample of geo-tagged tweets originating from within the specified bounding box. The
tweets are ordered by their timestamps and sent to the framework as a stream of geo-tagged
messages, imitating the streaming nature of Twitter. To cope with the noisy Twitter content,
we eliminated special characters (e.g., #, 7, !, ), stop words, words of length less than 3, and
URLSs. Moreover, duplicate tweets published from one user at a certain snapshot are com-
bined into one tweet. This is essential to cope with tweets that are republished frequently as
advertisements, news distribution, spam etc.

To perform a focused evaluation based on domain knowledge, we utilized several Web
sources to find some featured localized events in the dataset as study cases for Sections 7.2
and 7.3. Table 2 lists these events along with some related keywords to be considered in the
experiments.

Platform The experimental evaluation is performed using a platform having an Intel Core
i7 (3.40 GHz) and 16 GB main memory. We ran our framework under Ubuntu 12.04 (with
Java 7 framework).

7.2 Keyword locality evaluation

In this section, we test the performance of our framework in providing a reliable decision
about the locality of keywords and in exhibiting a fast response for incoming tweets that
might change the locality behavior of the contained keywords. We set the cell width of the
used grid to 1.1 km. The locality threshold ¢ for this and the following experiments is set as
follows: we plot the percentage of keywords recognized as local over a number of locality
thresholds. As can be seen in Fig. 4, a significant change (about 17 %) in the percentage of
local keywords is observed when varying ¢ from 0.5 to 1.0, and thus, we decided to assign
the value 0.5 to ¢ as a cutoff locality threshold.

Shttp://dev.twitter.com/pages/streaming_api.
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Fig. 4 The impact of ¢ on local
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We selected a number of events from Table 2 and collected statistics pertaining to the
considered keywords before and after dealing with spatial outliers. In Table 3, the second
and third column show how the entropy mean of extracted keywords decreases drastically
after eliminating spatial outliers, which, of course, increases the chance of identifying them
as local keywords. The forth column shows the percentage of spatially-adjusted keywords
that become local and have a focus at the event location after the adjustment. The more
important and popular the localized event, the higher is the percentage. The fifth column
illustrates the precision of the adjusted keywords, i.e., these keywords that actually refer to
the corresponding event. For example, the total number of keywords that have a focus at
the location of event E'1 after spatial outlier elimination is 40 where 34 of them are actually
pertaining to E'1, yielding a precision of 0.85 as illustrated in Table 3. Consequently, the
majority of the adjusted keywords that have a focus at the event location relate to that event.

In Fig. 5, the keyword “krewella” of event E4 is considered and the temporal profile of
the keyword’s entropies during 10 1-hour snapshots is plotted. We notice that the entropy
values increase over time due to the fact that more and more people will be aware of the
occurrence of the event by time through TV, friends etc. After the elimination of outliers
(discussed in Section 5.2), these values become smaller (below ¢ most of the time), and
thus, the impact of these outliers on the spatial distribution of keyword is minimized.

Furthermore, we evaluate another important aspect of our approach, which is how much
information is needed to handle spatial outliers and regain the expected spatial distribution
of keywords. In other words, the aim is to be able to report the locality of a keyword using
just a few tweets. For this, a number of tweets are injected into the dataset at snapshot (11/13
03:00), having the geo-coordinates (lon: -73.983, lat: 40.738) of an assumed event location.
These tweets contain the words: “fire”, “shooting”, and the georeference “pizza pub” that is
close to the event location. In Fig. 6, we plot two diagrams for both keywords, and show how
the entropy decreases as the number of such tweets increases. To highlight the value added
by our approach that performs Spatial Outlier Elimination (denoted as SOE), we compare its
performance against a baseline that does not perform Spatial Outlier elimination, denoted as
SO. In Fig. 6a, it is observed that 120 tweets are required to make the keyword “fire” local

Table 3 Performance of the

framework before and after EID (before) (after) Spatially-adjusted Precision
eliminating spatial outliers
E1l 1.345 0.807 33.6% % =0.85
E2 0.478 0.027 41.4 % % =0.732
E3 0.803 0.1603 56.2 % % = 0.67
E4 0.49 0.028 39.6 % ;—g =0.8
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Fig. 5 The impact of outlier elimination for the keyword “krewella” of event E4 during 10 1-hour snapshots

using SO. This is because this word is usually mentioned in different contexts, and thus,
it has a broad spatial coverage. However, SOE entails only 8 tweets to reach the locality
threshold ¢. On the other hand, and as can be seen in Fig. 6b, the keyword “shooting” has
reached ¢ only with 3 tweets using SOE since it is sparsely used over space.

In addition, we compare SOE against the model of Backstrom et al. [7], which we denote
as SV. SV is a probabilistic model that captures the spatial variation of geo-tagged search
queries and gives an estimation of the central location of a query and its spatial disper-
sion. The dispersion indicates whether the query has a local interest or broader regional or
national appeal. It is quantified by estimating a value for the dispersion parameter «. The
larger «, the faster the query decays away from the center and the more localized the query

25
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Fig. 6 Impact of increasing the number of a keyword’s occurrences on entropy using the methods SOE and
SO
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Fig. 7 Effect of number of tweets on normalized dispersion measures from SOE, SO, and SV

is. In this context, we consider the preprocessed content of a tweet as a query in order to be
able to utilize SV and compute the dispersion of a particular keyword. Figure 7 shows the
effects of varying the number of injected tweets from O to 30 on a normalized versions of
—a, the entropy from SOE, and the entropy from SO. In Fig. 7a, both SOE and SV exhibit
a similar and fast response to the increase in the number of tweets containing the keyword
“fire”. Both approaches outperform SO, because SO relies only on a word’s spatial dis-
tribution whose entropy decreases slowly in case of widely-used keywords such as “fire”.
Figure 7b shows that SO has a better response to the increase in tweets containing the key-
word “shooting” due to its sparse spatio-temporal usage. However, SOE outperforms both
SO and SV, which highlights its effectiveness in providing a rapid locality detection for a
sparsely-used keyword.
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Fig. 8 Average error distance for a number of events
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7.3 Evaluation of focus estimation

In this section, we compare the accuracy of SOE in computing the spatial focus of local
keywords against SO and SV. For this, we chose some events from Table 2, computed the
focus of each keyword using the three approaches, and plotted the average error distance
(see Fig. 8).

The focus of a keyword k obtained from the baseline approach SO is estimated from the
tweets containing k by computing the weighted center of gravity of their geo-coordinates.
To calculate the error distance for a particular keyword, we manually specify a location for
each localized event as the central geographic point of the event venue, and then apply the
Haversine formula to determine the distance between the keyword focus and the event’s
central point. Figure 8 shows that SOE outperforms the other approaches in estimating an
accurate focus for all events. This is explained by the fact that SOE not only eliminates
outliers, but also preserves a location summary for each keyword inside each cell. The
approaches SO and SV exhibit an almost similar behavior, and, of course, spatial outliers
lead to relatively large error distances.

After running our framework over the entire dataset, 4.37 minutes are needed to pro-
cess 3.8 million tweets. This time includes the preprocessing of tweets, keyword extraction,
index update, locality check, and focus estimation. Hence, on average, about 0.069 ms is
required to process each tweet. In Fig. 9, we compare the SOE approach with SOE_RG, a
baseline version without spatial indexing. SOE outperforms SOE_RG due to its ability to
perform fast pruning of the geographic space until the cell with the summarized location
information is reached.

Another aspect that supports the scalability of SOE is that it can easily be parallelized.
Fortunately, each word is processed separately, which makes it easy to split the set of words
W' published during snapshot  among multiple processing threads. Each thread processes
a subset of these words. Then, the generated entities from all threads are appended to a
synchronized version of the event queue E Queue.
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8 Conclusions and ongoing work

In this paper, we presented a framework to extract local keywords, i.e., bursty words that
have a limited spatial extent, from a stream of Twitter messages and estimate their spatial
focus. Such keywords are essential in building systems that support the online detection of
localized events. The framework incrementally consume incoming tweets published dur-
ing a time window and aggregates their location information to obtain synopses that are
sufficient to check the locality of keywords and to estimate their geographic focus. More-
over, the framework handles the undesirable spatial behavior of a local keyword, e.g., when
people mention it far away from the event location, a problem we call spatial outliers. It
adversely affects both a proper computation of the locality of a keyword and an accurate
estimation of its focus. On the other hand, we dealt with cases when a keyword is mentioned
in tweets pertaining to several events, namely, events having the same type, e.g., two soccer
matches.

As an ongoing work, we experiment with a density-based clustering algorithm to form
potential event clusters, each of which corresponds to one real-world event. Due to the high
levels of noise in Twitter content, one expects a large number of generated clusters. For
this, the next step is to use a machine learning solution in order to distinguish actual event
clusters from noisy ones.
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