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Abstract The present research introduces an opti-
mum performance soft computing model by com-
paring deep (multi-layer perceptron neural network, 
support vector machine, least square support vector 
machine, support vector regression, Takagi Sugeno 
fuzzy model, radial basis function neural network, 
and feed-forward neural network) and hybrid (rel-
evance vector machine) learning models for estimat-
ing the pile group settlement. Six kernel functions 
have been used to develop the RVM model. For the 
first time, the single (mentioned by SRVM) and dual 
(mentioned by DRVM) kernel function-based RVM 
models have been employed for the reliability analy-
sis of settlement of pile group in clay, optimized by 
genetic and particle swarm optimization algorithms. 
For that purpose, a database has been collected from 
the published article. Sixteen performance metrics 

have been implemented to record the model’s perfor-
mance. Based on the performance comparison and 
score analysis, models MS3, MS9, MS17, MS23, and 
MS25 have been recognized as the better-performing 
models. Furthermore, the regression error character-
istics curve, Uncertainty analysis, cross-validation 
(k-fold = 10), and Anderson–Darling test reveal that 
model MS23 is the best architectural model in reli-
ability analysis of pile group settlement. The com-
parison of model MS23 with published models shows 
that model MS23 has outperformed with a perfor-
mance index of 1.9997, a20-index of 100, an agree-
ment index of 0.9971, and a scatter index of 0.0013. 
The compression index, void ratio, and density influ-
ence the pile group settlement prediction. Also, the 
problematic multicollinearity level (variance inflation 
for > 10) significantly affects the performance and 
accuracy of the deep learning model.

Keywords Hybrid learning · Multicollinearity · Pile 
group settlement · Reliability analysis
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BPNN  Back propagation neural network
CAM  Cosine amplitude method
Cc  Compression index
CPT  Cone penetration test
D  Footing depth
df  Degree of freedom
DRVM  Dual Kernel function-based RVM
e  Void ratio
ED  Embedment depth
F  F State value
F crit  F critical value
FAP  Footing net applied pressure
FE  Finite element
FEM  Finite element method
FFNN  Fee-forward neural network
FN  Functional network
FOS  Factor of safety
ɣ  Soil density
GA  Genetic algorithm
GMDH  Group method of data handling
GP  Genetic programming
GPR  Gaussian process regression
H0  Null hypothesis
HR  Research hypothesis
IOA  Index of agreement
IOS  Index of scatter
L  Footing width
L/W  Length-to-width ratio of footings
LB  Lower bound
LL  Lower level
LLP  Laterally loaded piles
LMI  Legate and McCabe’s index
Lp/D  Total length of pile/pile diameter
Ls/Lt  Length of pile in the soil layer/length of 

pile in the rock layer
Ls-SVM  Least square support vector machine
MAE  Mean absolute error
MAPE  Mean absolute percentage error
MBE  Mean bias error
ME  Margin of error
MOE  Mean of error
MS  Model structure
MS  Mean of squares
NMBE  Normalized mean bias error
NS  Nash–Sutcliffe efficiency
ɸ  Angle of internal friction
Pcyc  Half amplitude of the cyclic load
PDR  Pile driving records
PI  Performance index

PLC  Pile load capacity
PLT  In-situ pile load test
PLTC  Pile load test using a calibration chamber
Pm  Mean value of cyclic load
PSO  Particle swarm optimization algorithm
Pu  Ultimate bearing capacity of pile
R  Coefficient of correlation
R2  Coefficient of determination
RBFNN  Radial basis function neural network
RMSE  Root mean square error
RNN  Recurrent neural network
ROC  Receiver operating characteristics
RSR  Root mean square error to observation’s 

standard deviation ratio
RVM  Relevance vector machine
SA  Actual settlement
SE  Standard error
SPM  Supplementary materials
SPT  Standard penetration test
SRVM  Single Kernel function-based RVM
SS  Sum of square
StDev  Standard deviation
SVM  Support vector machine
SVR  Support vector regression
TSFL  Takagi–Sugeno fuzzy method
UB  Upper bound
UBC  Ultimate bearing capacity
UCS  Unconfined compressive strength
UL  Upper level
VAF  Variance accounted for
VIF  Variance inflation factor
W  Footing length
WBC  Width of confidence bound
WMAPE  Weighted mean absolute percentage error

1 Introduction

Piles are one of the most important deep structures 
that transfer axial building loads into appropriate 
bearing strata. Unlike shallow foundations, pile foun-
dations can convey axial loads through low-strength 
soil layers to suitable bodies. Pile foundations are 
more widely used than shallow foundations as they 
provide the best efficiency and optimum cost, even in 
the case of shallow load-bearing soil layers (Smoltc-
zyk 2003). In recent decades, the use of piles has 
increased due to the reducing raft settlement without 
decreasing the safety and foundation’s performance 
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(Poulos 2001). One of the essential aspects in the 
design of pile foundations is assessing and investi-
gating the load-settlement performance of a single or 
group pile. Many parameters affect a pile’s behaviour, 
including the physical and mechanical behaviour of 
the soil (nonlinear or linear), pile properties, and the 
pile’s installation methods (Berardi and Bovolenta 
2005). However, the elastic settlement is a key factor 
for the final settlement of piles in sandy soil (Murthy 
2002). Vesic (1977) computed the immediate settle-
ment of a pile using a semi-empirical method. The 
elastic settlement of piles is not the major part of the 
final settlement and contributes to consolidation set-
tlement for saturated clay soils (Poulos and Davis 
1980; Murthy 2002). Determining the final settlement 
of a single or group pile is time-consuming. There-
fore, several researchers and scientists used different 
methods, i.e., theoretical, experimental, and compu-
tational, to assess pile settlement. The theoretical pro-
cedures for assessing pile settlement are traditional, 
cumbersome, and less accurate. The computational 
methods are more accurate and less time-consum-
ing than the traditional methods. The computational 
methods consist of several techniques, i.e., ANN, 
SVM, GPR, DT, RF, etc., associated with a conven-
tional, advanced machine, hybrid, and deep learning.

Ray et  al. (2023) analyzed the settlement of the 
shallow foundation on clayey soil using ANFIS and 
FN computational techniques. The authors predicted 
shallow foundation settlement using void ratio, com-
pression index, and unit weight as independent vari-
ables. The performance of models was evaluated by 
several metrics, and it was concluded that the FN 
model is more reliable than ANFIS in predicting shal-
low foundation settlement. FN model predicted settle-
ment with  R2 of 0.9821, RMSE of 0.0012, and VAF 
of 98.44, showing better curve fitness than ANFIS. 
The defective pile failure scenario, pile spacing, and 
pile group configuration play a significant role if the 
pile group is axially loaded and designed for sand 
strata (Alhashmi et  al. 2023). Zheng et  al. (2020) 
employed the MARS model to assess the liquefac-
tion-induced settlement of shallow foundations. The 
authors used the finite difference method to create an 
artificial database utilizing ground motion, structures, 
and soil properties. The proposed model assessed 
the settlement with a coefficient of determination of 
0.884. Kumar and Samui (2020) employed the Ls-
SVM, GMDH, and GPR soft computing approaches 

to analyze the reliability of the pile group settlement 
in clay. The authors concluded that the Ls-SVM, 
GMDH, and GPR soft computing approaches are 
highly capable of analyzing the settlement reliability 
for the pile group in clay. Armaghani et  al. (2020) 
applied a neuro-swarm approach to assess pile settle-
ment. The authors developed a particle swarm-opti-
mized neural network model in the reported study. 
The input variables were the SPT N-value, Pu, Ls/
Lt, Lp/D, and UCS. The authors concluded that the 
optimized model assessed settlement with a deter-
mination coefficient of 0.892 in the testing phase, 
higher than the conventional neural network model. 
Moreover, the authors also concluded that the opti-
mization algorithm improves the prediction capabili-
ties of the neural network model. In recent decades, 
the use of artificial neural network (ANN) algo-
rithms has been increased to predict the settlement 
of group and single piles due to their high efficiency 
and accuracy (Teh et al. 1997; Alkroosh and Nikraz 
2011a, 2011b; Tarawneh and Imam 2014). A model 
based on recurrent neural network (RNN) was used 
to assess the load-settlement of axially driven steel 
piles. The defined RNN model was developed and 
validated by 23 in  situ, full-scale pile load tests and 
cone penetration test (CPT) datasets. The model’s 
accuracy was evaluated by the root mean square 
error (RMSE) performance metric. The result of this 
loss function was determined as 74.5, indicating the 
defined algorithm’s accuracy (Shahin 2014). Kord-
jazi et al. (2014) employed a support vector machine 
(SVM) network to predict the settlement of piles as 
a target factor using 108 collected datasets. The test 
RMSE was obtained as 318.85 for the SVM model. 
Nevertheless, limited works and algorithms were 
applied to estimate the load-settlement behaviour of 
piles (Abu-Kiefa 1998; Pooya Nejad and Jaksa 2017). 
Table  1 presents the details of models used in the 
published research for predicting the single or group 
pile settlement.

Interestingly, many researchers and scientists 
have predicted pile settlement using traditional 
methods. Afnan et al. (2023) presented a theoretical 
study for investigating the vertical settlement and 
horizontal displacement of piles through clayey and 
silty soil bodies using the commercial finite element 
method. Furthermore, Li and Deng (2023) intro-
duced a method to study the pile group foundation 
settlement behaviour for linear viscoelastic soil. 
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This evaluation was based on several parameters, 
including the Poisson ratio on pile and load ratio, 
elastic modulus and slenderness ratio, pile spacing, 
and pile-pile interaction factors. Bao et  al. (2023) 
reported that the stress-bearing ratio and axial stress 
of corner and side piles decrease due to increased 
pile spacing. Still, the stress-bearing ratio increases 
with pile spacing for piles at the center. Hakro et al. 
(2022) utilized a two-dimensional finite element to 
investigate foundations’ settlement and structural 
behavior on different soil bodies by considering var-
ious load combinations and geometry situations. In 
another study, Oteuil et al. (2022) developed an ana-
lytical and numerical framework for the axial and 
lateral capacity of bored piles based on two parame-
ters, including a conventional and a cone penetration 
test. Voyagaki et al. (2022) assessed the settlement 
of the axially loaded piles using the DINGO data-
base. The database consists of pile results obtained 
from over 500 test piles. For this aim, the authors 
employed two analytical models to assess the set-
tlement of the foundation. The models predicted 
foundation settlement accurately, close to actual 
values. Model 1 was based on the strength design 
principles, and Model 2 was designed using depth-
dependent soil stiffness, elastic-perfectly plastic 
curve, bilinear force–displacement, and soil yield-
ing. Finally, the authors concluded that models 1 

and 2 predicted settlement for 2.5 FOS without sig-
nificant differences. It was also noted that the settle-
ment prediction mainly depends on soil properties. 
Ponomaryov and Sychkina (2022) determined the 
impact of compaction around driven piles in clay. 
The authors also estimated pile settlement using the 
numerical method (modeling in Plaxis 2D) and ana-
lytical method (based on Russian standards). The 
published research was carried out for the clay and 
claystone soils zone. Satisfactory settlement results 
were obtained from both methods for both zones. 
Zhang et  al. (2021) estimated pile settlement by 
introducing a novel soil-pile interaction model con-
sidering Biot’s poroelastic continuum equations and 
soil pile model. The authors concluded that the final 
settlement at the failure of the pile is affected by 
Young’s modulus. Gomes Filho and Moura (2021) 
proposed modifications to the t-z and q-z curves, 
introduced by Bohn et  al. (2017), to analyze the 
load-settlement ratios in pile groups. The method 
was implemented for eight soil cases studied by 
Dai et  al. (2012). The authors concluded that the 
predicted results agreed with the experimental data 
of the pile group due to soil heterogeneity. Chen 
et  al. (2021a) conducted experimental research for 
pile cyclic settlement in silt soil. The saturated silt 
soil strata were considered in the reported work 
using pore water pressure, soil pressure on the pile 

Table 1  Details of soft computing models available in the literature

* Bold values present the best model

S. No Soft computing 
approaches

Input variables R2 Test Loss function Reference

Database Variables (Input(s) and 
Output)

1 LSSVM, GMDH, GPR 80 Cc, e, ɣ 1.00 RMSE: 0.02 Kumar and Samui (2020)
2 ANN 500 CPT 0.99 RMSE: 3.21 Pooya Nejad and Jaksa 

(2017)
3 RNN 23 PLT, CPT 0.99 RMSE: 74.5 Shahin (2014)
4 SVM 108 ACP, CPT 0.97 RMSE: 318.85 Kordjazi et al. (2014)
5 GP, SVM - W, D, L/W, ɸ, ɣ, UBC 0.99, 0.98 MARE: 7.68, 9.45 Adarsh et al. (2012)
6 SVM, GP 94 PDR, LLP, PLC 0.94, 0.89 RMSE: 334.05, 308.3 Pal and Deswal (2010)
7 ANN 174 ACP, CPT 0.97 MSE: 4.1 Shahin (2010)
8 ANN 1000 SPT 0.72 RMSE: 12.42 Pooya Nejad et al. (2009)
9 SVM 272 L, W, FAP, ED, SPT, 

SA
0.92 RMSE: 8–10 Samui (2008)

10 ANN 272 L, W, FAP, ED, SPT, 
SA

0.94 RMSE: 6.2 Shahin et al. (2000)

11 BPNN 58 BCP, PLTC, PLT 0.85 SSE: 40.7 Lee and Lee (1996)
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surface, and pile settlement. The authors concluded 
that the pile settlement develops due to Pm, Pu, 
and Pcyc parameters. Bhartiya et al. (2021) studied 
the time-dependent settlements of pile raft founda-
tions utilizing 3D FEM and critical state-based soil 
constitutive modified Cam-Clay (MCC) models. 
Lee et  al. (2020) reported that the inside frictional 
resistance is a significant parameter for understand-
ing the behaviour of steel pipe piles. Voyagaki 
et al. (2019) used linear elastic, linear elastic–plas-
tic, and power-law nonlinear soil models and pre-
dicted pile settlement. The authors concluded that 
the adopted theoretical approaches agree well with 
the actual database. Sychkina (2019) implemented 
Koltunov’s creep kernel in the rheological deforma-
tion model to estimate the long-term settlement of 
piles. Li and Gong (2019) estimated the nonlinear 
settlement of pile groups in clay strata. The authors 
estimated settlement using an analytical approach 
based on the strength and stiffness of the soil. The 
authors assumed the soil strata elastically under 
loading. The proposed approach also considers the 
reinforcement effects of the adjacent pile and pile-
pile interaction. The authors summarized that the 
predicted pile group settlement agrees well with 
the actual settlement. Cui et  al. (2019) studied the 
long-term time-dependent load settlement for piles 
in clay. Crispin et  al. (2019) evaluated the predic-
tion error using the t-z curve. Also, the authors 
developed a nonlinear model (using pile shaft and 
base) compared to the linear elastic-perfectly plastic 
model developed by linear elastic stiffness. In addi-
tion, several researchers utilized the finite element 
method (including Defpig and Napra) to investi-
gate pile settlement (Katzenbach et al. 2000; Bala-
kumar and Ilamparuthi 2007; Baziar et  al. 2009; 
Sheil 2017). Moreover, the small-scale model, 
numerical, and analytical approaches were used to 
assess the settlement of single and group piles in 
clayey and sandy soil layers (Balakumar et al. 2005; 
Yamashita et  al. 2013; Saha et  al. 2015; Lai et  al. 
2016; Kumar et al. 2016). Wong (2002) performed 
numerical analyses and parametric studies to assess 
the responses of pavements and embankments sup-
ported by piles. Randolph (2003) addressed estimat-
ing pile capacity in clay and siliceous sands using 
analytical approaches. Mandolini et  al. (2005) dis-
cussed the effect of the installation method on the 
bearing capacity and the load-settlement response 

of a single pile. Poulos (2006) properly estimated 
the pile group settlements by focusing on pile-soil 
interaction. Furthermore, considering the mul-
tiphase model (soil-pile interaction), the settlement 
of a vertically loaded piled raft was analyzed and 
investigated (Bourgeois et  al. 2012). Masani and 
Vanza (2018) investigated the impact of vertical 
load on the behavior of a group of piles by consid-
ering lateral load through laboratory experiments 
on aluminum pipe piles.

Gap Identification in the Literature Survey The lit-
erature study demonstrates that limited soft comput-
ing approaches have been employed to predict pile 
settlement by researchers and scientists. The qual-
ity and quantity of the database highly influence the 
performance of the soft computing models. Most 
researchers have employed models based on the RNN, 
SVM, ANN, Ls-SVM, GMDH, and GPR to assess 
the pile group settlement. It has also been observed 
that the models based on the Takagi–Sugeno Fuzzy 
(TSFL), Radial Basis Functional Neural Network 
(RBFNN), Feed-forward Neural Network (FFNN), 
and relevance vector machine (RVM) approaches 
have not been developed and employed for assessing 
the pile group settlement. Also, the hypothesis tests, 
such as ANOVA, Z, and Chi-tests, have not been car-
ried out to select the research hypothesis. Further-
more, the impact of multicollinearity has not been 
investigated in the reliability analysis of pile group 
settlement. The Anderson–darling test has not been 
carried out to study the behaviour of the predicted 
pile group settlement.

Novelty of the Present Research The present 
research develops, trains, tests, and analyzes the capa-
bilities of deep and hybrid learning approaches. Con-
sidering the gap identified in the literature survey, the 
present research contains the following novelty.

• The present research checks the capabilities of 
deep (Multi-Layer Perceptron, Least Square Sup-
port Vector Machine, Support Vector Machine, 
Support Vector Regression, Takagi–Sugeno 
Fuzzy, Radial Basis Function Neural Networks, 
Feed-Forward Neural Network) and hybrid (Sin-
gle Kernel Function-based and Dual Kernel Func-
tion-Based, which is optimized by genetic algo-
rithm and particle swarm optimization algorithm) 
learning soft computing approaches in the reliabil-
ity analysis of pile group settlement in clay.
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• This study also demonstrates the impact of the 
database multicollinearity on the performance, 
accuracy, and overfitting of the developed models.

• This work draws the hypothesis statement for reli-
ability analysis and performs the ANOVA and Z 
tests to select the research hypothesis.

• This research analyzes the impact of input vari-
ables, compression index, void ratio, and density 
in predicting pile group settlement.

• The score analysis, uncertainty analysis, and 
regression error characteristics curve are carried 
out to find the optimum performance soft com-
puting model for reliability analysis of pile group 
settlement. The Wilcoxon test has been performed 
to compare the actual and predicted settlement for 
the best architectural models in terms of confi-
dence intervals.

2  Research Methodology

The present research has been performed to intro-
duce the optimum performance model for reliability 
analysis of the settlement of pile group in clay. For 
this purpose, a database has been collected from the 
article of Kumar and Samui (2020). The database 
has been screened for training and testing, and miss-
ing data points have been removed. The min–max 
normalization function has been implemented to 
normalize the data points. The database contains the 
results of the compression index (Cc), void ratio, 
density, and pile group settlement. The multicol-
linearity analysis has been performed to check the 
multicollinearity level of the data points and to deter-
mine the impact of multicollinearity on soft comput-
ing models. Also, the ANOVA and Z tests have been 
performed to identify the research hypothesis. In this 
research, the deep learning models, MLPNN, SVM, 
LS-SVM, SVR, TSFL, RBFNN, and FFNN, have 
been developed, trained, tested, and analyzed. On the 
other side, hybrid learning models have been devel-
oped using the RVM approach. The relevance vec-
tor machine is an advanced soft computing approach 
to support vector machine. The support and rele-
vance vector machines are the kernel function-based 
approaches. The Gaussian, Exponential, Linear, 

Laplacian, Sigmoid, and Polynomial kernel functions 
have been implemented in relevance vector machine 
models. Furthermore, each GA and PSO optimization 
algorithm has optimized the employed single kernel 
function-based (mentioned by SRVM) models. Thus, 
twelve RVM models (six GA-optimized SRVM and 
six PSO-optimized SRVM) have been employed. 
RMSE, MAE, R, MAPE, VAF, WMAPE, NS, PI, BF, 
NMBE, MBE, LMI, RSR, a20-index, IOA, and IOS 
performance metrics have been used to measure the 
performance of the employed models. Based on the 
performance comparison of six GA-optimized SRVM 
models, one kernel function has been selected as the 
best kernel function and mentioned by K1.

Similarly, one kernel function has been identified 
as the best kernel function by comparing six PSO-
optimized SRVM models. The different kernel func-
tion combinations have been developed to employ the 
dual kernel function-based RVM models (mentioned 
by DRVM). Each GA and PSO-optimization algo-
rithm has also optimized the DRVM models. Thus, 
ten DRVM models (five GA-optimized DRVM mod-
els and five PSO-optimized DRVM models) have 
been employed. The five GA-optimized DRVM and 
five PSO-optimized DRVM models have been indi-
vidually compared. From the comparison, one GA-
optimized DRVM and one PSO-optimized DRVM 
model has been recognized as the best architectural 
model. Thus, one best architectural model has been 
obtained from each deep learning, GA-optimized 
SRVM, PSO-optimized SRVM, GA-optimized 
DRVM, and PSO-optimized DRVM model. Finally, a 
performance comparison has been drawn among the 
five best architectural models to identify the optimum 
performance model. In addition, the results have been 
analyzed by performing score analysis, REC curve, 
cross-validation, Anderson–darling test, and uncer-
tainty analysis. Moreover, the impact of multicolline-
arity on the overfitting of the best architectural model 
has been studied and analyzed. Based on the analy-
sis, the obtained results have been discussed, and the 
optimum performance model has been identified. Fig-
ure 1 illustrates the execution of the present research.

3  Data Analysis and Computational Methods

This section presents the database source and analy-
sis, followed by the computation methods adopted in 

Fig. 1  Flow chart of the present research work◂
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this study. A brief discussion has been drawn for each 
computational method. Furthermore, the performance 
metrics, sensitivity analysis, multicollinearity analy-
sis, and hypothesis testing have been discussed in this 
section.

3.1  Data Analysis

A database of pile group settlement has been col-
lected from the article of Kumar and Samui (2020). 
In the reported article, the authors have used the pile 
group of 9 piles embedded in normally consolidated 
clay. The authors have selected the following param-
eters in the reported study; (i) length of pile = 5 m, (ii) 
diameter of pile = 0.5 m, (iii) hard stratum at 7 m, (iv) 
pile spacing = 0.5  m, (v) dispersion angle = 30°, (vi) 
vertical load = 500 kN. The authors have also consid-
ered the compression index (Cc), void ratio (e), and 
density in the range of 0.26–0.85 (obtained from Ibra-
him et al. 2012), 0.5–1, and 14.8–19 kN/m3 (obtained 
from Das 2008). Eighty data points have been devel-
oped in the reported study. The database has been 
divided into training and testing databases by ran-
domly picking up 80% and 20% of 80 data points, 
respectively. The frequency distribution of database 
variables has been drawn, as shown in Fig. 2.

Figure  2 demonstrates the frequency distribu-
tion of normalized data. The database consists of (i) 
17, 15, 16, 13, 19 compression index data points, 
(ii) 20, 17, 18, 14, and 11 void ratio data points, (iii) 
18, 18, 19, 19, and 6 density data points, and (iv) 
14, 12, 12, 14, and 30 settlement data points in the 
range of 0 to 0.2, 0.2 to 0.4, 0.4 to 0.6, 0.6 to 0.8, 
and 0.8 to 1.0, respectively. Furthermore, the Pearson 

product-moment correlation coefficient method has 
been used to determine the relationship among the 
Cc, e, density, and settlement variables. The correla-
tion coefficient ± 0.0 to ± 0.20, ± 0.21 to ± 0.40, ± 0.41 
to ± 0.60, ± 0.61 to ± 0.80, and ± 0.81 to ± 1.0 dem-
onstrate very strong, strong, moderate, weak, and 
no relationship for database pairs (Hair et  al. 2013; 
Khatti and Grover 2023a). Figure 3 demonstrates the 
relationship between variables in terms of the correla-
tion coefficient.

Figure 3 illustrates that all variables very strongly 
correlate with each other. The correlation of Cc with 
e (= 0.9832) and settlement (0.9846) presents the 
multicollinearity. Also, the settlement has multicol-
linearity with Cc (= 0.9846) and density (= 0.9784). 
The descriptive statistics of the overall, training and 
testing database are given in Table 2.

3.2  Computation Methods

Eight soft computing approaches have been used to 
develop the different configuration-based models to 
execute the present study. The theory of the adopted 
soft computing has been discussed in this section.

3.2.1  Multi‑layer Perceptron Neural Network 
(MLPNN)

An Artificial neural network (MLPNN) is a soft com-
puting system composed of artificial neurons with 
inputs generating an output signal that could be sub-
mitted to several other neurons. A network of con-
nections to which the weight is assigned modifies 
the input strength. The activation function such as 

Fig. 2  Illustration of the 
frequency distribution of 
variables
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Threshold, Sigmoid, Hyperbolic tangent, and ReLu 
are used in the network to convert input signals in 
input layers to the output signal in the output layer 
(Menhrotra et al. 1990).

The optimum architecture network assumed in 
this paper is 3-13-1, which means the ANN has three 
layers, including five neurons and five input param-
eters in this research. One hidden layer with thirteen 
neurons, followed by one neuron in the output layer, 
eventually generates the group pile settlement. The 
structure of MLPNN is presented in Fig. 4.

3.2.2  Support Vector Machine (SVM)

Support vector machine (SVM) is one of the estab-
lished methods of supervised machine learning algo-
rithms, applied to classify and predict with small 

samples and nonlinearity by constructing a hyper-
plane or set of hyperplanes in a high or infinite-
dimensional space. The SVM algorithm is a compli-
cated nonlinear relationship between the target and 
input parameters, making it a desirable case for this 
analysis. SVM aims to determine the maximum pos-
sible margin between the classes (Cortes and Vap-
nik 1995). The SVM margin and its description are 
shown in Fig. 5.

3.2.3  Least Square Support Vector Machine 
(Ls‑SVM)

Least-squares support-vector machines (Ls-SVM) are 
used for prediction and statistical modeling. Least-
squares (Ls) is a version of support-vector machines 
(SVM), a set of related supervised learning methods 

Fig. 3  Demonstration of relationship among variables
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that analyze data and recognize patterns and are used 
for classification and regression analysis (Khatti and 
Grover 2023f). Least-squares SVM classifiers were 
proposed by Suykens and Vandewalle (1999), which 
are a class of kernel-based learning methods. There 
are three types of kernel-based functions, namely lin-
ear, polynomial, and Gaussian, which are different 
in making hyperplane decision boundaries between 
the data classes. Linear and polynomial kernels are 

less time-consuming and provide less accuracy than 
the Gaussian kernels (Hongwei 2011), as presented 
in Fig. 6. Therefore, the Gaussians kernel-based Ls-
SVM is performed in this research.

3.2.4  Support Vector Regression (SVR)

Support vector regression (SVR) is a widely used 
supervised learning network to estimate continuous 

Fig. 4  The structure of 
ANN based on the deter-
mined database (Samadi 
et al. 2021a)

Fig. 5  Maximum margin hyperplane (MMH) and margins of an SVM (Samadi et al. 2021a)

Fig. 6  The structure of 
linear and nonlinear kernel 
function
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variables. SVR is similar to the support vector 
machine (SVM) algorithm principle. The best-fit line 
in this computing machinery model is the hyperplane 
with maximum marks (Smola and Scholkopf 2004).

3.2.5  Takagi–Sugeno Fuzzy Model (TSFL)

Takagi and Sugeno (1985) introduced the Tak-
agi–Sugeno fuzzy model to develop a systematic 
fuzzy rule generation approach by a given input–out-
put dataset. The typical TS fuzzy rule is defined as 
follows:

where A and B are fuzzy sets in the antecedent, 
while Z = f (X, Y) is a crisp function in the conse-
quent. Usually, f (X, Y) is a polynomial consisting of 
input variables X and Y. Any function describing the 
appropriate output within the fuzzy region specified 
by the rule’s antecedent can be considered F(X, Y). 
In this research, the TSFL model is used because the 
Sugeno fuzzy systems are well established using lin-
ear weighted mathematical expressions and are well 
suited to human input adaptive techniques (Takagi 
and Sugeno 1985), as illustrated in Fig. 7. The output 
is a weighted mean that is defined as follow:

(1)If X is A and Y is B, then Z = f (X, Y)

where  Wi is the firing strength of the  ith output, trans-
forming a crisp quantity into a fuzzy set is known as 
Fuzzification. This procedure accurately expresses 
the crisp input values into linguistic variables.

3.2.6  Radial Basis Function Neural Network 
(RBFNN)

The values of the RBF method depend on the distance 
between the inputs and fixed points. This function 
assigns an actual value to each input and the value 
predicted by the network, which cannot be negative. 
Broomhead and Lowe (1988) indicated that RBF 
is traditionally associated with radial functions in a 
single-layer network. The structure of this model is 
shown in Fig. 8. Three-layer were determined in the 
training stage, including input layers, hidden layers, 
and output layers. To increase the linear separability 
of the feature vector, the dimension of the feature vec-
tor must be increased. Due to the computational reli-
ability of SVM, it can utilize a radial basis function 
(RBF) as the best Gaussian kernel function, which is 
defined as follows (Apostolopoulou et al. 2020):

(2)Z =

∑
wifi(X, Y)∑

wi

Fig. 7  Structure of Takagi–
Sugeno fuzzy model (Fuzzi-
fication and Defuzzifica-
tion)

Fig. 8  A view of radial 
basis function structure 
(Samadi and Farrokh 
2021b)
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In this function, W is assumed at the margin 
between the groups that the RBF algorithm attempts 
to maximize the W value.

3.2.7  Feed‑Forward Neural Network (FFNN)

A feed-forward neural network (FNN) is one of the 
neural networks that move in only one direction (for-
ward) without any loops in the network structure. The 
network considers the input nodes and moves through 
the hidden layer to estimate output factors (Andreas 
1994).

3.2.8  Relevance Vector Machine (RVM)

The RVM is a machine learning method used in 
mathematics that employs Bayesian inference to pro-
duce parsimonious solutions for probabilistic clas-
sification and regression problems. The RVM offers 
probabilistic classification yet has a functional form 
equivalent to the support vector machine (Tipping 
2001). In reality, it is similar to a Gaussian process 
model with a covariance function:

where � is the kernel function (default Gaussian), ∝m 
are the variances of the prior on the weight vector 
� ∼ N

(
0,∝−1I

)
 , and j1,…… jN are the input param-

eters of the training dataset (Candela 2004). The 
Gaussian, Linear, Laplacian, Polynomial, Sigmoid, 
and Exponential kernel functions are used in RVM 
models (Khatti and Grover 2023g). The mathematical 
formulation of the kernel functions is

Linear

Polynomial Kernel

(3)W =

n∑
i=0

ai yi xi

(4)K(x, y) = exp(−y||x − z||), y > 0, y =
1

2𝜎2

(5)k(j, j�) =

N∑
m=1

1

∝m

�
(
j, jm

)
�
(
j�, jm

)

(6)k
(
xi, xj

)
= m

(
xi, xj

)
+ c

Gaussian Kernel

Exponential Kernel

Laplace RBF Kernel

where xi, xj are input and output parameters, c is 
constant, m is the gradient/slope of a line, d is a 
degree, D is the scale factor, l is the length-scale 
hyper-parameter, and � is the standard deviation. The 
Bayesian formulation of the RVM eliminates the set 
of free parameters of the SVM compared to those of 
support vector machines (SVM). However, because 
RVMs employ a learning strategy similar to expecta-
tion maximization (EM), they are susceptible to local 
minima. In contrast, SVMs often use sequential mini-
mal optimization (SMO)-based methods, ensuring a 
global optimum.

Several researchers have solved complex prob-
lems associated with geotechnical engineering using 
the RVM approach (Khatti and Grover 2021; Mittal 
et  al. 2021; Chen et  al. 2021; Fattahi and Hasani-
panah 2021; Li et  al. 2021; Yang et  al. 2022; Raja 
et  al. 2022). The published studies demonstrate the 
efficiency of the RVM approach in solving geotech-
nical problems. Therefore, relevance vector machine 
models have been developed using single (SRVM) 
and dual (parallel mentioned by DRVM) kernel func-
tions. The Gaussian, Exponential, Linear, Laplacian, 
Sigmoid, and Polynomial kernel functions have been 
implemented to develop the proposed RVM models 
in this study. The hyperparameters of the developed 
RVM models are given in Table 3.

Thus, each GA and PSO algorithm has devel-
oped and optimized six single kernels (gaussian, 

(7)k
(
xi, xj

)
=
(
xi.xj + 1

)d

(8)k
�
xi, xj

�
= exp

⎛
⎜⎜⎜⎝
−

���xi − xj
���
2
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⎞
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exponential, linear, laplacian, sigmoid, and polyno-
mial) based on SRVM models.

The performance of single kernel-based RVM 
models optimized by each GA and PSO has been 
compared to select the primary kernel for dual (par-
allel) kernel-based RVM model. However, six kernel 
functions have been used in this research. Therefore, 
a combination of the primary kernel (kernel 1) and 
the rest of the kernel (kernel 2, 3, 4, 5, 6) has devel-
oped the dual (parallel) kernel-based DRVM models. 
For example, GA optimized Gaussian kernel-based 
SRVM model has performed better than other GA-
optimized SRVM models. Thus, kernel combinations 
are Gaussian + Linear, Gaussian + Laplacian, Gauss-
ian + Polynomial, Gaussian + Sigmoid, and Gauss-
ian + Exponential for GA-optimized DRVM models. 
The same procedure has been used to develop the 
PSO-optimized dual (parallel) kernel-based DRVM 
models.

3.3  Performance Metrics

The different statistical parameters are used to deter-
mine the performance of soft computing called perfor-
mance metrics. These performance metrics are linear 
and nonlinear. In this study, sixteen performance met-
rics have been implemented to measure the perfor-
mance of deep and hybrid learning models. The math-
ematical expression of the implemented performance 

metrics is as follows (Kumar and Samui 2020; Asteris 
et al. 2021a, 2021b; Khatti and Grover 2023b, 2023c):

(11)RMSE =

√√√√1

n

n∑
i=1

(� − �)2

(12)MAE =
1

n

n∑
i=1

|(� − �)|

(13)R2 =

∑r

i=1
(� − �)2 −

∑r

i=1
(� − �)2

∑r

i=1
(� − �)2

(14)R =

∑�
�i − �

��
�i − �

�
�∑�

�i − �

�2 ∑�
�i − �

�2

(15)MAPE =
1

n

n∑
i=1

||||
� − �

�

|||| ∗ 100

(16)WMAPE =

∑n

i=1

���
�−�

�

��� ∗ �

∑n

i=1
�

(17)VAF =

(
1 −

var(� − �)

var(�)

)
∗ 100

Table 3  Details of 
hyperparameters selected 
for RVM models

Hyperparameters SRVM DRVM

Parameter settings
Free basis Enable
Kernel functions Gaussian, Exponential, Linear, Laplacian, 

Sigmoid, Polynomial
Max. Iterations 1000
Number of Kernels Single Two
Optimizer settings
Methods GA & PSO
Target Single Kernel Two Kernels
Ib 2–6 2–5,  10–2,  10–3,  10–3

uB 2–6 2–5,  100,  103,  103

Num. variable 1 4
Max. iterations 100
Kfolds 5
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where α and � are the actual and predicted ith value, 
n presents the total number of data, β is the mean 
of the actual values, � is the mean of the predicted 
value, k is the number of independent variables, m20 
is the ratio of experimental to the predicted value, 
varies between 0.8–1.2, and H is the total number of 
data samples.

The primary advantage of the a20-index is that 
the proposed model predicts values with a devia-
tion of ± 10% compared to laboratory values. On 
the other hand, the index of agreement (mentioned 
in Eq.  23) is bounded by −  1.0 and 1.0 (Willmott 
et al. 2012). Moreover, the least value of the scatter 

(18)PI = R2 +
(
VAF∕100

)
− RMSE

(19)
RSR =

RMSE�
1

N

∑N

i=1
(� − �)2

(20)NS = 1 −

∑n

i=1
(� − �)2

∑n

i=1
(� − �)2

(21)BF =
1

n

n∑
i=1

�

�

(22)a 20 index =

m20

H

(23)IOA = 1 −

∑n

i=1
(� − �)

2
∑n

i=1
(� − �)

(24)IOS =

RMSE

Avg. of Actual Values

(25)LMI = 1 −

�∑n

i=1
�� − ��∑n

i=1
�� − ��

�

(26)NMBE =

1

N

∑n

i=1
(� − �)2

1

N

∑n

i=1
�

(27)MBE =
1

N

n∑
i=1

(� − �)

index (mentioned in Eq.  20) presents a better pre-
diction and accuracy (Mentaschi et  al. 2013). The 
R-squared value higher than 0.95 (R = 0.9747) 
demonstrates that the developed model is highly 
reliable and accurate. Also, the value of R more 
than 0.8  (R2 = 0.64), between 0.2  (R2 = 0.4) to 0.8 
 (R2 = 0.64), and less than 0.2  (R2 = 0.4) presents 
the strong, good and weak correlation between pair 
of data (Smith 1986). A perfect predictive model 
always has performance indicators value equal to 
the ideal value, as given in Table 4.

3.4  Sensitivity Analysis

A sensitivity analysis has been performed to deter-
mine the most influencing input parameters in pre-
dicting soil compaction. The cosine amplitude 
method (CAM) is utilized in this study to compare 
the strength of the input parameters with the soil 
compaction parameters (Ardakani and Kordnaeij 
2019). It aids in determining the degree of the cor-
relation between input and output dimensions. In 
CAM, the data array X (n data samples in the same 
space) can be expressed as (Hasanzadehshooiili 
et al. 2012):

Each predictor xi of the data array, X is the vector 
(length m) in Eq. 28 and is defined as:

Thus, Eq. 29 estimates the strength between pre-
dictors ( xi ) and output ( xj ) variable (Ghorbani et al. 
2020).

(28)X =
{
x1, x2, x3 … xm

}

(29)X =
{
xi1, xi2, xi3 … xim

}

Table 4  Ideal value of the different performance indicators

Indicators Value Indicators Value

RMSE 0 NMBE 0
MAE 0 NS 1
R2 1 LMI 0
R 1 RSR 0
MAPE 0–100 a20-index 100
WMAPE 0 IOA 1
VAF 100 IOS 0
PI 2 BF 0
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The strength between predictors and output is 
measured between 0 and 1. The value of CAM near 
1 demonstrates the higher strength between data 
points, and the zero value represents no strength. 
The sensitivity analysis has been performed in this 
research for the 50%, 60%, 70%, 80%, 90%, and 
100% training databases. Figure  9 illustrates the 
strength of data points for the complete database 
used in this study.

Figure  9 illustrates that all input variables are 
highly sensitive to pile group settlement. It can be 
seen that the soil density (= 0.9991) very strongly 
influences the prediction of pile group settlement, 
followed by the compression index (= 0.9926) and 
void ratio (= 0.9921).

(30)CAM =

∑m

k=1
xikxjk�∑m

k=1
x2
ik

∑m

k=1
x2
jk

3.5  Multicollinearity Analysis

A relationship between variables resulting in their 
correlation is called multicollinearity. Multicol-
linear data are difficult to analyze since they are 
not independent (Khatti and Grover 2023a). The 
Pearson product moment-correlation coefficient 
and variance inflation factor methods determine the 
multicollinearity database. In this research, the vari-
ance inflation factor (VIF) method has been adopted 
to determine the database multicollinearity, and the 
results of VIF are presented in Table 5.

Table  4 illustrates that compression index, void 
ratio, and density have 31.65, 134.89, and 132.66 
multicollinearities, respectively. All input vari-
ables have a VIF value of more than 10, showing 
the problematic multicollinearity level (Khatti and 
Grover 2023a).

3.6  Hypothesis Testing

Hypothesis testing is a process for determining the 
hypothesis type for a particular study. For this pur-
pose, several parametric and nonparametric statis-
tical tests are used. The parametric ANOVA and Z 
tests have been performed in this research to iden-
tify the hypothesis type. The present study has the 
following statements for the research hypothesis 
 (HR):

• Soil compression index, void ratio, and density are 
essential for assessing pile group settlement.

• Soil compression index, void ratio, and density are 
highly related.

• Multicollinearity does not affect the performance 
and accuracy of deep and hybrid learning soft 
computing models.

Fig. 9  Illustration of sensitivity of input variables

Table 5  VIF results for defining database multicollinearity level

Statistical 
parameters

Coeff SE t Stat p-value Lower 95% Upper 95% Lower 95.0% Upper 95.0% R2 VIF

Intercept 0.3786 0.0284 13.3428 0.0000 0.3221 0.4351 0.3221 0.4351 – –
Cc 0.3798 0.0323 11.7436 0.0000 0.3154 0.4442 0.3154 0.4442 0.9684 31.65
e − 0.0238 0.0022 − 10.9487 0.0000 − 0.0282 − 0.0195 − 0.0282 − 0.0195 0.9926 134.89
Density 0.0153 0.0438 0.3505 0.7269 − 0.0719 0.1025 − 0.0719 0.1025 0.9925 132.66
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3.6.1  ANOVA Analysis

Analysis of variance (ANOVA) is a parametric sta-
tistical analysis performed to identify the research 
hypothesis. In the present research, the ANOVA anal-
ysis has been performed using the Data Analysis Tool 
of Microsoft Excell 2021. The results of the ANOVA 
analysis are given in Table 6.

Table  5 illustrates that the p-value for the Cc, e, 
and density is less than the significance level, i.e., 
p < 0.05. Also, the F (F state) is higher than the F 
critical (F Crit) for each input variable. Finally, the 
ANOVA analysis rejects the present research’s null 
hypothesis  (H0).

3.6.2  Z‑Test

Z-test is another parametric statistical test performed 
to find the hypothesis type. The Z-test has been per-
formed for the complete database used in this study. 

Table 7 illustrates the results obtained from the Z-test. 
It can be seen that (i) Z (z state) is higher than Z criti-
cal one and two tail, (ii) Z critical one tail is less than 
z critical two tail, (iii) p-value is less than to signifi-
cance p-value. After analyzing the results, it has been 
observed that Z-test accepts the research hypothesis 
for the study.

4  Results and Discussion

4.1  Simulation of Soft Computing Models

To execute the present research, the models based 
on the MLPNN, SVM, Ls-SVM, SVR, TSFL, RBF, 
FFNN, and RVM have been developed, trained, 
tested, and analyzed for performing reliability anal-
ysis of pile group settlement. Each GA and PSO 
algorithm has been used to develop and optimize 
the single and dual kernel function-based RVM 

Table 6  Results of the 
ANOVA analysis for a pile 
group settlement

Source of variation SS df MS F p-value F crit

ANOVA for Cc and settlement
Between groups 4.84 1.00 4.84 299.68 0.00 3.90
Within groups 2.55 158.00 0.02
Total 7.39 159.00
ANOVA for e and settlement
Between groups 10,859.25 1.00 10,859.25 13,647.94 0.00 3.90
Within groups 125.72 158.00 0.80
Total 10,984.97 159.00
ANOVA for density and settlement
Between groups 11.02 1.00 11.02 1221.23 0.00 3.90
Within groups 1.43 158.00 0.01
Total 12.44 159.00

Table 7  Results of the 
ANOVA analysis for a pile 
group settlement

Statistical parameters Cc e Density Settlement

Mean 0.5480 16.6769 0.7251 0.2002
Known variance 0.0307 1.5898 1.5898 0.0016
Observations 80 80 80 80
Hypothesized mean difference 0 0 0 –
z 17.3047 116.8222 3.7210 –
P(Z <  = z) one-tail 0 0 9.92E-05 –
z Critical one-tail 1.6449 1.6449 1.6449 –
P(Z <  = z) two-tail 0 0 0.000198 –
z Critical two-tail 1.9600 1.9600 1.9600 –



1746 Geotech Geol Eng (2024) 42:1729–1760

1 3
Vol:. (1234567890)

models. Sixteen performance metrics have been used 
to measure the training and testing performance of 
the employed models and reported in supplemen-
tary materials (SPM). The training and testing phase 
results have been discussed and analyzed below.

4.1.1  Deep Learning Models

The deep learning models have been developed, 
trained, and tested using the MATLAB software. 
Table A (refer SPM) presents the training and test-
ing performances of the deep learning models. The 
performance comparison of the MLPNN, RBFNN, 
and FFNN demonstrates that the FFNN model 
MS6 has attained over 99% accuracy in the training 
(R = 0.9971) and testing (R = 0.9973) phase. It has 
also been observed that model MS6 has outperformed 
the RBFNN and MLPNN models with the least pre-
diction error in the training (RMSE = 0.0030  m, 
MAE = 0.0022  m, MAPE = 1.1563%, 
WMAPE = 0.0110  m, NMBE = 0.0000) and test-
ing (RMSE = 0.0037  m, MAE = 0.0032  m, 
MAPE = 1.6706%, WMAPE = 0.0156  m, 
NMBE = 0.0001) phase. The a20, IOA, and IOS dem-
onstrate the superiority of the FFNN model MS7 over 
RBFNN and MLPNN models. On the other side, 
the performance comparison of SVM, SVR, and Ls-
SVM reveals that the Ls-SVM model MS3 has pre-
dicted pile group settlement with RMSE = 0.0016 m, 
MAE = 0.0015 m, R = 0.9995, and MAPE = 0.7644%, 
comparatively higher than SVM and SVR mod-
els. The TSFL model MS5 has predicted pile group 
settlement with the RMSE of 0.0080  m, MAE of 
0.0079 m, and R of 0.9881.

Furthermore, the performance comparison of mod-
els MS3, MS5, and MS7 reveals that the least square 
support vector machine model MS3 has outperformed 
the other deep learning models with the higher 
training (RMSE = 0.0039  m, MAE = 0.0027  m, 
R = 0.9952, MAPE = 1.4675%, VAF = 98.98, 
WMAPE = 0.0134, NS = 0.9895, PI = 1.9763, 
BF = 1.0032, NMBE = 0.0001, MBE = 0.0007, 
LMI = 0.0814, RSR = 0.1027, a20 = 100.00, 
IOA = 0.9593, and IOS = 0.0195) and testing 
(RMSE = 0.0016  m, MAE = 0.0015  m, R = 0.9995, 
MAPE = 0.7644%, VAF = 99.90, WMAPE = 0.0072, 
NS = 0.9987, PI = 1.9964, BF = 0.9971, 
NMBE = 0.0000, MBE = -0.0006, LMI = 0.0378, 
RSR = 0.0354, a20 = 100.00, IOA = 0.9811, and 

IOS = 0.0075) performance. Figure  10a depicts the 
relationship between actual and predicted settlement 
for the Ls-SVM model MS3. The following observa-
tions have been mapped from the performance com-
parison of the deep learning models.

• The feed-forward neural network has performed 
better than RBFNN and MLPNN models because 
the problem is complex and requires more neu-
rons. Also, the computational process runs in one 
direction only.

• The Ls-SVM model MS3 has attained higher per-
formance because of the sum of the square error 
cost function.

• The Takagi–Sugeno Fuzzy Logics did not per-
form better because of the unavailability of proper 
membership functions and fuzzy rules from 
numerical data (Hong and Lee 1996).

4.1.2  Hybrid Learning Models

For employing the hybrid learning models, the rel-
evance vector machine approach has been selected 
in this research. The Gaussian, exponential, linear, 
laplacian, sigmoid, and polynomial kernel functions 
have been implemented to develop 22 relevance vec-
tor machine (6GA-optimized SRVM, 6PSO-opti-
mized SRVM, 5GA-optimized DRVM, and 5PSO-
optimized DRVM) models. The training and testing 
performance of the RVM models has been summa-
rized in Table A.

Table A (refer SPM) demonstrates that the 
GA-optimized exponential kernel function-based 
SRVM model MS9 has attained high perfor-
mance in both phases (training R = 1.0000, test-
ing R = 1.0000). Model MS9 has predicted the pile 
group settlement with the least residuals in training 
(RMSE = 0.0002  m, MAE = 0.0002  m) and testing 
(RMSE = 0.0003  m, MAE = 0.0002  m) phase. The 
performance comparison of PSO-optimized SRVM 
shows that the PSO-optimized laplacian kernel func-
tion-based SRVM model has performed better than 
other PSO-optimized SRVM models. The PSO-opti-
mized model MS17 has predicted pile group settle-
ment with the RMSE of 0.0004 m, MAE of 0.0003 m, 
and R of 1.0000 in the testing phase.

Models MS9 and MS17 have been developed by 
implementing the exponential and laplacian kernel 
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Fig. 10  Illustration of actual vs predicted plot for models a MS3, b MS9, c MS17, d MS23, and e MS25 in training (a1,b1,c1,d1,e1) 
and testing (a2, b2, c2, d2, e2) phase
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functions, and models have attained higher perfor-
mance in the testing phase. Therefore, five GA-opti-
mized DRVM models have been developed by 
implementing the different combinations of kernel 
functions, i.e., Exponential + Gaussian, Exponen-
tial + Linear, Exponential + Laplacian, Exponen-
tial + Sigmoid, and Exponential + Polynomial. On 
the other hand, five PSO-optimized DRVM models 
have been developed using the Laplacian + Gaussian, 
laplacian + Exponential, Laplacian + Linear, Lapla-
cian + Sigmoid, and Laplacian + Polynomial combi-
nations of kernel functions.

Table A (refer SPM) demonstrates that the GA-
optimized exponential + sigmoid dual kernel func-
tion model MS23 has achieved higher training 

(R = 1.0000) and testing (R = 1.0000) performance 
than other GA-optimized DRVM models. Also, it 
has been observed that model MS23 has predicted 
the pile group settlement with the least prediction 
error in the testing phase, i.e., RMSE = 0.0003  m, 
MAE = 0.0002  m. The performance comparison of 
PSO-optimized DRVM models reveals that the PSO-
optimized Laplacian + Gaussian kernel function-
based DRVM has outperformed the other PSO-opti-
mized DRVM models with R of 1.0000, RMSE of 
0.0003 m, and MAE of 0.0003 m, close to the ideal 
values.

Based on the performance comparison, it has 
been observed that the Ls-SVM model MS3, GA-
optimized SRVM model MS9, PSO-optimized 

Fig. 10  (continued)
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SRVM model MS17, GA-optimized DRVM model 
MS23, and PSO-optimized DRVM model MS25 
has attained higher performance (R > 0.95) in the 
testing phase and recognized as the better-per-
forming models. A relationship plot with an error 
histogram has been drawn for models MS9, MS7, 
MS23, and MS25, as shown in Fig. 10b–e.

The following observations have been drawn 
from the performance comparison of the GA-opti-
mized SRVM, PSO-optimized SRVM, GA-opti-
mized DRVM, and PSO-optimized DRVM models.

• The GA-optimized exponential kernel function-
based SRVM model MS9 has performed bet-
ter than other GA-optimized SRVM models 
because of its simplicity. Still, it decays the pre-
diction error much more quickly.

• The PSO-optimized laplacian kernel function-
based SRVM model MS17 has attained higher 
performance than other PSO-optimized SRVM 
models because it decays the error faster.

• The performance comparison of models MS9 
and MS17 shows that model MS9 has predicted 
the pile group settlement, optimized by genetic 
algorithm. Hence, it can be stated that the 
genetic algorithm is the most suitable algorithm 
for single kernel function-based relevance vec-
tor machine models.

• Model MS23 has been employed using the 
combination of exponential and sigmoid kernel 
functions and optimized by the genetic algo-
rithm. Model MS23 has performed better than 
other PSO-optimized DRVM models because it 
works as a two-layer perceptron neural network.

• The PSO-optimized Laplacian + Gaussian ker-
nel function-based DRVM model MS25 has 
outperformed this study’s other PSO-optimized 
DRVM model. The combination of both kernels 
demonstrates that the model MS25 is robust 
because the Gaussian kernel performs better if 
the prior information is not given, and Lapla-
cian decays the error faster.

• The performance comparison of models MS23 
and MS25 shows that the genetic algorithm is 
slightly better than the particle swarm optimiza-
tion algorithm in predicting pile group settle-
ment.

4.2  Analysis of Results

In this section, the performance results have been ana-
lyzed and presented by performing different tests and 
analyses. For this purpose, the score analysis, Ander-
son–darling test, uncertainty analysis, Wilcoxon test, 
overfitting, etc., has been performed and discussed.

4.2.1  Score Analysis

The score analysis compares the effectiveness of the 
best architectural models through statistical analysis. 
The model for choosing the optimal value for each 
performance indicator is given a score of n (in this 
study, n = 29; see best architectural models for soft 
computing that are taken into account in the analysis). 
The better and poorer training and testing examples 
for the models are shown by the higher and lower 
values of performance indicators in score analysis 
(Khatti and Grover 2023e). The next step is to add 
the performance indicator scores from each training 
and testing phase to determine the final model score. 
Finally, a model’s overall score is computed by add-
ing the training, testing, and validation score. The 
results obtained from the score analysis have been 
presented in Table B (refer SPM). Table B dem-
onstrates that model MS23 has gained 417 and 409 
scores in the training and testing phase, respectively, 
followed by models MS9, MS25, and MS17. Model 
MS3 has attained the lowest score in the training 
(= 108) and testing (= 205) phases. The graphical 
comparison of training and testing scores for the bet-
ter-performing models is shown in Fig. 11 (a) and (b). 
Figure 11 presents the superiority of model MD23 in 
predicting pile group settlement, with a high score 
of 417 (in the training phase) and 409 (in the testing 
phase). The GA-optimized SRVM model MS9 scored 
higher than PSO optimized SRVM model MS17, i.e., 
400 (in training) and 376 (in testing). Furthermore, 
the grand score has been calculated and presented 
in Fig.  12. Figure  12 depicts that model MS23 has 
attained an overall score of 826, which is higher than 
other models. Based on the overall score, GA-opti-
mized exponential + sigmoid kernel function-based 
DRVM model MS23 has been recognized as the best 
architectural model in predicting the settlement of 
pile group in clay.
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4.2.2  Regression Error Characteristics (REC) Curve

The regression error characteristics curve is a regres-
sion version of the 2-D receiver operating character-
istics (ROC) curve. The y-axis shows the percentage 
of predicted points that fall inside the tolerance, and 
the x-axis shows the error tolerance. The cumulative 
distribution function of the difference between exper-
imental and expected values is calculated using this 
curve. The REC curve specifies the error amount as 
a squared residual or an absolute deviation. The area 
over the curve (AOC), referred to as the curve area, is 
a reliable measure of a regression model’s effective-
ness. AOC should preferably be as small as feasible 
for a great regression model, and the curve should be 
positioned parallel to the y-axis. Figure 13 (a and b) 
represents the REC plot showing the error as "abso-
lute deviation" for the pile group settlement for train-
ing and testing databases.

Figure 13a, b shows that model MS23 has attained 
the most negligible AOC value in the training and 
testing phase. The value of the AOC of the better-
performing models is given in Table 8. It can be seen 
that the model MS23 has the smallest AOC (train-
ing = 6.67E-11 and testing = 4.02E-06) value com-
pared to other models. Hence, model MS23 has been 
recognized as the best architectural model in assess-
ing pile group settlement.

4.2.3  Cross‑Validation of Optimum Performance 
Model

In the present research, five models, MS3, MS9, 
MS17, MS23, and MS25, have been identified as the 
better-performing models in predicting pile group set-
tlement in clay. For the cross-validation of the better-
performing models, the computational cost analysis 
has been performed using k-fold = 10. The developed, 
trained, and tested models have been developed using 
k-fold = 5 (Khatti and Grover 2023d). Therefore, a 
comparison of the computational cost for models 
MS3, MS9, MS17, MS23, and MS25 has been drawn 
and presented in Table 9.

Table  9 demonstrates that model MS23 has 
attained the desired prediction with significantly less 
computational cost in k-fold 5 and 10. Therefore, it 
can be stated that model MS23 is the best architec-
tural model for predicting pile group settlement.

Fig. 11  Illustration of score obtained by the better performing 
model in a training and b testing phase

Fig. 12  Illustrates the overall score obtained by better-per-
forming models
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4.2.4  Anderson–Darling Test

For the hypothesis testing, parametric and nonpar-
ametric tests are performed. In this study, a non-
parametric test, the "Anderson–Darling" test (AD), 

Fig. 13  Illustration of 
REC curve for the better 
performing models in a 
training and b testing phase

Table 8  Details of AOC 
for REC curve

* Bold values correspond to 
the best architectural model

Phase Actual MS3 MS9 MS17 MS23 MS25

Train 0.00E + 00 1.62E-03 3.22E-06 1.33E-05 6.67E-11 1.00E-05
Test 0.00E + 00 3.91E-04 4.07E-06 1.17E-05 4.02E-06 6.86E-06

Table 9  Comparison of computational cost

k-fold value MS3 MS9 MS17 MS23 MS25

k = 5 0.0009 0.0024 0.0013 0.0030 0.0018
k = 10 0.0011 0.0027 0.0015 0.0034 0.0020
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has been performed to investigate the deviation of 
the outcomes. A statistical test called the AD test 
determines if a sample of data came from a popula-
tion with a particular distribution. The AD test has 
been performed on the better-performing models 
(only for the validation phase) using the MiniTab 
Statistical Software.

Table 10 and Fig. 14a–f demonstrate the AD test 
results and probability plot. It can be seen that the 
p-value is 0.005 (Model: Actual), found to be less 
than the significance level, i.e., 0.05. Therefore, the 
AD test rejects the normality null hypothesis  (H0). 
Also, the AD value of the model MS23 has been 
calculated closest to the actual value, confirming 
the superiority of the GA-optimized DRVM model 
MS23 over the other better-performing models.

4.2.5  Uncertainty Analysis  (UA95)

Determining the reliability of any soft computing 
model is necessary to compute predictive targets 
accurately. In this research, uncertainly analysis 
(UA) has been performed to explain the quantita-
tive prediction of error of the applied models in 
predicting the UCS of cohesive virgin soils. The 
UA test has been performed for the training and 
testing phases. Hence, the predictive outputs com-
parison with these actual data points is significant 
in predicting the reliability of the applied soft com-
puting models, and UA is ideally suitable for this 
object. The UA test is performed by computing 
absolute error, MOE, StDev, SE, ME (@ 95% con-
fidence level), WBC, UB, and LB, and presented 
in Table 11. A good model always contains a low 
value for the WCB (Bardhan et al. 2021).

Table  11 demonstrates that model MS23 has 
achieved the first rank in the training and testing 
phase in uncertainty analysis. Therefore, model 
MS23 has been recognized as the best architectural 
model for predicting the pile group settlement in 
clay.

4.2.6  Wilcoxon Test

If a normal data distribution cannot be assumed, the 
one-sample Wilcoxon signed rank test is a nonparamet-
ric alternative to the one-sample t-test. It determines 
whether the sample’s median equals a recognized 
standard value. In the present study, one sample Wil-
coxon test has been performed for models MS3, MS9, 
MS17, MS23, and MS25. The results obtained for the 
soft computing models have been compared to the 
result obtained for actual pile group settlement data. 
Table  12 compares the Wilcoxon test for actual pile 
group settlement data and soft computing models.

Table 12 reveals that the model MS23 has predicted 
the pile group settlement with the upper and lower lev-
els close to the actual data in the training and testing 
phase. Therefore, model MS23 has been recognized 
as the best architectural model in predicting pile group 
settlement.

4.2.7  Overfitting of Soft Computing Models

The ratio of test RMSE to train RMSE is called over-
fitting of the soft computing model (Tenpe and Patel 
2020; Khatti and Grover 2023c). Asteris et  al. (2019) 
and Armaghani and Asteris (2021) stated that overfit-
ting is a common problem in computational mechanics. 
It means the optimal model may predict the data used 
in training and development. Still, at the same time, for 
the other input variables than the one used in training 
and testing, the model may predict unusual values. For 
that purpose, experimental validation may be carried 
out by adopting different cases from the literature. In 
this study, the overfitting of the best architectural mod-
els MS3, MS9, MS17, MS23, and MS25 has been com-
puted and graphically presented in Fig. 15.

Figure 15 shows that model MS23 has attained the 
highest overfitting, i.e., 221.281 because all input vari-
able has problematic multicollinearity (VIF > 10). Still, 
model MS23 has performed well and predicted the 
pile group settlement with the least residuals in this 
research. Model MS3 has attained the least overfitting, 
i.e., 0.404. Based on the performance comparison, all 

Table 10  Details of AD 
normality test for the whole 
database
* Bold values correspond to 
the best architecture model

Parameters Actual MS3 MS9 MS17 MS23 MS25

AD Value 2.139 1.914 2.147 2.143 2.14 2.142
p-value  < 0.005
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Fig. 14  Illustration of Anderson–Darling test for models a Actual, b MS3, c MS9, d MS17, e MS23, and f MS25



1754 Geotech Geol Eng (2024) 42:1729–1760

1 3
Vol:. (1234567890)

models have attained performance over 95%, present-
ing highly capable of predicting pile group settlement 
in clay.

4.3  Discussion of Results

In this research, MLPNN, SVM, Ls-SVM, SVR, 
TSFL, RBFNN, FFNN, and RVM models have been 
developed, trained, tested, and analyzed to determine 
the optimum performance model for predicting pile 
group settlement. Each GA and PSO algorithm has 
developed and optimized the single and dual kernel 
function-based RVM models. The database has been 
collected from the published article. The multicolline-
arity analysis has been performed for the database and 
found that the input variables contain the problematic 

multicollinearity level. However, the ANOVA and Z 
tests reject the null hypothesis for the database used 
in this research. For performance analysis, sixteen 
performance metrics have been used and compared. 
Based on the performance comparison, it has been 
observed that (i) the FFNN model attains a higher 
performance than RBFNN and MLPNN models, (ii) 
the Ls-SVM model performance is better than SVM 
and SVR models, (iii) also, the Ls-SVM model gains 
higher performance than FFNN and TSFL models in 
the presence of multicollinearity. The performance 
comparison of GA and PSO-optimized SRVM mod-
els reveals that the GA-optimized SRVM model has 
predicted pile group settlement with the least error. 
Similarly, the GA-optimized DRVM model attains 
better performance and accuracy than the PSO-opti-
mized DRVM model. The performance comparison 
also reveals that the GA-optimized DRVM model 
MS23 has outperformed the adopted soft comput-
ing models and is recognized as the best architectural 
model. Model MS23 has attained a higher score and 
rank in this research work. The analysis of results for 
model MS23 demonstrates that the combined kernel 
function-based RVM model, i.e., DRVM, is a robust 
model because both kernels strengthen the model’s 
performance.

The complex database has problematic multicol-
linearity, and overfitting is generated due to (i) if 
the model is simple and the data is complex or (ii) 
if the model is complex and the data is simple, or 
(iii) if both are complex. The present study presents 
that model MS23 is a complex model that combines 
exponential and sigmoid kernel functions. Also, it has 

Fig. 14  (continued)

Table 11  Results of 
uncertainty analysis for the 
better-performing models

* Bold values correspond to 
the best architectural model

Model ID MOE SD SE ME LB UB WCB Rank

Training phase
 MS3 0.0027 0.0028 0.0004 0.0007 0.0013 0.0066 0.0053 5
 MS9 0.0002 0.0002 0.0000 0.0000 0.0007 0.0010 0.0003 2
 MS17 0.0004 0.0003 0.0000 0.0001 0.0003 0.0007 0.0004 4
 MS23 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1
 MS25 0.0003 0.0003 0.0000 0.0001 0.0001 0.0007 0.0006 3

Testing phase
 MS3 0.0041 0.0030 0.0007 0.0015 0.0018 0.0099 0.0081 5
 MS9 0.0002 0.0002 0.0001 0.0001 0.0002 0.0010 0.0008 2
 MS17 0.0003 0.0002 0.0001 0.0001 0.0001 0.0006 0.0005 4
 MS23 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1
 MS25 0.0003 0.0002 0.0001 0.0001 0.0001 0.0007 0.0005 3
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been optimized by a genetic algorithm. Still, model 
MS23 has performed better than other models. Fur-
thermore, the performance of model MS23 has been 
compared with the test performance of previously 
published models by Kumar and Samui (2020), as 
shown in Table 13.

Based on the comparison presented in Table  13, 
model MS23 has been recognized as the optimum 
performance model for predicting the pile group set-
tlement in clay.

4.4  Reliability Analysis

The qualities of measurement scales and the compo-
nents that make up the scales can be studied through 

reliability analysis. In addition to providing data 
on the correlations between the scale’s constituent 
items, the reliability analysis technique creates vari-
ous regularly used scale reliability measures. In this 
research, 80 data points have been used to perform 
the reliability analysis in predicting the pile group 
settlement using soft computing approaches. Still, 
it is questionable whether an amount of data points 
covers the full range of parameter values sufficient 
for reliability analysis. Cavaleri et  al. (2017), Ast-
eris et al. (2020), Lu et al. (2020), and Huang et al. 
(2020) reported that a sufficient amount of database 
is not essential for a high amount of data points, but 
rather data points that cover a wide range of combi-
nation of independent variable values, thus assisting 
in the ability of models to solve the problem. The 
requirement of a capable and reliable database is 
crucial in the case of laboratory databases. The reli-
ability analysis has been performed for MS3, MS9, 
MS17, MS23, and MS25 models and compared 
with actual values. The results obtained from the 
reliability analysis are presented in Fig. 16.

Figure 16 depicts that models MS3, MS9, MS17, 
MS23, and MS25 can predict the settlement of the 
pile group. Still, model MS23 is the optimum per-
formance model for predicting the pile group set-
tlement. Model MS23 has attained exact reliability 

Table 12  Results of the Wilcoxon test

*Bold values correspond to the best architectural model

Case Phase Confidence interval Achieved 
confidence 
(%)LL UL

Actual Train 0.1896 0.2098 95.03
Test 0.1820 0.2355 94.75

MS3 Train 0.1900 0.2113 95.03
Test 0.1811 0.2344 94.75

MS9 Train 0.1897 0.2097 95.03
Test 0.1822 0.2354 94.75

MS17 Train 0.1897 0.2098 95.03
Test 0.1821 0.2352 94.75

MS23 Train 0.1896 0.2098 95.30
Test 0.1821 0.2354 94.75

MS25 Train 0.1895 0.2098 95.03
Test 0.1821 0.2351 94.75

Fig. 15  Illustration of overfitting for the best architectural 
models

Table 13  Comparison of model MS23 and literature survey

Approach LSSVM GMDH GPR Model MS23

RMSE 0.0190 0.0200 0.0200 0.0003
MAE 0.0160 0.0160 0.0070 0.0002
R 1.0000 1.0000 1.0000 1.0000
MAPE 0.0000 0.0000 0.0000 0.1091
VAF 87.88 88.89 99.74 100.00
WMAPE 0.0860 0.0800 0.0920 0.0011
NS 1.0000 1.0000 1.0000 1.0000
PI 1.8700 1.8700 1.8300 1.9997
BF 1.0800 1.0800 1.0800 0.9998
NMBE 8.1300 8.0000 7.6600 0.0000
MBE 0.0000 0.0000 0.0000 -0.0001
LMI 1.0000 0.9990 1.0000 0.0059
RSR 0.0000 0.0000 0.0000 0.0061
a20 – – – 100.00
IOA – – – 0.9971
IOS – – – 0.0013
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indexes in both phases, i.e., 1.671 (in training) and 
2.029 (in testing).

5  Summary and Conclusions

The present study has been carried out to introduce 
an optimum performance soft computing model for 
predicting the settlement of pile group in clay. For 
that purpose, MLPNN, SVM, Ls-SVM, SVR, TSFL, 
RBFNN, FFNN, and RVM models have been devel-
oped, trained, tested, and analyzed using data avail-
able in the literature. Twenty-two RVM models (6 
GA-optimized SRVM, 6 PSO-optimized SRVM, 
5 GA-optimized DRVM, and 5 PSO-optimized 
DRVM) have been developed and analyzed. Sixteen 
performance metrics have been implemented in this 
research to identify the optimum performance model. 
The following conclusions are mapped through this 
study.

• Capabilities of Models (i) FFNN is more compe-
tent than RBFNN and MLPNN, (ii) Ls-SVM is 
better than SVM and SVR, (iii) Ls-SVM is sig-
nificantly better than FFNN and TSFL, (iv) expo-
nential kernel function is more accurate than other 
kernel function in case of GA-optimized SRVM 
model, (v) laplacian kernel function is potent than 
other kernel function in case of PSO-optimized 
SRVM models, (vi) the implementation of sec-
ond kernel function enhance the performance and 
accuracy of SRVM model, (vii) exponential with 
sigmoid kernel function is better than other ker-
nel combinations in case of GA-optimized DRVM 

model, (viii) laplacian with gaussian kernel func-
tion is better than other kernel sets in case of 
PSO-optimized DRVM model, (ix) GA-optimized 
SRVM and DRVM models perform better than 
PSO-optimized SRVM and DRVM models.

• Impact of Multicollinearity (i) multicollinearity 
affects the performance of deep learning mod-
els, i.e., MLPNN, SVM, Ls-SVM, SVR, TSFL, 
RBFNN, and FFNN, than hybrid learning models, 
(ii) models based on the hybrid learning approach, 
i.e., RVM, attains the high overfitting in the test-
ing phase, (iii) the hybrid learning models perform 
potentially in the presence of multicollinearity.

• As per the statistical clause for the hypothesis 
selection, the ANOVA and Z tests accept the 
research hypothesis for the present research.

• The results of score analysis, REC plot, compu-
tational cost, cross-validation, uncertainty analy-
sis, AD test, Wilcoxon test, and comparison with 
available models introduce GA-optimized DRVM 
model MS23 as an optimum performance model 
for reliability analysis of the settlement of pile 
group in clay.

To sum up, the GA-optimized DRVM model is 
successfully employed in this research for reliabil-
ity analysis of the pile group settlement in clay. The 
study demonstrates the high capabilities of the GA-
optimized DRVM model, and it may be suggested 
that the GA-optimized DRVM model can be used 
to solve other geotechnical issues. One of the limi-
tations of the employed machine learning models 
in this work is to determine the optimal structure 
using different analyses. Therefore, optimizing the 
coefficients/weights of the employed models using 
metaheuristic optimization algorithms is suggested. 
Different metaheuristics algorithms, such as squir-
rel search algorithm (SSA), improved squirrel search 
algorithm (ISSA), grey wolf optimizer (GWO) algo-
rithm, random walk grey wolf optimizer (RW_GWO) 
algorithm, sailfish optimizer (SAO) algorithm, may 
be implemented for models and comparison may be 
drawn with the present study. Also, a large database 
of pile group settlement can be utilized to develop 
another hybrid RVM model. The present research 
will help geotechnical engineers/designers determine 
the settlement of the pile group without perform-
ing experimental procedures. This research will save 
time and require fewer human resources. As per the 

Fig. 16  Reliability index values for soft computing models
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author’s knowledge, the hybrid relevance vector 
machine models have been developed, trained, tested, 
and analyzed for reliability analysis of pile group set-
tlement in clay for the first time.

6  Software Support

MATLAB R2020a: for employing soft computing 
models, analysis, evaluation, and prediction. Origin 
Lab 2022b: for graphical presentations and analysis. 
MiniTab Statistical Software: for statistical analysis.
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