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Abstract The stress sensitivity of the persistent

fracture and primary joint directly affect the stress and

permeability of elastic and shear fracture coal samples

in fluid–solid coupling simulation. Therefore, the

method to select the parameters of the primary joints

and persistent fracture affects the accuracy and

reliability of the numerical simulation. This paper

introduces the discrete element flow coupling simula-

tion program based on the cubic law. The research on

the relationship between flow rates and model param-

eters, including the mesh number, practice length,

aperture, model size, and pressure difference, were

performed. The fitting formulas of the flow rates and

model parameters were obtained by numerical simu-

lation. Based on the experimental study on the stress

permeability of the elastic coal sample and the

persistent fracture coal sample, the fluid–solid cou-

pling simulation parameters selection method of the

initial joint and persistent fracture is presented. The

numerical simulation results with the calculation

parameters under triaxial equi-compressive and devi-

atoric loads are in good agreement with the experi-

mental results, indicating that the method herein can

well simulate the relationship between the stress and

permeability of the coal samples.

Keywords Persistent fracture � Discrete element

method � Permeability � Stress sensitivity � Laboratory
test

1 Introduction

The study on the stress sensitivity of coal seam is

primarily based on oil and gas extraction; the stress

models such as Palmer–Mansoori (P&M), Shi–Duru-

can (S&D), Cui–Bustin (C&B) and others were

applied to predict the change in stress (or strain)

permeability in Coalbed methane (CBM) exploitation

(Cui and Bustin 2005; Palmer 2009; Zhang et al.

2016a; Shi and Durucan 2013). In these models, the

strain changes due to different causes are summed. In

addition, these models use a geomechanics
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framework, which leads to more fundamental con-

stants in the equations for permeability changes. In the

P&M model, two separate equations are used to

express (1) porosity change, (2) horizontal stress

change, in terms of pore pressure change and matrix

shrinkage. The S&D model is stress-based rather than

strain-based. A theoretical clarification of the pore–

volume compressibility issue has been provided by

C&B model.

In addition to oil and gas exploitation, the stress

sensitivity of coal and rock mass has been studied in

many fields, such as coal and gas simultaneous

extraction, and nuclear waste storage (Zhang et al.

2015; Xie et al. 2015; Ortiz et al. 2002; Marchand

et al. 2008). The research methods of stress–fracture–

permeability can be primarily divided into laboratory

experiment and numerical simulation. The experi-

mental study of stress permeability is relatively early;

however, owing to the limitation of experimental

equipment, the precision of the experiment is limited

and the effects of fractures are considered less. Owing

to the large influence of fracture on the permeability

and its stress sensitivity, stress–fracture–permeability

has been studied by many scholars (Yang et al. 2013;

Xiao et al. 2014; Singh et al. 2015; Jafari et al. 2016). It

is thought that such studies will be useful in identi-

fying the limits of applicability of the well-known

‘‘cubic law,’’ which is required for the precise

calculation of discharge and/or aperture in any prac-

tical issues, and in further improving the theoretical/

numerical models associated with fluid flow through a

single fracture. Besides, many scholars have also

studied the effect of fracture on coal and rock mass

permeability including particle filling in the fractures

and the roughness of the structure surface (Zou et al.

2013; Liu et al. 2014; Pan et al. 2010).

Currently, with the rapid development of comput-

ing technology, numerical methods are attractingmore

attention in the permeability study of fractured rock

mass. The numerical modeling methodology of frac-

tured rocks is based on reality, the fractures’ complex

geometry, and the interaction between the joints and

rock blocks. The hybrid numerical discrete fracture

network–distinct element method (DFN–DEM) and

bonded particle (or grain)–distinct element method

(BPM-DEM) model approach provides effective

methods for calculating the mechanical properties of

fractured rocks (Zhang et al. 2005; Min et al. 2004;

Yao et al. 2015a; Baghbanan and Jing 2007; Zhang

et al. 2019). The general steps of the numerical

simulation are divided into (1) statistical description of

fracture structure distribution characteristics of coal

mass; (2) numerical simulation of the reconstruction;

(3) modified reconstruction model; (4) application of

the numerical model. However, in many cases,

numerical simulation is performed for the numerical

inversion of seepage under the condition of no stress.

The numerical simulation of fluid–solid coupling is

usually based on the finite element numerical simu-

lation. Linear correlations between volumetric strain

and permeability are observed from numerical results.

The calculation of permeability uses the stress or strain

and considers the effect of fracture less (Karacan et al.

2007; Zhang et al. 2016b; Whittles et al. 2006). When

the shear and tensile failure occurred in the coal and

rock mass, it will produce a large number of fractures,

and obvious changes in its permeability and stress

sensitivity (Tan and Konietzky 2019). With the further

development of numerical simulation, the effect of

stress and original joint parameters on permeability

and fluid flow patterns in fractured rock masses is

studied by DEM (Baghbanan and Jing 2008; Yao et al.

2015b). However, the original joint parameters and

fracture parameters will be different. Therefore, in the

fluid–solid coupling simulation of fractured rock

mass, it is necessary to distinguish between the

primary and the persistent fractures. Moreover,

because of the limitations on numerical simulation,

such as simplification and assumptions in the numer-

ical model, many influencing factors cannot be studied

with the numerical simulation. Thus, in such condi-

tions, numerical modeling in conjunction with a

limited number of targeted field measurements and

plenty of laboratory experimentation can be used

efficiently in assessing the impact of mining on a

regional scale.

Herein, based on the experimental study on the

stress permeability of the elastic coal sample and the

plastic fracture coal sample, the numerical simulation

of the stress–fracture–permeability of the fractured

coal sample and elastic coal sample is studied based on

the discrete element numerical simulation software,

Universal Distinct Element Code (UDEC). The

parameters selection method of the fractured coal

samples is provided, which can well simulate the

relationship between the stress and permeability of the

coal samples.

123

1592 Geotech Geol Eng (2020) 38:1591–1603



2 Experimental Backgrounds

Effective stress r1 is used herein; it contains the axial

stress r2, confining stress r3, and gas pressure P. When

the axial stress is equal to the confining stress, the

calculation formula of effective stress as follows:

r1 ¼ ðr2 þ 2r3Þ=3� P ð1Þ

The steady-state method for the permeability test is

adopted herein. Specialized permeability apparatus,

known as Gas Injection to Flush Methane Testing

Apparatus (GIFMTA, as shown in Fig. 1), was used to

test permeability. Detailed description of this appara-

tus and test methods can be found in Zhang et al.

(2019). Equation (2) is the formula for gas permeabil-

ity in the steady-state permeability test.

K ¼ 2P0Q0lL
AðP2

1 � P2
2Þ

ð2Þ

where K is the gas permeability, md; A is the cross-

sectional area of the coal samples, cm2; L is the length

of the coal sample, cm; P0, P1, P2 are the upstream

pressure, downstream pressure, and atmospheric

pressure, respectively, MPa; l is the viscosity of the

gas, MPa s; Q0 is the flow under the atmospheric

pressure, cm3/s.

The test samples are located in the 13-1 coal seam

in the Huainan coal field. The average cover depth and

thickness of the coal seams are 870 m and 4.03 m,

respectively. The gas content and the largest gas

pressure of the 13-1 coal seam are 8.78 m3/t and

3.7 MPa, respectively. The original permeability of

the 13-1 coal seam is 0.002 md and belongs to the

outburst coal seam. Figure 2 shows the details of the

Huainan coalfield location and the cross section of the

various seams including the 13-1 coal seam. The

physical and mechanical parameters of the coal

samples are shown in Table 1; the coal proximate

analysis and adsorption of the a and b constants

determination results are shown in Table 2 (Zhang

et al. 2018). The raw coal samples were used in this

experiment and the sample sizes were /100 mm 9

50 mm and /50 mm 9 50 mm, as shown in Fig. 3.

The shear test of the standard coal sample (/
50 mm 9 50 mm) were performed and the shear

failure coal sample with the shear fracture plane

Axial Pressure
0-70MPa

Sample

100sccm 2slm 15slm

Flow rate transducer

Autoclave
body

Confining pressure
0-20MPa

Gas 0-20MPa

Valve 1
Valve 2

Valve 3
Temperature
sensor

CH4 CO2,
N2, He

Pressure gage

Constant temperature waters

Fig. 1 Schematic diagram of the axial permeability test
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(a) (b)

Beijing

Anhui

Huainan mining
area

Columnar Thickness (m) Lithology

Fine sandstone3.49
0.40
1.91
5.67
2.43
2.00
4.58
4.32
0.39
2.12
10.4
8.51
8.61
10.38
13.8
6.44
1.24
2.18
1.43
0.63
3.87
0.85
25.44

Coal line
Mudstone
Powder sandstone
Sandy mudstone
Mudstone
13-1 Coal
Mudstone
Coal line
Fine sandstone
Mudstone
Powder sandstone
Mudstone
Sandy mudstone
Powder sandstone
Mudstone
11-2 Coal
Mudstone
Powder sandstone
11-1 Coal
Mudstone
Sandy mudstone
Powder sandstone

Fig. 2 Details of sampling location in Huainan coalfield, a Huainan coalfield location in China, and b the borehole diagram of the

longwall face

Table 1 Coal proximate analysis and adsorption of a and b constants determination results

Mad (%) Aad (%) Vad (%) St.ad (%) TRD (g/cm3) a b

1.70 18.28 29.75 0.10 1.67 8.521 2.133

Table 2 Physical and mechanical parameters of the coal samples

Elastic modulus, Em Poisson’s ratio, mm Cohesion, cm Tensile strength, tm Friction angle, um Compressive strength, rm

1.59 GPa 0.15 3.14 MPa 1.09 MPa 37.13� 15.98

Fig. 3 Raw coal samples

Fig. 4 Single fractured coal samples after shear test
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perpendicular to the coal sample ends were selected

for further experimental study, as shown in Fig. 4.

3 Discrete Element Numerical Simulation Method

3.1 Fluid–Solid Coupling Simulation Method

Herein, UDEC, a two-dimensional numerical program

based on the DEM for discontinuum modeling, is used

to simulate the response of a jointed rock mass

subjected to static loading and fluid flow (Itasca

Consulting Group, 2011). It uses a set of seeds to

divide the space into polygonal Voronoi cells that

typically have a relatively uniform grain size owing to

the uniform distribution of their generating seeds

(Nygards and Gudmundson 2002; Li et al. 2006). The

particles were assumed to be impermeable, and the

fluid was only allowed to flow through the connected

contacts. The flow rate q within the planar contacts

follows the cubic law, which can be written as

q ¼ 1

12l
a3

DP
l

ð3Þ

where k is the joint permeability, a is the contact

hydraulic aperture, l is the fluid viscosity, DP is the

pressure difference between the two adjacent domains,

and l is the length assigned to the contact between the

domains. Further, the hydraulic aperture a is given by

a ¼ a0 � rn=kn ð4Þ

where a0 is the contact hydraulic aperture at zero

normal stress, rn is the normal stress at the contact, and

kn is the contact normal interface stiffness. A mini-

mum value, ares, is assumed for the aperture, below

which mechanical closure does not affect the contact

permeability. Equations (3) and (4) show that the

contact hydraulic aperture and contact normal inter-

face stiffness significantly impact the relationship

between permeability and stress in the DEMmodel for

the stress flow coupling simulations. Thus, the two

parameters above of the contact or fractures are the

primary subject of test herein. In the flow calculation,

the pore pressure is calculated by Eq. (5):

P ¼ P0 þ KwQ
Dt
V

� Kw

DV
Vm

ð5Þ

where P is the new pore pressure of the domain, P0 is

the original pore pressure; Kw is the bulk modulus of

the fluid; Q is the sum of the flow rate of the regional

joint; DV = V - V0; Vm= (V ? V0)/2; V and V0 are

the new and original areas, respectively; Dt is the time

step. The stress-–fracture flow coupling simulation

can be performed using Eqs. (3)–(5). The entire flow

process is shown in Fig. 5.

3.2 Steady-State Flow Algorithm

In this study, only the final steady-state condition is of

interest. In this case, several simplifications can be

performed to render the present algorithm highly

efficient for many practical problems. The steady-state

condition does not involve the domain volumes. Thus,

these can be scaled to improve the convergence to the

solution. A scheme that was found to produce good

results consists of assigning a given domain a volume

V that, when inserted in the time step expression

above, leads to the same time step for all domains. The

contribution of the change in domain volume to the

pressure variation can be neglected, thus eliminating

the influence of fluid stiffness in the mechanical time

step, thus rendering it unnecessary to specify the fluid

bulk modulus. Furthermore, as the steady-state con-

dition is approached, the pressure variation in each

fluid step becomes very small, allowing the execution

of several fluid steps for each mechanical step without

accuracy loss. An adaptive procedure that ‘‘triggers’’

the update of the mechanical quantities whenever the

maximum increment of pressure in any domain

exceeds some prescribed tolerance (for example, 1%

of the maximum pressure) was implemented in the

UDEC.

3.3 Joint Parameter Selection

The accuracy of the parameters in the numerical

simulation directly determines the reliability of the

numerical simulation. Mechanical parameters and

fluid parameters are primarily considered in the

fluid–solid coupling simulation; in addition to the

physical parameters, the model size and mesh size

affect the simulation accuracy. The full size of the

laboratory equipment is used as the model size, which

is sufficiently large to be constitutively valid. Thus, the

model size is not discussed herein.
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Practice size The UDEC uses a set of seeds to

divide the space into polygonal Voronoi cells that

typically have a relatively uniform distribution of

grain sizes owing to the uniform distribution of their

generating seeds, as shown in Fig. 6. The related

research results show that the size of the irregular

practice polygonal is less than 1/10 of the model size,

thus resulting in little influence on the mechanical

properties of coal and rock mass (Kazerani 2013). The

particle assembly in the UDEC is generated arbitrarily.

Thus, each simulation is run for five times with the

same parameters and the results are averaged. It is

noteworthy that the effect of the practice size on the

fluid is significant, because the practice size directly

determines the mesh density in the same model size,

and the mesh density affects the seepage channel

number.

To study the influence of the practice number on the

model flow, a 100 mm 9 100 mm square model is

established, as shown in Fig. 6. The practice lengths

are 10 mm, 7 mm, 5 mm, 3 mm, and 1 mm. The flow

simulation is divided into the vertical and horizontal

direction without the stress state; the simulation results

are listed in Table 3. The hydraulic aperture in the

simulation is 2 9 10-5 m to accelerate the calculation

speed. Qh and Qv represent the total flow rates of the

horizontal and vertical flow rates, respectively.

For the same mesh number, the total horizontal and

vertical flow rates are equal; the model can be

regarded as an isotropic model. With the increase in

the mesh number, Qh and Qv increase significantly.

This is primarily due to the increase in the joint density

that leads to the increase in the seepage channel, as

shown in Fig. 7a, b. As shown from the figure, the

Fig. 5 Stress–fracture flow

coupling simulation flow

process

P1

P2

10
0m

m

Fig. 6 Numerical model for seepage simulation

Table 3 Different meshes for numerical simulation of flow

statistics

la (mm) N Qh (m
2/s) Qv (m

2/s)

10 122 1.06 9 10-3 1.06 9 10-3

7 236 1.52 9 10-3 1.53 9 10-3

5 444 2.19 9 10-3 2.18 9 10-3

3 1188 3.74 9 10-3 3.73 9 10-3

1 10212 1.15 9 10-2 1.15 9 10-2
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number of channels of the 1188-mesh model is more

than that of the 444-mesh model. Owing to the equal

hydraulic aperture of each joint, according to Eq. (3),

the flow rate of each channel is also equal. Thus, the

total flow rates are proportional to the number of

seepage channels (n), and n is equal to N0.5. The

permeability coefficient Ti in the simulation can be

expressed as Eq. (6):

Ti ¼
a3

12l
ð6Þ

Because DP and L remain unchanged, Q0/Ti should be

proportional to N0.5. To verify the inference above, the

curve of Q0/Ti and N0.5 is shown in Fig. 7c.

The linear correlation coefficient of the fitting curve

R2 = 1, confirms the inference above. The linear

relationship between the mesh number and the flow

rates of the 100 mm 9 100 mm model can be

expressed as Eq. (7):

Q0

Ti
¼ ð1:937

ffiffiffiffi

N
p

� 4:308Þ � 106 ð7Þ

According to Eq. (7), the hydraulic aperture a can be

calculated according to the permeability measured in

the laboratory to determine the mesh number. How-

ever, owing to the general laboratory permeability test

using the 100 mm 9 50 mm or 50 mm 9 50 mm

model, the simulation analysis was conducted based

on the two sizes; the simulation results are shown in

Fig. 8.

As shown in Fig. 8, the fitting formulas of the

different-size models are obviously different. In fact,

the change in the model size arises from the change in

the number of seepage channel n and the seepage

length l. The seepage channel number is approxi-

mately equal to the length of the seepage section ls
divided by the irregular practice length la. The fitting

curves of Q0/Ti and ls/la with various model sizes are

shown in Fig. 9.

The fitting curve of the 100 mm 9 100 mm model

coincided with that of the 100 mm 9 50 mm model.

The gradient of the fitting curve with model size

50 mm 9 50 mm is approximately 2 times that of the

other two models. According to Eq. (3), this is due to

the difference in the flow length l. In addition to l, the

pressure difference DP and aperture a affect the fitting

formula in Fig. 9. To further study the influence of

DP and a on the fitting formula, this study uses the

100 mm 9 100 mm model to simulate the seepage

condition of DP = 1 MPa and a = 4 9 10-5 m; the

simulation results are shown in Table 4.

As shown in Table 4, Q is proportional to a3, i and

inversely proportional to l; this is consistent with

Eq. (3). To simulate all sizes of the laboratory

permeability test samples, obtain the linear formula

between Q and the model parameters including l, ls,

DP, a, and la must be obtained. All of the simulation

data above were fitted to obtain the final fitting

formula, as shown in Fig. 10. The parameter h in

Fig. 10 is equal to DP/l and n = ls/la.

Q0

Ti
¼ ð0:954nh� 2:554Þ � 106 ð8Þ

The initial joint aperture a0 and joint stiffness kn can be

obtained with the laboratory measuredQ, l, ls, la under

different stress states.

(a) N=1188 (b) N=444

y = 1.9372x - 4.3088
R² = 1

0

50

100

150

200

250

0 30 60 90 120

N 0.5

Q0/Ti 106

(c)

Fig. 7 Seepage conditions of different meshes
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4 Selection of Model Parameters and Verification

4.1 Selection and Verification of Joint Parameters

In many cases, reservoir rocks are often anisotropic in

permeability, owing to the different pore or layering

structures in different directions. However, after the

coal sample is obtained, the seepage flows primarily

along the fractures. Therefore, the axial seepage

experiment date is primarily used to calculate the

joint flow parameters of the isotropic model (Fig. 6).

According to Darcy’s law, Eq. (8) can be transformed

into the permeability formula, k (m2/MPa s).

k ¼ ð0:954nh� 2:554Þða0 � rn=knÞ3 � 106

12lhls
ð9Þ

To correspond with the laboratory research, the

parameters are l = 0.05 m, ls = 0.05 m, la= 0.002 m,

DP = 0.2 MPa. The parameters above are introduced

into Eq. (9) to obtain the permeability formula (md),

stress, and joint normal stiffness.

k ¼ 3:8677� ða0 � rn=knÞ3 � 1016 ð10Þ

According to Eq. (10), a0 and kn can be obtained by

fitting the measured data; the fitting results of the

elastic coal samples are shown in Fig. 11 and Table 5.

(a) 100×50 (b) 50×50

y = 1.3622x - 2.5429
R² = 1

0

20

40

60

80

100

120

0 20 40 60 80

N 0.5

Q0/Ti 106

y = 3.8274x - 2.2676 
R² = 1

0

20

40

60

80

100

120

140

160

180

200

0 10 20 30 40 50 60

N 0.5

Q0/Ti 106

Fig. 8 Fitting curves of Q0/Ti and ls/la with various model sizes

y = 1.937x - 2.2155
R² = 1

y = 1.932x - 1.1751
R² = 1

y = 3.8274x - 2.2676
R² = 1

0

50

100

150

200

250

0 20 40 60 80 100 120

100×100mm 100×50mm 50×50mm

ls/la

Q0/Ti 106

Fig. 9 Fitting curves ofQ0/Ti and ls/lawith various model sizes

Table 4 Seepage situation with different pressure differences and joint apertures

l (mm) Different hydraulic aperture Different pressure difference

Q0(m
2/s)/a = 2910-5 Q1(m

2/s)/a = 4910-5 Q1/Q0 Q1(m
2/s)/DP = 0.2 MPa Q3(m

2/s)/DP = 1 MPa Q1/Q3

10 1.06 9 10-3 8.50 9 10-3 8.00 1.06 9 10-3 5.32 9 10-3 0.20

7 1.52 9 10-3 1.22 9 10-2 8.00 1.52 9 10-3 7.89 9 10-3 0.20

5 2.19 9 10-3 1.75 9 10-2 8.00 2.19 9 10-3 1.09 9 10-2 0.20

3 3.74 9 10-3 2.99 9 10-2 8.00 3.74 9 10-3 1.86 9 10-2 0.20

1 1.15 9 10-2 1.15 9 10-2 8.00 1.15 9 10-2 5.75 9 10-2 0.20
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As the stress increases during the simulation process,

the hydraulic aperture will become negative according

to Eq. (10). Therefore, a residual joint hydraulic

aperture ares is present to ensure that its value is

always greater than 0. According to the laboratory

measured curve (Fig. 11), when the effective stress

exceeds 5 MPa, the change in permeability is very

small. Thus, the maximum stress of the fitting curve is

6 MPa and the hydraulic aperture of 5 MPa is assumed

to be the residual joint hydraulic aperture.

As shown in Fig. 11 and the corresponding Table 5,

Eq. (10) can be well used to fit the measured results of

the laboratory, and the fitting coefficient can reach

more than 0.9. However, when the stress approached

6 MPa, the permeability of the fitted curve is signif-

icantly smaller than that of the experimental results.

Therefore, it is necessary to set the residual joint

hydraulic aperture to well simulate the laboratory

stress seepage curve. Using the average value calcu-

lated in Table 5 to simulate the stress seepage of the

elastic coal sample, the comparison between the

numerical and measured results is shown in Fig. 12.

As shown in the figure, the numerical simulation

results are consistent with the experimental results.

This indicates that the fluid–solid coupling parameters

selected herein can be used for the numerical simu-

lation of the stress seepage in elastic coal samples.

4.2 Selection and Verification of Fracture

Parameters

After the seepage parameters selection of the elastic

coal sample, it is necessary to select the fluid coupling

parameters of the persistent fracture coal sample

model (Fig. 13). It is obvious that the seepage of the

persistent fracture does not accord with Eq. (10);

however, it is consistent with the single fracture

seepage formula, Eq. (3). Although the total flow of

the persistent fracture coal sample includes the

fracture flow and joint flow, the experimental results

shows that the permeability of the elastic coal sample

is relatively low, accounting for approximately 1–2%

of the persistent fracture coal samples. Thus, the fluid

coupling parameters of the persistent fracture can be

directly obtained from fitting the seepage experimen-

tal data of the persistent fracture coal sample, using

Eq. (11).

k ¼ 1:6663� ða0 � rn=knÞ3 � 1015 ð11Þ

According to Eq. (11), a0 and kn can be obtained by

fitting the measured data; the fitting results of the

elastic coal samples are shown in Fig. 14 and Table 6.

Compared with the fitting results of the elastic coal

sample, the initial hydraulic aperture of the persistent

fracture is much larger than that of the elastic coal

sample by approximately 10 times. Meanwhile the

normal stiffness is smaller than that of the elastic coal

sample by one order of magnitude. Owing to the

y = 0.954x - 2.5547
R² = 0.9998

0

200

400

600

800

1,000

1,200

0 200 400 600 800 1000 1200

Q0/Ti 106

n h

Fig. 10 Final fitting results with various parameters

(a) Z1 coal sample (b) Z2 coal sample (c) Z3 coal sample
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Fig. 11 Fitting curve of isotropic coal samples based on the cubic law
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relatively high permeability of the fractured coal

samples, the hydraulic aperture of 10 MPa is assumed

to be the residual hydraulic aperture of the persistent

fracture. Using the average value calculated in Table 7

to simulate the stress seepage of the persistent fracture

coal sample, the comparison among the numerical

results, S&D model and the measured results is shown

in Fig. 15.

As shown in Fig. 15, the numerical simulation

results are consistent with the experimental results and

S&D model. This indicates that the fluid–solid cou-

pling parameters selected herein can be used for the

numerical simulation of the stress seepage in persis-

tent fracture coal samples. To further verify the

reliability of the model parameters, the seepage

parameters obtained by the analysis above combined

with the laboratory experiments were used to study the

change in permeability under the deviatoric stress

state. The range of the confining stress and axial stress

is 1–5 MPa, the interval is 1 MPa, and the results of

the numerical simulation and laboratory measurement

are shown in Fig. 16.

As shown in Fig. 16, the numerical simulation

results of the deviatoric loads are in good agreement

with the experimental results, and the difference is

relatively large only when the confining pressure is

1 MPa and the axial pressure is 5 MPa. The results of

the numerical simulation and the measured results

show that the sensitivity of the axial permeability to

the confining stress is higher than that to the axial

stress. This is primarily because the confining stress

sensitivity of the persistent fracture aperture is greater

than that of the axial stress, and the persistent fracture

aperture directly determines the value of the axial

permeability.

5 Conclusion

The fluid–solid coupling simulation of fractured coal

and rock is beneficial to study the influence of fracture

structure on the stress sensitivity of permeability.

When shear and tensile failures occur in the coal and

rock mass, a large number of fractures will be

produced, as well as obvious changes in permeability

and its stress sensitivity. Owing to the original joint

parameters, the fracture parameters will be different. It

Table 5 Parameter fitting

results of isotropic coal

samples in DEM simulation

Coal sample ID a0 (m) kn (GPa) ares (m) R2

Z1 4.883 9 10-6 1.421 9 103 6.61 9 10-7 0.9658

Z2 4.337 9 10-6 1.579 9 103 5.37 9 10-7 0.9158

Z3 3.754 9 10-6 1.959 9 103 6.91 9 10-7 0.9766

Average value 4.325 9 10-6 1.653 9 103 6.30 9 10-7
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Fig. 12 Comparison results between laboratory test and

numerical simulation of the isotropic coal samples
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Fig. 13 Numerical model for persistent fracture coal sample

seepage simulation
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is necessary to distinguish between the primary joint

and the persistent fractures in the fluid–solid coupling

simulation. Moreover, because of the limitations in the

numerical simulation, numerical modeling in con-

junction with a limited number of targeted field

measurements and plenty of laboratory experimenta-

tions can be used efficiently in assessing the impact of

mining on a regional scale. Based on the experimental

study on the stress permeability of the elastic coal

sample and the plastic fracture coal sample, the

numerical simulation of the stress–fracture–perme-

ability of the fractured coal sample and elastic coal

sample is studied. The main conclusions as follows:

1. This paper introduces the discrete element flow

coupling simulation program based on the cubic

law. The research on the relationship between the

flow rates and model parameters, including the

mesh number, practice length, aperture, model

size, and pressure difference, were performed in

Eq. (8).

2. According to Darcy’s law, the fitting formulas

[Eq. (9)] of the permeability and the model

parameters were obtained by numerical simula-

tion. Based on the experimental study on the stress

permeability of the elastic coal sample and the

persistent fracture coal sample, the parameters

selection method of the initial joint and persistent

fracture was presented: the fluid–solid coupling

parameters, a0 and kn, can be obtained by fitting

experimental measured data according to

Eqs. (10) and (11).
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Fig. 14 Fitting curves of shear fracture coal samples based on the cubic law

Table 6 Parameter fitting

results of persistent fracture

in DEM simulation

Coal sample ID a0 (m) kn (GPa) ares (m) R2

S1 3.956 9 10-5 3.588 9 102 1.170 9 10-5 0.9500

S2 3.415 9 10-5 4.134 9 102 0.996 9 10-5 0.9359

S3 3.455 9 10-5 2.914 9 102 0.023 9 10-5 0.9766

Average value 3.609 9 10-5 3.545 9 102 0.730 9 10-5

Table 7 UDEC calibrated parameters to represent the coal

Em 1.59 GPa m 0.15

kne/

knf

1653/354.5 GPa/m u 37.13�

kse/ksf 600/130.7 GPa/m t 2.09 MPa

c 2.84 MPa d 2 mm
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Fig. 15 Comparison results among laboratory test, S&Dmodel

and numerical simulation of the persistent fracture models under

a static load
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3. The numerical simulation results with the calcu-

lation parameters under triaxial equi-compressive

and deviatoric loads are in good agreement with

the experimental results (The average error is less

than 3% in test range), indicating that the method

herein can well simulate the relationship between

the stress and permeability of the coal samples.
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