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Abstract This contribution presents a comparison
between a discrete and a smeared approach to approxi-
mate a crack in finite element simulations including the
contribution of inertia to the behavior of brittle mater-
ial under transient loading in the case of fracture. The
discrete approximation of a crack is based in this case
on a node duplication technique triggered by the eval-
uation of the so-called “material force” at the crack tip.
The smeared approximation of a crack bases on the dif-
fuse description of the crack by a phase-field approach.
The governing equations under consideration of tran-
sient contributions are shown and the procedure for the
finite element implementation is outlined. Numerical
simulations investigate the capabilities and limitations
of both methods. Firstly, the procedure to introduce
initial cracks in a structure and the setup necessary
to make them interact with stress waves properly, are
under investigation.Moreover, this study deals with the
evaluation of the velocity of the crack propagation and
its comparison to experimental data. Finally, the phe-
nomenon of crack branching is studied. The presen-
tation and discussion of the results of the simulations
provide anoverviewon the potential of both approaches
with respect to an efficient and a realistic simulation of
fracture processes in dynamic problems.
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1 Introduction

The theory of fracture mechanics addresses the phys-
ical background of the formation and propagation of
cracks. Much effort has been put to understand and
to clarify the mechanisms of fracture in various kinds
of materials and presumptions since the considera-
tions on brittle fracture in solids in the early 1920s.
The first step towards a comprehensive theory of frac-
ture mechanics, published in Griffith (1921), was the
interpretation of the resistance against crack propaga-
tion in a material as an effect of a material property
that describes the amount of energy to be dissipated
via the creation of new surfaces inside the material.
The source of the energy required for dissipation is
expected to be the strain energy that is stored in the
deformation of the immediate vicinity of the crack tip.
The concept of the J-Integral, presented in Rice (1968),
enables the determination of the “crack driving force”
in an elastic solid. The relation between the J-Integral
and the theory of “material forces” is presented in the
books Gurtin (2000), Kienzler and Herrmann (2000)
and Maugin (2010). The finite element implementa-
tion of material forces and the simulation of classi-
cal examples of fracture mechanics are outlined in
Braun (1997), Müller and Maugin (2002) and Stein-
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mann (2000). Moreover, the thermodynamical consis-
tency of the approach within a theory of brittle fracture
in elastic solids is shown by Gürses and Miehe (2009)
and Miehe and Gürses (2007). In the work of Maugin
and Trimarco (1992), the theory is developed within
the context of large strain. Unfortunately, most of the
studies are confined to an elastic material response,
although the scenario related to energy dissipations
seems to be quite predictable in this case. In case of
plasticity, the material force approach has been dis-
cussed byMenzel et al. (2004), Özenç et al. (2014) and
Simha et al. (2008). The extension to nonlinear and
inelastic materials in case of viscoelasticity is treated
by Näser et al. (2009). Moreover, the theory of material
forces always requires a pre-existing crack to evaluate
the behavior of the crack at specific loads. The initiation
of the crack requires additional assumptions.

Another approach emerged recently within the work
of Bourdin (2007, 2008), Francfort and Marigo (1998)
and Karma et al. (2001). The questions with respect
to crack initiation, propagation, branching and arrest
are answered by variational principles based on energy
minimization. The additional field parameter “phase-
field” is introduced and interpreted as the regularized
approximation of the crack. The relation of the sur-
face energy to the regularized size of the surface of the
crack allows the consideration of an additional dissi-
pative contribution in a general energetic description
of the problem. The implementation into a finite ele-
ment framework is independently shown and applied
to standard brittle fracture examples in Hofacker et al.
(2009) and Kuhn and Müller (2010). Also, the simula-
tion of the phenomenon of crack branching is possible
by extending the energetic equilibrium to the dynamic
case, see e.g. Borden (2012). In this respect, the paper
at hand contributes to recent research.

All experimental verification examples include iner-
tia effects with considerable influence on the outcome
and it is hardly possible to imagine an experimental
setup to investigate the nucleation and the propagation
of cracks where the transient effects are insignificant.
Therefore, a model neglecting the impact of inertia is
always insufficient to capture real life fracture exam-
ples. Thus, their introduction is an essential compo-
nent of a comprehensive approach to fracture that is
able to deliver insight for structural design where the
phenomenon of fracture is relevant. In this paper, a
dynamicmaterial force approach and a dynamic phase-
field approach are applied to general dynamic model

problems as well as experimental examples in order to
show the general features, benefits and drawbacks of
the theories. Based on these results, further research
topics are outlined.

In the first section of this study, a compact insight
into the relevant assumptions and derivations neces-
sary, in order to implement the phase-field approach
and the material force approach into a finite element
framework, is given and also detailed references for
further information are provided. Furthermore, the post
processing of the results provided by the smeared crack
approximation is discussed. The second section con-
tains the application of both methods to theoretical and
experimental examples of fracture mechanics. The first
example models a simple structure with a pre-existing
crack at transient loading. The structural response in
form of wave propagation and the wave’s interaction
with the pre-existing crack are simulated and discussed.
The second example presents an experimentally ver-
ified crack propagation problem provided in Sharon
et al. (1996) and a detailed discussion of the results.
The third problem and the fourth example are theoret-
ical benchmarks, where a structure with a pre-existing
crack is subjected to shock loading in such a way, that
crack propagation and branching are enforced. Con-
cluding remarks and comments close the paper.

2 Numerical approaches to dynamic fracture

2.1 Numerical approximation of fracture

Whenever fracture processes are simulated by finite
element computations, the appropriatemethod tomodel
and represent the crack itself has to be choosen. Two
general classes are available, namely the smeared and
the discrete approach to model a crack.

The material force formulation belongs to the dis-
crete crack approximation, representing the crack by
discrete edges of the mesh. Any crack propagation
requires the adaptation of the mesh by duplication of
nodes and updated element connectivities. The mater-
ial force approach can obtain straight propagation and
kinking of cracks in a straight forward manner. Addi-
tional effort has to be put into the formulation for the
simulation of the branching phenomena.

The phase-field approach falls into the class of the
smeared crack approximation. As already mentioned,
the crack is realized by its regularized approximation
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Fig. 1 Continuum Ω with sharp crack Γ and smeared crack
approximation Γl

through the phase-field as an additional field variable
of the continuum that affects the relation of strains and
stresses. The inclusion of the dissipative energetic con-
tribution of the crack’s surface in the global energy
balance equation makes it possible to simulate all rel-
evant aspects of fracture, i.e. nucleation, propagation,
arrest and branching without further assumptions.

2.2 Energetic description of dynamic brittle fracture

The following subsections present the mathemati-
cal formulations of the discrete and the smeared
approaches in the context of an energetic descrip-
tion of brittle fracture under consideration of dynamic
phenomena. Furthermore, the different ways of both
approaches to model crack nucleation and propagation
are described and compared.

2.2.1 Phase-field approach

The phase-field approach is a recently developed
smeared approach to numerical crack approximation.A
comprehensive overview on the existing formulations
is given e.g. in Ambati et al. (2015).

A body Ω as depicted in Fig. 1 is considered. It
is restricted by the outer boundary ∂Ω and contains
the crack Γ . The boundary ∂Ω consists of two parts,
where ∂Ωu is the portion with prescribed displace-
ments u∗(X, t) and ∂Ωt is the part with prescribed
stresses t∗(X, t). Inside the body, the field variables for
the displacement, velocity and acceleration are defined
with respect to space and time by u(X, t), u̇(X, t) and
ü(X, t), respectively. In addition, a continuous scalar
phase-field p(X, t) is introduced as a parameter to dis-
tinguish the unbroken (p = 0) from the broken phase
(p = 1) of the material. The transition zone between
broken and unbroken material is characterized by the
regularization length l. According to the theory of Γ -

convergence, explained in Braides (2002), the sharp
crack is approximated in the limiting case of l → 0.

The strong form of the dynamic phase-field model
for brittle fracture is derived out of a Hamiltonian

principle. A detailed description of the procedure is
givenbySchlüter et al. (2014). TheHamiltonianprin-
ciple reads in general

δ

∫ t2

t1

∫
Ω

L dV +
∫

∂Ω

t∗ · u d A dt = 0. (1)

The Lagrangian density L considers the energetic
contributions of the kinetic energy ψkin , the strain
energy ψeps and the dissipated energy ψdis by

L = ψkin − ψeps − ψdis . (2)

The kinetic energy density is defined as

ψkin = 1

2
ρ u̇ · u̇. (3)

The strain energydensity is basedon theHelmholtz
energy density for a linear elastic material as

ψlin = λ

2
(ε : 1)2 + μ ε2 : 1. (4)

According to Griffith’s theory given in Griffith
(1921), the propagation of a crack dissipates strain
energy into the formation of new surfaces. Two appro-
aches define the portion of the strain energy densityψ+
related to crack formation in

ψlin = ψ+ + ψ−. (5)

The first one is the split into volumetric and devia-
toric components presented by Amor et al. (2009) and
is only mentioned for the sake of completeness. This
study focuses on the second approach that is introduced
by Miehe et al. (2010a, b). Miehe proposes a spec-
tral decomposition of the strain tensor ε into principal
strains by

ε = ε+ + ε−

=
∑
i

〈εi 〉+ ni ⊗ ni +
∑
i

〈εi 〉− ni ⊗ ni . (6)

The principal strains are formulated by eigenvalues εi
and eigenvectors ni .With the bracket operators 〈x〉+ =
x+|x |
2 and 〈x〉− = x−|x |

2 , they are assigned to tensile and
compressive contributions, ε+ and ε−, respectively.
The decomposed linear elastic strain energy density
reads
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ψlin = λ

2
〈ε : 1〉+2 + μ ε+2 : 1

︸ ︷︷ ︸
ψ+

+ λ

2
〈ε : 1〉−2 + μ ε−2 : 1

︸ ︷︷ ︸
ψ−

. (7)

As the phase-field reaches the fully broken state at p =
1, the part of the strain energy density ψ+ is degraded
in analogy to damage formulations by the function

g(p) = (1 − p)2 + η (8)

with the residual stiffness coefficient η. The relation
between the phase-field and the portion of the strain
energy densityψ+ assigned to crack formation defines
the modified strain energy density of Eq. (2) by

ψeps = g(p) ψ+ + ψ−. (9)

Based on the modified strain energy density, also
the stresses are decomposed into compressive and
degraded tensile contributions by

σ = ∂ψeps

∂ε
= g(p)

∂ψ+

∂ε︸ ︷︷ ︸
σ+

+ ∂ψ−

∂ε︸ ︷︷ ︸
σ−

. (10)

The dissipated energy density is based on the regu-
larized crack surface

Γl =
∫

Ω

1

2l

(
p2 + l2 |∇ p|2

)
dV . (11)

The multiplication of the crack’s surface with the frac-
ture toughness Gc yields the dissipated energy. Thus,
the dissipated energy density reads

ψdis = Gc
2l

(
p2 + l2 |∇ p|2

)
. (12)

A detailed description of the steps that are necessary
to obtain the strong form out of theHamiltonian prin-
ciple is given in Schlüter et al. (2014). Following these
steps considering above definitions, the strong form of
the dynamic phase-field is

ρ ü − div σ = 0 (13)

and

2 (1 − p) ψ+ − Gc
l
p + Gc l ∇2 p = 0. (14)

A macroscopic crack is irreversible in nature. Two
fundamental approaches, to ensure irreversibility in the

phase-field description, are available. The first model,
which is outlined by Kuhn and Müller (2011), imposes
additional boundary conditions on the phase-field once
it reaches the “fully broken state”. This allows local
healing of the crack as long as the phase-field does not
reach a value representing the fully broken state. Espe-
cially in dynamic calculations, with perpetual local
loading and unloading, this may underestimate the
energetic contributions to the crackpropagation. There-
fore, this study focuses on the irreversibility approach
implemented by Hofacker (2013). There, it is pointed
out that the evolution of the phase-field, governed by
Eq. (14), is driven by the value of ψ+. Thus, to ensure
ṗ ≥ 0 locally, ψ+ at time ti is replaced by the history
variable

H(ti ) = max
t ∈ 0...ti

ψ+(t). (15)

A correspondent modification of Eq. (14) is
Gc
l
p − Gc l ∇2 p = 2 (1 − p) H. (16)

2.2.2 Material force approach

Thematerial force approach has been successfully used
for the formulation of a thermodynamically consistent
crack driving force in fracture mechanics with differ-
ent frameworks for crack propagation prediction, see
Brouzoulis et al. (2010), Gürses and Miehe (2009),
Miehe and Gürses (2007) and Schütte (2009), but these
studies are restricted to elastic small strain theory. In
Özenç and Kaliske (2014), the material force based
crack propagation algorithm is used for hyperelastic
and viscoelasticmaterial. However, all these studies are
conducted without considering inertia forces. In case
of dynamic fracturing with inertia effect, the mater-
ial force approach is discussed in Özenç (2016). The
implementation of the approach is based on derivations
from the material momentum balance equation and the
application of an implicit fracture algorithm.

The local form of the material momentum balance
in the reference configuration is given as

∇X · Σ = hT b0 − ρhT ü − ρ ḣ
T
u̇︸ ︷︷ ︸

ρ ∂P
∂t

− 1

2
u̇ · u̇∇Xρ + ∂ψlin

∂X

∣∣∣
exp

(17)

in a small strain formulation, considering h = ∇XuT .
The above equation involves the material gradient

123



A comparative study of the r-adaptive material force approach 101

∇X(•), the material divergence operator ∇X · (•) and
the Eshelby stress tensor Σ , which is also defined
as Σ = −L1 − hT σ with the Lagrangian density
L specified in Eq. (2) without the dissipated energy
density due to phase-field ψdis and the Cauchy stress
tensor σ = ∂εψlin . Furthermore, the transpose of the
gradients of the displacements hT , its partial derivative

with respect to time ḣ
T
, the body forces b0, the den-

sity ρ and the freeHelmholtz energy densityψlin are
required. In addition, the material pseudo-momentum
P is specified byP = ρht u̇. Here, it is useful to estab-
lish configurational volume forces

B = hT b0 − ρ
˙

hT u̇ − 1

2
u̇ · u̇∇Xρ − ∂ψ

∂X

∣∣∣
exp

. (18)

With the surface normal n, the configurational traction
is defined by T0 = Σn. After the element wise dis-
cretization of the virtual displacements, nodal based
material forces F are obtained by a loop over the ele-
ments by

F =
numel∏
e=1

∫
Ω

(Σ : ∇XN + BN) dV

−
numsur∏
e=1

∫
∂Ω

(Σn)NdS, (19)

with N being the shape functions of the elements. The
generalized material forceF is energy-conjugate to the
thermodynamical driving force and decomposes addi-
tively into contributions for the Eshelby stress tensor,
the body forces and the surface forces, FΣ , Fbody and
F sur , respectively, by

F = FΣ + Fbody + F sur , (20)

where

FΣ =
numel∏
e=1

∫
Ω

(Σ : ∇XN) dV, (21)

Fbody =
numel∏
e=1

∫
Ω

BNdV (22)

and

F sur = −
numsur∏
e=1

∫
∂Ω

T0NdS. (23)

Figure 2 illustrates a general scenario of a kinking
crack.When the crack driving force reaches the critical
value, the crack seeks a path of least resistance (or the

Fig. 2 Schematic view of the crack tip kink at mixed mode
loading

path of maximum driving force) and propagates in this
direction. In case of the energy minimization ansatz,
the propagation follows the path in such a way that
the crack driving force is maximized and the poten-
tial energy of the entire structure Πi is minimized. The
introduction of the general framework in the mathe-
matical description yields

Πi (a + Λ, t) = Πi (a, t) + F · Λe → minimum!,

(24)

where e := e(Λ, φc) is the crack direction vector as
shown in Fig. 2, φc is the angle between crack kinking
direction and the crack surface andΛ is the incremental
size of the crack. The argument yields

φc
∗ = arg

{
inf

φc∈
[− π

2 , π
2

] (Πi (a + Λ, t))

}
, (25)

withF = F(a, t). Thus, the time integration of Eq. 25
using the (implicit) backward Euler scheme yields

φc
∗ := arg

{
inf

φc∈
[− π

2 , π
2

] (Πi (a + Λ, t))

}
(26)

with F = F(a + Λ, t), where e is unknown and
has to be found by iteration. Since, in this theory, the
directions of F(a + Λ, t) and e coincide, the non-
tangential component of the material force vector van-
ishes. Therefore, this algorithm requires an additional
iterative procedure as discussed in Özenç (2016).

2.2.3 Crack evolution

The outlined derivations provide the energetic frame-
work to model crack evolution in finite element simu-
lations for both the smeared and the discrete approach.
Crack evolution comprehends all processes related to
fracture and may be divided into the two main cate-
gories nucleation and propagation.
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The nucleation or initiation of cracks is restricted to
the formation of a new crack in the bulk material of a
structure without defects. In the phase-field approach,
the nucleation is covered by the association of crack
formation to the dissipation of inner energy. This is
especially beneficial for transient simulations, where
the propagation of the load by stress waves leads to
crack initiation in the bulk material. The calculation of
a material force requires a singularity or defect in the
structure. In order to model the formation of a crack
inside the bulk of a structure, additional assumptions
are necessary. Investigations of crack nucleation are not
discussed in this paper.

The propagation of cracks covers the wide range
of phenomena observed for already existing cracks. A
crack will advance or arrest according to the amount of
energy in the immediate vicinity of the crack tip, that
is available for the formation of new crack surfaces.
The straight or the kinked propagation of the crack will
dissipate different amounts of energy. Furthermore, the
phenomenon of branching can be reviewed as the for-
mation of two or more cracks, originating from a single
crack tip. The particular behavior of the crack is gov-
erned by the principle of energy minimization. There-
fore, fracture processes always lead to crack configu-
rations that represent the energetically most beneficial
structure. The only restriction is, that the path from one
configuration into another does not include intermedi-
ate steps which violate the principle of energy mini-
mization. While this is insured by the transient step by
step simulation of the fracture processes, the smeared
and the discrete approaches have different methods to
obtain crack propagation in each of these simulation
steps.

The material force approach is post-processing the
mechanical fields of the finite element solution in order
to calculate thematerial forces at the crack tip nodes. In
a static simulation, the propagation of the crack is real-
ized for every material force that exceeds the instanta-
neous fracture toughness Gc. Dynamic crack propaga-
tion has been investigated experimentally by Arakawa
and Takahashi (1991), Bergkvist (1974), Dally (1979),
Kobayashi and Mall (1978) and Ravi-Chandar and
Knauss (1984). The investigations provide a relation-
ship between the instantaneous fracture toughness and
the velocity of the macroscopic crack propagation.
Figure 17 presents the results of a study on polymethyl
methacrylate (PMMA). The data suggests that, while
Gcdyn is roughly independent of the crack propaga-

tion velocity at low propagation speed, it increases
rapidly with an increasing propagation speed due to
micro cracking around the macro crack. Therefore, a
generic form for the functional dependence of Gcdyn is
introduced by

Gcdyn = Gc
(
1 −

(
vcm f

vlim

)α)−1

. (27)

vcm f is the crack propagation velocity, vlim and α

are model parameters. The simulation of the phenom-
enon of branching requires an additional criterion to
define the circumstances necessary to trigger branch-
ing. A general approach is employed in Ramulu and
Kobayashi (1985) and Kobayashi et al. (1972) and
defines the value

Gcbranch = m · Gc (28)

to be the energy release rate necessary to initiate a bifur-
cation of the crack. Here, the factor m is a constant
multiplier for the critical energy release rate which is
generally larger than 2.

In the phase-field approach, the crack is approxi-
mated by the phase-field as an additional degree of
freedom.The energetic contribution of the crack forma-
tion is covered by the additional differential Eq. (14),
that has to be fulfilled for each time step. The resulting
phase-field represents the energetically most beneficial
crack configuration and covers straight propagation,
kinking and branching in a straight forward manner.
The calculation of the velocity of crack propagation
requires the identification of the crack tip. This iden-
tification and the evaluation of the crack propagation
velocity is part of the investigations of this paper for
the phase-field approach and, therefore, the implemen-
tation of the relation between the fracture toughness
Gcdyn and the crack propagation velocity vcm f is omit-
ted. Furthermore, there is no additional branching crite-
rion required. Every crack branching in the phase-field
method directly originates out of the global energetic
description of the problem and provides the energeti-
callymost beneficial branched crack configuration pos-
sible.

2.3 Algorithmic aspects of fracture simulation

The simulation of both, the smeared and the discrete
approach to dynamic fracture, requires the solution
of the balance equations with respect to time. In the
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phase-field approach, this solution yields, on the one
hand, increments for the kinematic fields to describe
the motion and deformation under load and, on the
other hand, increments for the phase-field, which is
representing the crack pattern. In the material force
approach, the solution of the balance equations yields
only increments for the kinematic fields and a post-
processing step is necessary, in order to calculate mate-
rial forces. Then, the crack propagation criteria are
checked in order to identify critical nodes and real-
ize the crack propagation where necessary. In both
approaches, the evaluation of the crack propagation
velocity is an important part of the analysis of fracture
simulations. The evaluation requires the identification
of the crack tip and its tracking.

The following subsections present insight into the
solution of the balance equation with respect to tran-
sient contributions and the algorithmic aspects of the
realisation of crack propagation for the material force
approach. Furthermore, information on the crack tip
identification and the evaluation of the crack propaga-
tion velocity are presented for both approaches.

2.3.1 Dynamic field solution

Nonlinear dynamic responses of FE structures are gov-
erned by

S · Δd = ΔR. (29)

This equation comprehends the description of the
change of the field variablesΔd from time tn to tn+1 for
all nodes of the spatial discretization of the system by
a finite element meshing. The assembling procedure of
the element contribution to the global equation system
is implemented in a standard way and is not addressed
in this paper.Within the time incrementΔt = tn+1−tn ,
the vector of the increments of nodal forces

ΔR = R(tn+1) − R(tn) (30)

is balanced with the multiplication of the tangent

S = c1 K + c2 D + c3 M (31)

and the vector of increments for the nodal degrees of
freedom

Δd = d(tn+1) − d(tn). (32)

In the material force approach, the vector of the nodal
degrees of freedom d only contains the displacement
fields. In the phase-field approach, the phase-field is
additionally included in the vector of the nodal degrees
of freedom. The tangent S consists of contributions for
mass, damping and stiffness,M,D andK, respectively.
While mass, damping and stiffness are directly related
to displacement, velocity and accelaration in respect of
the kinematic fields, there is no mass, damping or stiff-
ness in the strict sense for the phase-field approach.
Instead, everything, that affects the increment of the
phase-field directly, belongs to the stiffnessmatrix. The
damping and mass contributions affect the rate of the
phase-field and the second derivative of the phase-field
with respect to the time, respectively. In the formulation
presented in this paper, there is only stiffness contribu-
tion for the phase-field degree of freedom. The notation
in Eq. (31) decouples time from material and spatial
discretization by using scalar multipliers c1, c2 and c3
only depending on the choice of the time step integra-
tion method, i.e. the finite difference discretization in
time.

In this study, two time integration methods are
applied. The first one is the standard implicit New-

mark time integration with two parameters β = 0.25
and γ = 0.5. Corresponding, the tangent multipliers
are

c1 = 1,

c2 = γ
β Δt

(= 2
Δt

)
and

c3 = 1
β Δt2

(
= 4

Δt2

)
.

(33)

The second approach is the HHT time integration
method as described in Hilber et al. (1977). It basi-
cally damps out high frequency responses while leav-
ing low frequency results as unaffected as possible. It
is controlled by a single parameter α which is set to
α = 0.667 as proposed in Borden (2012). Thus, the
tangent multipliers become

c1 = α (= 0.667) ,

c2 = 4 α
(
3
2−α

)
(2−α)2 Δt

(
= 1.25075

Δt

)
and

c3 = 4
(2−α)2 Δt2

(
= 2.25113

Δt2

)
.

(34)

It has been pointed out in Kuhn and Müller (2011)
and Miehe et al. (2010b) that there should not be a

123



104 C. Steinke et al.

full degradation of the element stiffness in the broken
state of the phase-field. This is ensured by the small
residual stiffness coefficient η 
 1 in Eq. (8). Further-
more, a staggered solution scheme has been developed
in Hofacker et al. (2009). Both, the residual stiffness
coefficient and the staggered scheme are applied for
numerical fracture analysis in static simulations. In the
static case, the tangent S is restricted to stiffness con-
tributions. Therefore, the total degradation of certain
element stiffness matrices results in a singular global
tangent in static simulations and renders the solution
impossible. The inertia contribution to the global tan-
gent in dynamic simulation is not affected by the degra-
dation due to the phase-field and, therefore, stabilizes
the solution in these cases. For this reason, η = 0 is
applied in all simulations of this paper. Furthermore,
the stabilization by the inertia allows the application of
a monolithic solution scheme for all kind of fracture
problems.

2.3.2 R-adaptivity

The algorithmic treatment of the implicit material force
method described in Eq. (26) is briefly introduced here.
At first, the data structure is introduced in an object-
oriented scheme. Similar to the studies of Miehe and
Gürses (2007), Ortiz and Pandolfi (1999) and Pandolfi
and Ortiz (2002), a two-dimensional triangle element
s is introduced as an object composed of three nodes
{ni }i=1...3, and three lines {li }i=1...3, where a line l is
also an object and consists of two nodes {ni }i=1...2, as
shown in Fig. 3.

After creating objects for the data structure, the next
step is the computation of the configurational force vec-
tor Fn at all nodal points of the finite element mesh.
After that, the critical node nc is determined by a loop
over the crack tip nodes of the finite element mesh to

Fig. 3 Schematic view of the data structure of a triangle surface
element

(d)(c)

(a) (b)

Fig. 4 Schematic view of the procedure of crack propagation. a
Step I, b step II, c step III, d step IV

find the ones having the tangential component of the
material force vector larger than the critical value Gc.
nc describes the crack tip, where a possible advance-
ment of the crack may take place, as shown in Fig. 4.
After having found nc, the critical line lc has to be
determined. This is done by another loop over the line
elements connected to the critical node nc. The loop
is carried out over the line elements lc, where the dot
product of the material force vector and the normal of
the line element nl is the minimum compared to the
other elements as

lc := arg

{
inf

l=1...numl

(|Fn · nl|)
}

. (35)

Then, for r-adaptation, the node nti p should be moved
to the position where nlc becomes perpendicular to the
new material force vector Fn+1. Fn+1 is the material
force vector at the next crack tip position of the new
crack tip node nti p at frozen time as the last step of
the algorithm as shown in Fig. 4. It is important to note
that obtainingFn+1 requires onemore solution after the
structure changes. To find the maximum crack driving
force direction, another inner product function, where
the normal vector and the just obtained material force
vector are minimized, is introduced by
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lc := arg

{
inf

Xnti p∈∂s

(∣∣Fn+1 · n′
l

∣∣)
}

= arg

{
inf

Xnti p∈B
(
ϑnti p

)}
. (36)

Here, s represents the surface of the triangle elements
connected to the crack tip node. The function ϑnti p
vanishes through the corrected crack growth direc-
tion. Repositioning of the new crack tip and the struc-
ture update have to be done and the above mentioned
inner product has to be calculated until the equality
ϑnti p → 0 is achieved. This can be accomplished by
reorienting the position of the new crack tip node Xnti p
from the reference position to the new position by using
theNewton-Raphsonmethod. This condition is satis-
fied after some iterations as shown in Fig. 4. TheNew-

ton-Raphsonmethodmay be obtained by the solution
of the equation

ϑnext
nti p = ϑ

prev
nti p + ∂Xnti p

ϑnti pΔX . (37)

Here, ΔX is the unknown vector and it describes how
much the position of the crack tip moves in order to
obtain equilibrium of the equation. ∂Xnti p

ϑnti p is the
numerical tangent of the equation, which is obtained
by an additional solution with a very small incremental
change in the position of the node. It is used such that it
is 100 times smaller than the size of the critical line ele-
ment in the numerical studies. After the new position is
found, the solution procedure continues with the next
time step of the solution. It is important to note that this
iterative methodmay fail in the case that Eq. (37) oscil-
lates around the local maximum or minimum without
converging to a root, but converging to the local max-
imum or minimum. Therefore, additional effort might
be necessary for more complex problems.

The duplication of nodes separates connected ele-
ments in a single time step. This sudden release cre-
ates spurious waves which are emitted at the dupli-
cated nodes and propagate as a high frequency oscil-
lation into the structure. Fortunately, these spurious
waves are eliminated by introducing additional forces
at the duplicated nodes which work as a damping in
the frozen time step. Detailed information on the spec-
ification and implementation of these “regularization
forces” used in this contribution is discussed in Özenç
(2016).

2.3.3 Crack propagation velocity

One of the advantages of a smeared crack represen-
tation is that no tracking of the discontinuities, which
have to be retained in a discrete crack framework, is
needed. Nevertheless, when evaluating the speed of
the propagation of a crack, additional post-processing
effort is necessary. The first stumbling block may be
the definition of the crack tip itself. In Borden (2012),
Borden proposes to find the crack tip at an isocurve
with a certain defined phase-field value and calculates
the propagation velocity explicitly. Hofacker uses Γ̇

in Hofacker and Miehe (2013), which is the rate of the
crack surface Γ that is obtained by domain integration,
and avoids the explicit definition of the crack tip. In
the following, these two approaches are discussed and
a detailed description of the algorithms implemented is
given.

Evaluation of local phase-field values The calculation
of an isocurve is a numerically expensive procedure
itself, but it does not provide the position of the crack
tip. Rather, the isocurve represents a line on which
the crack tip resides. In order to define the position
of the crack tip thoroughly, the current mean direction
of crack propagation has to be specified. While this is
trivial for the crack shown in Fig. 5, it becomes more
complex for kinking or branching cracks and seems to
be very challenging when applied to three-dimensional
computations.

Furthermore, the specific phase-field value for the
isocurve is in question. Borden proposes a value of
p = 0.75, although, the theory states the crack dis-
continuity is represented by a phase-field value of
p = 1.00. Figure 6 shows the phase-field of the
branching crack and the correspondent isocurves for
p = 0.75/0.85/0.99. Note that even though the rep-

(a) (b)

Fig. 5 Crack tip definition by an isocurve. a Phase-field distri-
bution, b crack tip at isocurve p = 0.75
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(a) (b)

Fig. 6 Isocurve on different phase-field values. a Phase-field
distribution, b isocurves at p = 0.75/0.85/0.99

resented crack is continuous, no continuous isocurve
for p ≥ 0.98 is present. While the computation of the
isocurve is numerically expensive and the isocurvedoes
not define the position of the crack tip without further
work, a likewise procedure that only processes nodal
values to find an approximate position of the crack tip is
available. The procedure implemented is summarized
subsequently. It is restricted to two-dimensional setups
and a crack that propagates in positive x-direction. At
first, the coordinates x(t0) and y(t0) of the initial crack
tip at time t0 = 0 s have to be defined. Also, the lim-
iting phase-field value plim has to be choosen. Every
node with a phase-field value exceeding that limit is
regarded to be a part of the crack’s path. For every time
tn computed, the set of nodes with a phase-field value
exceeding plim is found. The node out of this set with
the largest coordinate in x-direction is defined to be the
crack tip at time tn . If the position differs from the one
of the previous time, the crack is assumed to propa-
gate and the new coordinates x(tn), y(tn) and the time
of propagation tn are stored. Here, n is an integer that
starts at zero and increases by one every time the crack
is assumed to propagate. As soon as all computed times
are evaluated, the velocity of propagation vcn(tn) from
time tn−1 to tn is calculated as

vcn(tn) =
√

Δx2 + Δy2

Δt
, (38)

withΔx = x(tn)− x(tn−1),Δy = y(tn)− y(tn−1) and
Δt = tn − tn−1, for every time tn the crack propagates.

Evaluation of volume integral The sharp crack surface
Γ is approximated in the phase-field framework with
the regularized crack surface Γl by

Γ ≈ Γl = 1

2l

∫
Ω

p2 + l2 |∇ p|2 dV . (39)

The surface of the crackΓ in a two-dimensional setting
is equivalent to the length of the crack

lc(tn) = 1

2l

∫
Ω

p(tn)
2 + l2 |∇ p(tn)|2 dV . (40)

Assuming a constant velocity within a time step Δt =
tn − tn−1, the velocity of crack propagation vcv(tn) can
be written as

vcv(tn) = lc(tn) − lc(tn−1)

tn − tn−1
. (41)

While Eq. (41) contains the information on the crack
surface Γ of the entire body Ω , it is only valid as long
as a single crack is present. As soon as crack branching
occurs or an additional crack develops, Eq. (41) rep-
resents the rate of the entire crack surface in the body.
If the benefit of not needing to track discontinuities
discretely is omitted, and particular crack tips are iden-
tified, the local evaluation of Eq. (39) around a crack tip
yields more particular information about the evolution
of a specific branch. Nevertheless, such a procedure is
numerically expensive and complicated to implement
in cases, where the phase-field of independent cracks
influence each other.

In the material force approach, the crack tip is easily
identified by the evaluation of the material force. The
evaluation of the change of the position of the crack tip
with Eq. (38) yields the correspondent crack propaga-
tion velocity in a straight forward manner.

3 Numerical examples

3.1 Interaction of waves and cracks

The first example investigates general principles of
the propagation of stress waves and of the interac-
tion of stress waves with a crack. The propagation
of a longitudinal wave and its interaction with an ini-
tial crack is simulated. The geometry with dimensions
L = 100mm and H = 1mm and the initial crack
Γ are shown in Fig. 7. The crack surface is perpen-
dicular to the wave propagation direction. Material
parameters are λ = 8.89GPa, μ = 13.33GPa and
ρ = 2450 kg/m3. At its left edge, the specimen is sub-
jected to a time dependent stress boundary condition
σ(t) that is sinusoidal with peak pressure σ̂ = 1MPa
and duration D = 3.2µs.

At first, the anticipated course of this numerical
experiment is schematically illustrated in Fig. 8. The
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(a) (b)

Fig. 7 Setup of stress wave traveling through a crack. a Geom-
etry, b stress boundary

(a) (b)

(c) (d)

Fig. 8 Schematic view on the expected interaction of wave and
crack. a Free propagation, b contact push through, c free edge
reflection, d crack reflection

horizontal direction of the Figures represent the length
of the specimen in x-directionwith the crack in themid-
dle. The vertical direction represents the magnitude of
the longitudinal stresses in the specimen, where tensile
stresses are shown above the specimen and compres-
sive stresses are shown below the specimen. Figure 8a
shows a stress wave traveling from left to right towards
the crack. Since this wave is compressive, it passes the
crack by means of contact of the crack faces and pro-
ceeds towards the free edge, see Fig. 8b. At the free
edge, the wave is reflected and propagates from right
to left as a tensile wave as shown in Fig. 8c. For the
tensile wave, the crack acts as a free edge. Thus, the
wave is reflected at the crack and propagates from left
to right as a compressive wave again as it is presented
in Fig. 8d.

The next step is the simulation of the specimenwith-
out a crack with the Newmark time integration. The
simulation results are shown, in a similar manner to
the one above, in Fig. 9 that also contains the explicit
value of the stresses. The simulationprovides themeans
to check the general plausibility of the solution and
to point out the characteristics of the wave propaga-
tion in a linear elastic material. According to Meyers
(1994), a longitudinal wave propagates at the velocity

vlong =
√

λ+2μ
ρ

≈ 3810m/s. Thus, it travels the entire
specimen in ≈26µs which is in good agreement with
the results depicted in Fig. 9b. Furthermore, the reflec-
tion of a fully evolved compressive stress wave on a

(a) (b)

(c) (d)

Fig. 9 Wave propagation in an uncracked specimen. a t =
10µs, b t = 25µs, c t = 35µs, d t = 50µs

(a) (b) (c)

Fig. 10 Discrete and smeared approximation of the initial crack.
a Discrete edge, b one row phase-field crack, c two row phase-
field crack

free edge results in a tensile stress wave that travels in
the opposite direction. This is also obtained in the simu-
lation, see Fig. 9c. It is also worth to note the evolution
of secondary waves following the primary wave and
their growth in magnitude, which is a typical feature
of wave propagation in a medium with a considerable
Poisson’s ratio.

The next simulation models the surfaces of the ini-
tial crack as a discrete edge in the mesh. Despite the
material force is not used explicitly in this simulation,
the realization of a crack by discrete edges in the mesh
belongs to this approach. Two patches of height 1mm
and length 50mmare discretized by 200×4 square ele-
ments each. A gap of length 0.1 nm separates the two
patches as shown in the non-scale Fig. 10a. In order to
model the transmission of compressive waves, contact
nodes are introduced at the position of the crack’s sur-
faces and a penalty method prevents the interpenetra-
tion of the crack surfaces. The result of the simulation
is shown in Fig. 11. To model the expected behavior,
an additional effort is necessary when defining the ini-
tial gap size as well as the contact stiffness. The initial
gap needs to be small enough to enable contact from the
beginning. The contact stiffness determines the amount
of the compressive wave transmitted via the crack.

The modeling of initial cracks within the phase-
field framework is described in Borden et al. (2012).
All initial nodal phase-field values are set according
to an analytically calculated phase-field pattern. The
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(a) (b)

(c) (d)

Fig. 11 Stress wave traveling through a discrete crack. a t =
10µs, b t = 25µs, c t = 35µs, d t = 50µs

(a) (b)

(c) (d)

Fig. 12 Stress wave traveling through a one row phase-field
crack. a t = 10µs, b t = 25µs, c t = 35µs, d t = 50µs

same result is achieved, when all nodes along the ini-
tial crack have boundary conditions p = 1 and no
further mechanical loading is present, see e.g. Miehe
et al. (2010a). The first attempt to model an initial
phase-field crack uses the second method, i.e. imposes
boundary conditions p = 1 to the nodes that coincide
with the crack’s location. The computed phase-field is
shown in Fig. 10b. The transient simulation employs
the standard implicit Newmark time integration and
obtains the results shown in Fig. 12. The compressive
wave passes the phase-field crack nearly unaffected,
see Fig. 12b. After reflection at the free edge, the tensile
wave approaches the phase-field crack as illustrated in
Fig. 12c. Instead of the expected full reflection, like in
the discrete model, a considerable amount of the wave
passes the crack and only a portion of the initial wave
is reflected, see Fig. 12d.

The reason of the problem of partial reflection at the
phase-field crack is the degradation of the element stiff-
ness on the element level. Each element contributes to
the global stiffness K by evaluation of Eq. (9) at the
Gauss-points. The amount of degradation is specified
by Eq. (8), i.e. the state of full degradation is reached
only for p = 1. The computed initial phase-field is

(a) (b)

Fig. 13 Continued simulation of stress wave propagation for
one row phase-field crack. a t = 55µs, b t = 70µs

equal to one at the nodes along the path of the ini-
tial crack and diminishes quickly inside the adjacent
elements, see Fig. 10b. Therefore, the evaluation of
Eq. (8) yields the fully degraded state for no Gauss-
point contribution at all. To force one element’s stiff-
ness contribution to be fully degraded, all nodes of
this element must have p = 1. In consequence, ini-
tial cracks in dynamic phase-field computations have
to be represented by a continuous sequence of elements
along the crack path all having boundary condition
p = 1 for each of their nodes. In this example this
is achieved by imposing boundary conditions p = 1
to two adjoined rows of nodes in the vicinity of the
crack’s location. The computed phase-field is presented
in Fig. 10c. In the following, this kind of continuous
sequence of fully degraded elements is called “dynamic
phase-field crack”. However, the study shows another
problemarising fromphase-field cracks in combination
with the standard Newmark time integration method.
With the (partial) reflection of the tensile stress wave
at the phase-field crack, a high frequency response
is triggered. Its origin may already be suspected in
Fig. 12d. The high frequency response reaches a con-
siderablemagnitude at t = 55µs, as shown in Fig. 13a,
and the spurious stress waves dominate the solution at
t = 70µs, see Fig. 13b.

The reason of the high frequency oscillation is
directly related to the phase-field in combination with
dynamic problems. The rule of thumb for an approxi-
mate time step necessary to simulate proper wave prop-
agation is given by

Δt = hmin ·
√

ρ

E
, (42)

with the minimum element size hmin in the structure.
As the elastic modulus E is degraded in the vicinity
of the crack, the time step size should grow locally.
Due to the total degradation of the element stiffness in
the vicinity of the crack, standard substepping methods
are not suitable. Alternatively, the purely numerically
induced high frequency response can be damped out
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(a) (b)

(e) (f)

(g) (h)

(c) (d)

Fig. 14 Stress wave traveling through two row phase-field crack
with HHT time integration. a t = 10µs, b t = 25µs, c t =
35µs, d t = 50µs, e t = 65µs, f t = 80µs, g t = 95µs, h
t = 110µs

by applying global damping, e.g. Rayleigh damping,
but this also affects lower frequencies and changes the
entire simulation. Instead, the HHT time integration
method,mentioned inSect. 2.3.1, is applied.The results
of the phase-field crack wave interaction with an initial
dynamic phase-field crack and application of the HHT
time integration method are depicted in Fig. 14.

Thus, the introduction of an initial “dynamic phase-
field crack” and the application of the HHT time inte-
gration method allow to simulate all the features of this
experiment.

3.2 Crack tip velocity

In the second example, a thin PMMA specimen with
width B = 380mm, height H = 440mm and an
initial crack Γ of length c = 4mm, as shown in
Fig. 15a, is studied and the results are compared to
the experimental ones in Sharon et al. (1996). Mate-
rial parameters are λ = 2.8GPa, μ = 1.2GPa and
ρ = 1190 kg/m3. In the experimental study, the upper
and lower edge of the specimen are clamped. The
clamps move away from each other in small displace-
ment increments. Between each load increment, the
displacement is kept constant for a period of 10–20s

(a) (b)

Fig. 15 Setup of Fineberg’s experimental crack propagation
study. a Geometry, b time dependent loading

(a) (b) (c)

Fig. 16 Triangular element meshing. a Coarse mesh, bmedium
mesh, c fine mesh

in order to have a static stress distribution at the crack
tip. At a displacement strongly affected by the shape
of the initial notch, the onset of crack propagation is
observed and the velocity of the crack propagation is
measured. The crack propagates straight in horizontal
direction to the vertical edge without branching macro-
scopically. Themicroscopic review of the crack surface
in Fineberg et al. (1992) shows a set of three typical
crack stages, named bymirror,mist and hackle. As the
crack propagates at the beginning, the smooth mirror
region is created with microscopical planar crack sur-
faces. With increased propagation velocity, the crack
surfaces become rougher in the mist region. Finally, in
the hackle region, micro branches evolve and stop after
a short period of growth. While the macroscopically
observed crack path is straight and linear, the crack
surface created by micro branches increases up to over
5 times the surface formed by a single crack.

The structure is discretized by triangular elements
with refinement along the expected crack path, see
Fig. 16. The meshes for the phase-field simulation con-
sist of 6230 (Fig. 16a) and 18,412 (Fig. 16c) elements
with minimum element sizes hmin = 0.89mm and
hmin = 0.7mm, respectively. A constant length scale
of l = 2.0mm is used for both meshes in order to make
the calculations comparable. For thematerial force sim-
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ulation, a mesh with 8881 (Fig. 16b) elements is used.
In order to keep the number of total elements as small as
possible, only the expected path of the crack is refined
with triangular elements. The initial crack is modeled
by a discrete gap between the elements adjacent to
the crack’s surface for both approaches. The experi-
mental loading with long periods of constant loading
is not suitable for a fully transient calculation. There-
fore, the prescribed edge loading u(t) = û · f (t), with
û = 3.5mm and f (t) according to Fig. 15b, is used
and the calculation is divided into two stages. A quasi
static simulation computes the stress distribution just
before the onset of crack propagation and a subsequent
transient calculation simulates the process of crack
propagation itself with all related dynamic effects. The
quasi static calculation is in fact a transient solution
with big time steps. As the time steps are decreased in
the calculation, transient effects gain importance till a
fully transient calculation is performed at a time step
according to Eq. 42, i.e. time steps Δt = 0.15µs and
Δt = 0.19µs for the coarse and the fine mesh, respec-
tively.

The simulation by thematerial force approach is car-
ried out by the standard implicit Newmark time inte-
gration and starts with a time increment of Δt = 1 s.
After the computation of 3 static steps, the criterion for
crack propagation is satisfied and the transient calcu-
lation continues with a time step of Δt = 0.1µs. The
results show the propagation of a single straight crack
because no branching criterion is defined. Neverthe-
less, the energy,which is required to initiate crack prop-
agation, has to account for the additional dissipation in
themicro-cracks formed near the crack tip at high crack
propagation velocities. Therefore, a dynamic fracture
criterion is introduced as the function of the crack
velocity in Eq. 27 with parameters vlim = 701m/s
and α = 0.25. The proposed function and its fit to
the experimental data published in Sharon et al. (1996)
are represented in Fig. 17 for PMMA type of mater-
ial.

The simulations by the phase-field approach employ
the HHT time integration and start with a time incre-
ment of Δt = 1 s. The time step is divided by ten
each time the phase-field evolves to a nodal value of
p ≥ 0.6. Arriving at a time step of Δt = 0.1µs, the
time step size stays constant and 2000 steps are com-
puted. The initial quasi static calculation is performed
till t = 2.23575 s and t = 2.132348 s for the coarse
and the fine meshing, respectively.

Fig. 17 Dynamic fracture energy Gc
dyn versus velocity of crack

propagation vc

(a) (b)

Fig. 18 Final path of the phase-field crack. a Coarse mesh,
b fine mesh

The computed final phase-field after 2000 transient
steps is shown in Fig. 18. The phase-field crack approx-
imation simulates a single branch crack propagation
until a crack length of ≈54mm in the coarse mesh.
Then, the crack branches into 2macro branches enclos-
ing an angle of 25◦. The branching is already indicated
by a widening of the phase-field that starts after 689µs
of transient simulation. The fine mesh shows straight
crack propagation till ≈45mm and then branching
enclosing an angle of 25◦ again. Here, the widening
starts after 588µs of transient simulation. The branch-
ing indicates, that the amount of energy available for
crack propagation exceeds the amount of energy nec-
essary for the propagation of a single branch. The addi-
tional amount of energy is dissipated by the widening
at first and finally by the formation of an additional
crack branch. In contrast to thematerial force approach,
the phase-field approach employs a constant fracture
toughness Gc, that is independent of the crack propa-
gation velocity. Therefore, the material force approach

123



A comparative study of the r-adaptive material force approach 111

(a) (b) (c)

Fig. 19 Close look to the final phase-field distribution in the
coarse mesh. a Initiation point, bmacro-branch, c invalid length
scale results

(a) (b) (c)

Fig. 20 Path of the phase-field crack evaluated by the nodal
method. a Initiation point, bmacro-branch, c invalid length scale
results

simulates a straight propagation while the branching is
obtained with the phase-field approach.

Another problem arises from the general properties
of dynamic phase-field cracks in combination with the
computation of the crack propagation velocity based on
nodal phase-field values as outlined in Sect. 2.3.3. It is
particularly significant for triangular element meshes.
Based on the set of nodes that are supposed to be the
crack tip, the path of the crack should be represented
by the line connecting these nodes. Unfortunately, only
for special cases this path is congruent to the crack path
assumed intuitively. While the crack is propagating
straight, themethod shows a good approximation of the
crack path, see Figs. 19a and 20a. The problem occurs
as soon as the phase-field crack widens, branches or
propagates in coarsly meshed regions, see Figs. 19b, c.
Instead of an intuitively assumed smooth crack path,
there is a zig-zag-pattern, as seen in Figs. 20b, c. This
leads to an increase of the total length of the crack
by a considerable amount. In consequence, the calcu-
lated velocity of crack propagation is overestimated.
The results can be improved by the modification of
Eq. (38) into

vcn(tn) =
√

Δx102 + Δy102

Δt10
(43)

withΔx10 = x(tn)−x(tn−10),Δy10 = y(tn)−y(tn−10)

and Δt10 = tn − tn−10. Instead of the path to the next
node in the set of crack tip nodes, the 10th next node in

the set is used. This assumption smooths the evaluated
crack path and gives a more realistic estimation of the
actual speed of crack propagation. Still, this is not the
optimalway to calculate the real velocity of crack prop-
agation. Rather, it represents an upper limit which the
exact velocity of crack propagation does not exceed.

The domain integration approach to the calculation
of the crack velocity, based on the volume integral of
Eq. (39), suffers from two facts. First of all, the phase-
field crack evolves as a dynamic phase-field crack,
i.e. a continuous sequence of fully degraded elements
along the crack’s path is obtained and the phase-field
widens, see Fig. 19. In consequence, the approximated
crack surface in the specimen is overestimated as well
as the velocity of crack propagation. In addition, the
length scale is adjusted to the small size of elements
in the refined regions. Whenever the crack propagates
in coarsly meshed parts of the structure, the overesti-
mation of the crack surface increases even more. Fur-
thermore, as already mentioned, Γl contains the whole
crack surface inside the body.The corresponding veloc-
ity computation vcv is assigning this entire crack sur-
face to the length of a single crack. For example, as soon
as the crack branches, vcv is giving at least two times
the value of the actual velocity of crack propagation.

The calculated and measured crack propagation
velocities are plotted with respect to time in Figs. 21
and 22 for the coarse and the fine mesh, respectively.
The results of the material force and the phase-field
approach are abbreviated by “MF” and “PF”, respec-
tively. The phase-field simulations are evaluated with
the nodal method by Eq. (38), its modification by
Eq. (43) and the energetic method by Eq. (41). Here,

Fig. 21 Velocity of crack propagation in the coarse mesh

123



112 C. Steinke et al.

Fig. 22 Velocity of crack propagation in the fine mesh

the nodal methods incorporate the limiting phase field
value plim = 0.95. The results are shown in the way
that time t = 0 s represents the onset of the propaga-
tion of the crack, which is unique and not identical in
all the simulations. In the material force calculation,
the propagation starts in the first transient step, while
in phase-field simulations no explicit moment can be
identified. While the domain integration method indi-
cates a growth of the crack surface for the very first step
of the transient calculation, the nodal method shows
that the crack propagation starts ≈25µs later and the
energetic method only shows the growth of crack sur-
face due to the widening. Nevertheless, t = 0 s cor-
responds to the moment when the domain integration
method indicates the first growth of the crack surface
in the transient part of the simulation. First of all, the
material force results show very good agreement com-
pared to the measurement due to the calibration of the
dynamic fracture criterion with the experimental data.
Also, as discussed above, the calculation of the veloc-
ity of crack propagation by the evaluation of nodal
phase-field values results in unrealistic values as soon
as no straight phase-field crack propagation is present
any more, i.e. at ≈75µs and ≈65µs after the onset of
crack propagation in the coarsemesh and the finemesh,
respectively. Nevertheless, the results of the nodal eval-
uation, smoothed by the application of Eq. (43), are an
upper limiter for the real velocity of crack propagation.
The energetic method overestimates the crack propa-
gation velocity and is useless for the comparison of the
propagation velocities. However, it presents additional
information on the formation of the phase-field crack,
e.g. the numerical crack surface continuously grows in

Fig. 23 Velocity of crack propagation with respect to the crack
length

the transient part of the simulation. Furthermore, com-
pared to experimental results, the numerical crack sur-
face of the phase-field simulations is up to three times
higher than expected.

Another representation of the results is shown in
Fig. 23 by the plot of the crack propagation velocity
with respect to the crack length. Here, the experimen-
tal results are compared to the material force results
and the results of the smoothed nodal approach for the
phase-field simulations for the coarsemesh and the fine
mesh. The material force approach shows the acceler-
ation of the crack propagation until the propagation
velocity of 400m/s. Then, similar to the experimen-
tal results, the acceleration decreases and the velocity
does not exceed the value of 500m/s which is a good
approximation for the lower limiter of the experimen-
tally measured crack propagation speed. The accelera-
tion period in the phase-field simulation is shorter but
the acceleration is faster than the experimental one.
Furthermore, after acceleration, the phase-field crack
propagates at a velocity around600m/swhich is a good
approximation for the upper limiter of the experimen-
tally measured crack propagation speed.

3.3 Dynamic crack branching

In this numerical study, the macro crack branching
phenomenon is investigated by both approaches intro-
duced. The specimen, with heigth H = 40mm, width
B = 100mm and an initial crack Γ with length
B
2 = 50mm, is depicted in Fig. 24a.
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(a) (b)

Fig. 24 Dynamically loaded sample for crack branching.
a Geometry, b time dependent loading

The material is characterized by an elastic modulus
E = 32GPa, a Poisson’s ratio ν = 0.2 and a den-
sity ρ = 2450 kg/m3. The fracture constant for the
phase-field model is Gc = 3 J/m2 and, for the material
force approach, the dynamic fracture criterion is used
with vlim = 891m/s and α = 2.5. The specimen is
subjected to a time dependent stress boundary σ(t) =
σ̂ · f (t)with σ̂ = 1MPa and f (t) as shown in Fig. 24b.
The finite element mesh consists of 400×160 (coarse),
800×320 (medium) and 1600×640 (fine) quadrilateral
elements with a constant element size of h = 250µm,
h = 125µm and h = 62.5µm, respectively. Although
this example is already simulated by Borden with
the phase-field approach in Borden et al. (2012), two
main differences in the presented simulation have to be
distinguished. First, the initial crack is modelled dis-
cretely by separation of the elements. Then, in con-
trast to Borden’s calculation, also the length scale
is adapted to the element size to lcoarse = 500µm,
lmedium = 250µm and lfine = 125µm. The computa-
tion is performed from t = 0µs to t = 80µs with con-
stant time stepsΔtcoarse = 0.1µs,Δtmedium = 0.05µs
and Δtfine = 0.025µs.

The resultant paths of the crack are visualized in
Fig. 25. The general crack paths are similar in all sim-
ulations and the branching angles are ≈60◦ for all 6
simulations. However, for the phase-field model, the
smaller the length scale is, the later the branching
occurs. This should not be confused with mesh sensi-
tivity. As already shown in the study of Borden, equal
results are obtained in the case of a constant length
scale for all 3 meshes. Rather, in addition to fracture
toughness, the length scale acts as a material parame-
ter with significant impact onto the results in dynamic
calculations, where the limiting case of l → 0 may not
be possible due to various reasons. The results of the
material force approach are objective, making the posi-
tion of the branching and the branching angles inde-

(a) (b)

(c) (d)

(e) (f)

Fig. 25 Final path of the crack at t = 80µs. a PF coarse mesh,
b MF coarse mesh, c PF medium mesh, d MF medium mesh, e
PF fine mesh, fMF fine mesh

(a) (b) (c)

(d) (e) (f)

Fig. 26 Detailed view on the path of the crack in the coarsemesh
simulations. a PF initial tip, b PF branch, c PF kink, dMF initial
tip, eMF branch, fMF kink

pendent of the mesh size. The branching criterion in
Eq. (28) incorporates m = 4.54 to meet the branch-
ing pattern of the phase-field calculation with a length
scale of l = 500µm. Furthermore, a detailed review of
the phase-field distribution at the initial crack tip, the
position of the branching and the kinking are given in
Fig. 26a, b, c, respectively. It is important to take note of
the evolution of the crack path as a continuous sequence
of fully degraded elements. Because of the symmetry
of the example, there are actually two rows of fully
degraded elements forming the straight part of the crack
before branching which increases the computed crack
surface even more. Figure 26d, e f show the results for
the material force evaluation at the final iteration step
before crack propagation.
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Fig. 27 Evaluation of the velocity of the crack propagation

Figure 27 shows the plot of crack propagation veloc-
ity versus time for the material force approach, the
phase-field approach and the results published in Bor-
den et al. (2012), which are also simulated with the
phase-field formulation. For the first 20µs, the velocity
of crack propagation of Borden’s study and the mate-
rial force approach agree very well, while our phase-
field crack model starts to propagate later. For the rest
of the simulation, both phase-field approaches are in
a good agreement. The material force approach shows
slower crack propagation due to the dynamic fracture
criterion which introduces an additional limiter to the
crack propagation velocity.

Figure 28 depicts the strain energy stored in the
structure with respect to time for the phase-field
approach and thematerial force approachwith the static
and the dynamic fracture criterion. Although the crack
already starts to propagate at t = 10µs, both mater-
ial force simulations show the same amount of strain
energy in the structure up to t = 25µs. After this time,
the modified dynamic criterion for the material force
has an effect. Due to an increased velocity of crack
propagation, the energetic level necessary for further
crack propagation increases and the crack propagates at
a later time. Therefore, at the same solution time, more
energy dissipates into the crack surface for the mate-
rial force simulation with the static criterion resulting
in less energy left over in the structure for the strain
energy. With a constant fracture criterion, the material
force approach simulates the total failure much earlier,
because the energy is dissipated faster. The results of
the phase-field simulations are in between the results

Fig. 28 Comparison of the strain energy of the entire structure

(a) (b)

Fig. 29 Extension of the dynamic example of crack branching.
a Geometry, b time dependent loading

for the static and the dynamic fracture criterion and are
also shown in Fig. 28.

3.4 Dynamic crack branching study at biaxial tension
specimen

This example is an extension of the previous exam-
ple, where bi-axial loads are applied in order to influ-
ence the crack pattern (Fig. 29). The size of the spec-
imen, material parameters and fracture criteria speci-
fications remain the same as in the previous section.
Only one meshing with 400 × 160 quadrilateral ele-
ments is used. Correspondently, the phase-field length
scale is l = 500µm. The stress boundaries at the
vertical and horizontal edge of the specimen, σ1(t)
and σ2(t), respectively, are chosen to create tension
stresses. They are defined by the time dependent load-
ing function σ1(t) = σ̂ · f (t) and σ2(t) = k · σ̂ · f (t),
with σ̂ = 1MPa and k the ratio of horizontal and verti-
cal loading. A value of k = 0 corresponds to the results
of the coarsemesh simulations in Sect. 3.3. Simulations
are performed for k = 0.5, k = 1.0 and k = 2.0 with a
constant time step of Δt = 0.1µs.
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(a) (b)

(c) (d)

(e) (f)

Fig. 30 Final path of the crack in phase-field and material force
simulations. a k = 0.5 and t = 73µs, b k = 0.5 and t = 80µs,
c k = 1.0 and t = 65.5µs, d k = 1.0 and t = 80µs, e k = 2.0
and t = 33µs, f k = 2.0 and t = 80µs

Fig. 31 Extraction of the angles for phase-field and material
force simulations. a k = 0.5, b k = 1.0, c k = 2.0, d k = 0.5, e
k = 1.0, f k = 2.0

The resultant crack paths are visualized in Fig. 30. A
detailed review of the direction of propagation is pre-
sented in Fig. 31. In the following, the direction of prop-
agation of the crack is described by the angle between
the two branches, which are double to the values pre-
sented in Fig. 31 due to symmetry of the problem.

For the minor lateral load (k = 0.5), the straight
crack bifurcates into two main branches enclosing an
angle of 82◦ and 74◦ for phase-field and material force
simulation, respectively. In the phase-field simulation,
kinking of the crack is observed two times, but in con-
trast to the material force calculations, the change of
the direction of propagation is smooth and continu-
ous without any sharp edges. In the phase-field simu-
lation, the initial angle is first reduced to 56◦ and then

increases again to 76◦ before the crack reaches the hor-
izontal edge of the specimen at t = 73µs. Thematerial
force calculation shows three times kinking. The ini-
tial angle of 74◦ decreases to 58◦, jumps onto 92◦ and
then decreases again to 54◦. At the end of calculation,
at t = 80µs, the crack does not touch the boundary of
the specimen.

With the medium lateral load (k = 1.0), the initially
enclosed angles are 100◦ and 94◦ for the simulation
of the phase-field and the material forces, respectively.
While material forces simulate the crack branching at
exactly the same position as for k = 0.0 and k =
0.5, the length of the straight part of the phase-field
crack calculated for k = 1.0 is shortened by 1.8mm
compared to the results for k = 0.5. Furthermore, the
phase-field shows a constant reduction of the initial
angle down to a value of 60◦. Just before the crack
reaches the outer boundary at t = 65.5µs, the angle
increases to 104◦. In thematerial force results, the angle
changes 3 times before the end of calculation at t =
80µs. The crack does not reach the outer boundary
of the specimen at this time. The angle starts with an
initial value of 94◦, decreases to 62◦, increases to 106◦
and decreases again to 54◦.

The major lateral load (k = 2.0) creates additional
features in the phase-field crack pattern that are not
observed for thematerial force simulations. After 1mm
of straight crack propagation, the phase-field crack
bifurcates into branches enclosing an angle of 126◦.
This angle continuously increases to a value of 144◦
at t = 25µs and, then, the branch starts to bifurcate
again. The lower branch continues straight at 144◦ and
stops at t = 31µs, while the upper branch turns up to
164◦ and reaches the outer boundary of the specimen
at t = 33µs. Again, the lateral load showsminor effect
on the position of the branching in the material force
simulation. The axial stresses of the mode I loading
direction primarily determine the position, where the
material force is large enough to satisfy the branching
criterion.As these stresses are the same for all the calcu-
lations, the position of branching is close in the simula-
tions.After branching, the lateral loadhas an effect. The
angle of branching is the result of a procedure to min-
imize the energy in the configuration after branching.
Here, lateral stresses create mixed mode crack tip load-
ing and influence the direction of propagation directly.
For k = 2.0, the initial angle between the branches
is 114◦. This angle drops to 56◦ and jumps to 126◦
again.
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The simulations show no direct agreement between
the results of the phase-field and the material force
approaches, but common tendencies are observed.
Generally, the initial angle between the branches
increases with an increased lateral load. Also, the ini-
tial angles are in the same range for phase-field and
material force simulations. The only question remain-
ing iswhether the phase-field description represents the
influence of lateral stresses correctly. On the one hand,
from the energetic point of view, the additional contri-
bution of the horizontal stress and strain to the avail-
able energy for dissipation is clear. In consequence, the
level necessary for branching has to be reached earlier.
On the other hand, the point of view in the material
force method also sounds reasonable. If we visualize
the initial crack as a zipper and the material force as
the “opening force” for the zipper, it is never opened
by a horizontal loading, i.e. T-stresses. Therefore, hor-
izontal stresses have only a minor contribution to the
“opening force” in this case. Nevertheless, the com-
putations show that the direction of propagation after
branching is affected by the horizontal loading.

The changes of the direction of propagation after
branching are quite large and show totally different
behavior for the phase-field and the material force sim-
ulations. At this point, it is worth to note that the verti-
cal load induces a stress wave that travels to the crack
tip in about 5µs. Therefore, the simulation time of
80µs allows the wave to be reflected several times
and to influence the tip more than once. Under con-
sideration of the fact that with the different positions of
branching, totally different structures with completely
different potential for wave reflection and interaction
are investigated, it is evident that the results are hardly
comparable at this stage.

4 Conclusion

The first numerical study in this publication investi-
gates twomain features of the interaction betweenwave
propagating in a continuum and a pre-existing crack.
On the one hand, the transmission of compressive stress
waves by the means of contact of the crack surfaces
is found and, on the other hand, the reflection of ten-
sile stress waves by means of wave reflection at a free
edge of a continuum is obtained. The material force
approach focuses on the crack evolution and realizes
the crackby separated element edges. The simulation of

the crack closure and the transmissionof forces requires
the introduction of contact, because the separated ele-
ment edges have to interactwith each other. Some effort
has to be put into the definition and calibration of the
contact method and its parameters to obtain a real-
istic result. The discrete approach gives good results
with the standard implicit Newmark time integration
method. The initial phase-field crack is realized by
boundary conditions forming a continuous sequence
of fully degraded elements along the crack path. While
this is the only way to obtain realistic wave crack inter-
action results, it also results in an overestimated size of
the numerical crack surface. Furthermore, it is neces-
sary to apply numerical damping in order to suppress
spurious oscillations.

The second numerical study presents the evalua-
tion of the velocity of crack propagation and the com-
parison to an experimental result. The material force
approach shows very good agreement with the exper-
imentally measured values of the crack propagation
velocity when the modified dynamic fracture criterion
is adjusted to the experimental results. In case of the
phase-field simulations, only the modification of one
of the presented approaches to calculate the velocity of
crack propagation is able to produce satisfying results.
The domain integration method overestimates the cre-
ated crack surface and results in unrealistic large values
for the crack propagation speed but the nodal approach
for the crack tip propagation velocity yields reasonable
results with the smoothing modification. Nevertheless,
the phase-field simulations suffer from the fact, that it
is not possible to obtain the experimental crack pattern
for the entire simulation.

Two possible solutions are available for this prob-
lem. The first solution may be a modification simi-
lar to the dynamic fracture criterion of the material
force approach. Instead of constant fracture parame-
ters, a rate dependent surface energy in agreement with
the experimental results should be introduced. Another
solution may simply be the refinement of the mesh
in order to represent the governing processes on the
microscale.

The third and fourth numerical study examine the
ability of the applied methods to simulate the phe-
nomenon of branching. The material force approach
requires an additional criterion for branching. The
phase-field approach implies the possibility for branch-
ing in its energetic origin and models branching with-
out further implementations necessary. In phase-field
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simulations, the results, especially the position of the
branching, are sensitive to the size of the length scale
and the lateral loading of the crack tip. In contrast, the
material force simulations are objective and show only
minor changes of the position of branching if lateral
loads are present. Nevertheless, the angle encompassed
by the branches are close for the material force and the
phase-field approach.

This study shows, that discrete and smeared state
of the art crack approximations are able to predict
dynamic fracture reasonably, if the contributions of
inertia are taken into account. Also, two topics of fur-
ther research are identified. First of all, the relation
between the energy dissipated by the crack propaga-
tion and the velocity of propagation of the crack has
to be incorporated into the phase-field method. Sec-
ondly, the impact of lateral stresses on the phenomenon
of branching has to be unraveled to obtain the correct
results for crack propagation under multiaxial loading.
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