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Abstract

Model checking systems formalized using probabilistic models such as discrete time Markov
chains (DTMCs) and Markov decision processes (MDPs) can be reduced to computing
constrained reachability properties. Linear programming methods to compute reachability
probabilities for DTMCs and MDPs do not scale to large models. Thus, model checking tools
often employ iterative methods to approximate reachability probabilities. These approxima-
tions can be far from the actual probabilities, leading to inaccurate model checking results.
On the other hand, specialized techniques employed in existing state-of-the-art exact quan-
titative model checkers, don’t scale as well as their iterative counterparts. In this work, we
present a new model checking algorithm that improves the approximate results obtained by
scalable iterative techniques to compute exact reachability probabilities. Our techniques are
implemented as an extension of the PRISM model checker and are evaluated against other
exact quantitative model checking engines.

Keywords Exact quantitative model checking - Markov decision processes - Markov
chains - Probabilistic systems

1 Introduction

Probabilistic models such as discrete time Markov chains (DTMCs) and Markov decision
processes (MDPs) are often used to describe systems in many application areas such as
distributed systems [25,50], hardware communication protocols [26], reliability engineer-
ing in circuits [15,35,46,47], dynamic power management [14,49], networking [41,42] and
security [20]. Probabilistic transitions in these models are used to capture random faults, the
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uncertainty of the environment, and explicit randomization used in algorithms. Analyzing
properties of these probabilistic models is typically achieved through Probabilistic Compu-
tation Tree Logic (PCTL) model checking [51], wherein, a desired property of the model
is specified as a PCTL formula, and the validity of such a formula is evaluated against the
system in question.

PCTL is a quantitative extension of the temporal logic Computation Tree Logic (CTL)
used to describe how a system evolves over time. For example, a PCTL formula ¢ can be
used to specify the property that almost surely no execution of a probabilistic program leads
to a state with a deadlock. Given M € {<, <, >, >}, the formula Py ,[y] expresses the
property that the measure of computation paths satisfying ¥ is x p. Fora DTMC or MDP M
and a PCTL formula ¢, the PCTL model checking procedure recursively computes the set of
states of M that satisfy subformulas of ¢. Each recursive step, in turn, reduces to constrained
quantitative reachability, wherein, given a set of good states G and a set of target states 7', the
goal is to compute the measure of the paths that reach 7 while remaining in G. If the model
is decorated with costs or rewards, one may also be interested in computing the expected
cost/reward of reaching 7. It is well known that the constrained quantitative reachability
problem for DTMCs and MDPs can be solved in polynomial time by a reduction to linear
programming [10,51].

Despite low asymptotic complexity, linear programming, unfortunately, doesn’t scale to
large models and is rarely used to solve the constrained quantitative reachability problem
in practice. Instead, probabilistic model checkers [22,23,32,38,39,44], typically compute
approximations to the exact reachability probabilities through an iterative process. The most
prevalent iterative technique is value iteration, where exact reachability probabilities may
only be approached in the limit. For completion in a finite number of steps, it is common
practice for model checking tools to terminate value iteration based on various heuristics, for
example, when the difference between the computed reachability probabilities of successive
iterations is “small”. This approximation step may lead to unsound results [11,31,54], partic-
ularly in systems where high magnitude changes in value iteration are preceded by periods
of stability that cause iteration to terminate prematurely.

Another iterative technique for computing constrained quantitative reachability is inter-
val iteration [11,17,31,53]. Aimed at addressing the shortcomings of value iteration, interval
iteration utilizes two simultaneous value iteration procedures converging to the exact prob-
ability values from above and below. While, this allows one to bound the error present in
the approximation, the exact solution cannot be obtained from such an interval bound. Fur-
ther, state-of-the-art model checkers typically implement these iterative procedures using
floating-point numbers and finite-precision arithmetic. As a result, both iterative techniques
are susceptible to overflows in floating-point calculations. The inherent imprecision in the
approximate answers, combined with the errors introduced from finite precision arithmetic
can be further compounded by the presence of nested probability operators in PCTL formulas
when the sets of good states G and target states 7' are not correctly computed in the recursive
step (see Example 3 in Sect. 3).

1.1 Contributions

In this article, we present a new algorithm and its implementation that sharpens approximate
solutions computed by fast iterative techniques, to obtain the exact constrained reachability
probabilities. The starting point of our approach is the observation that when the transition
probabilities in the model are rational numbers, an exact solution is also a rational number of
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polynomially many bits. The second ingredient in our technique is an algorithm due to Kwek
and Mehlhorn [40], which, given a “close enough” approximation to a rational number, finds
the rational number efficiently. The rough outline of our algorithm is as follows. We use an
iterative technique (value iteration or interval iteration) to compute an approximate solution
and then apply the Kwek—Mehlhorn algorithm to find a close candidate rational solution.
Since the approximate solution that we start with is of unknown quality, the candidate rational
solution obtained may not be the exact answer. Therefore, we check if the candidate satisfies
certain necessary and sufficient conditions that characterize the actual solution. This allows
one to confirm the correctness of the candidate rational solution. If it is not correct, the process
is repeated, starting with an approximate solution of improved precision. Precise details of
the algorithm are given in Sect. 5.

We have implemented this approach as an extension of the PRISM model checker, called
RATIONALSEARCH. Our tool computes exact constrained reachability probabilities and exact
expected rewards when model checking DTMCs against PCTL specifications. Our imple-
mentation also computes min reachability probabilities and max expected rewards when
model checking MDPs against PCTL specifications. For max reachability probabilities, we
currently support only the EXPLICIT engine of PRISM. Evaluation of our implementation
against a broad set of examples from the PRISM benchmark suite [2] and case studies [3]
shows that our technique can be applied to a wide array of examples. In many cases, our
tool is orders of magnitude faster than the exact model checking engines implemented in
state-of-the-art tools like PRISM [44] and STORM [22].

1.2 Related work

The work closest in spirit to ours is [30], which presents an approach to obtain exact solutions
for reachability properties for MDPs and discounted MDPs. The underlying idea in [30] is
to interpret the scheduler obtained for an approximate solution, as a basis for the linear
program corresponding to the verification question. By examining the optimality of the
solution associated with this basis, the exact solution can be obtained by improving the
scheduler using the Simplex algorithm. This is significantly different from our approach. In
particular, for the case of DTMCs (where there is no scheduler), the approach of [30] reduces
to solving a linear program, which is known to be not scalable. Since the implementation
from [30] is not available, we could not experimentally compare it with our approach.

Several existing tools [22,44] implement algorithms for exact quantitative model check-
ing. Essentially these tools work by creating a model representation using rational numbers
and performing a state elimination computation similar to Gauss elimination. Much of the
infrastructure of this computation can be derived from parametric model checking techniques
[21,23,33,34] that analyze systems in which portions of the model are left unspecified. These
computations are intrinsically more complicated than those performed by approximation
engines. Our techniques avoid these expensive computations while still producing exact
solutions for a large class of examples.

1.3 History and organization

An extended abstract of this article appeared in [13]. The main difference from [13] is that
in [13], we had claimed that in order to check whether a candidate solution vector represents
the actual exact solution of max/min reachability probabilities or that of max/min expected
costs for MDPs, it suffices to only check that the candidate vector is a solution to a linear
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program. This happens to be incorrect for the case of max reachability probabilities and min
expected costs (see Sect. 4), and additional checks are required to claim that the candidate
solution vector is indeed correct (Lemmas 1, 3). We have modified our algorithm to reflect
this. We have also updated our prototype implementation for computing max reachability
probabilities and evaluated the new version on our benchmarks. We do not currently support
the computation of min expected costs. We have also computed the asymptotic complexity
of the algorithm (see Theorem 2). Further, the version of RATIONALSEARCH evaluated in this
work extends our original prototype by integrating with interval iteration and including several
performance enhancements. Additionally, we describe the full details of our implementation
and provide a more comprehensive evaluation of the tool.

The paper is organized as follows. Section 2 discusses preliminary notations, definitions
and algorithms concerning PCTL model checking of DTMCs and MDPs. Section 3 describes
iterative model checking techniques and their shortcomings. In Sect. 4, we discuss fixpoint
characterizations for solutions to PCTL model checking questions of MDPs. In Sect. 5 we
present our exact model checking algorithm. Sects. 6 and 7 describe the implementation and
evaluation of our techniques and we conclude with Sect. 8.

2 Preliminaries

A common technique in the analysis of systems is to model them as state transitions systems
where states describe information about the system at a point in time and transitions describe
how the system evolves from one state to another. When this evolution is governed by
random phenomena, such state transition systems can then be enriched to capture probabilistic
behavior. The resulting model is known as a DTMC, in which every state is mapped to a
distribution over the successor states. MDPs generalize DTMCs, in that, the distribution
over the successor states is non-deterministically chosen. Our presentation of DTMCs and
MDPs follows [52]. We begin by formalizing DTMCs and introducing the logic Probabilistic
computation tree logic (PCTL), which is used to specify properties of DTMCs. We then
discuss the model checking algorithm for DTMCs. We next formally describe MDPs and
then present PCTL semantics and model checking for MDPs. Unless otherwise stated, all the
transition probabilities in the paper are assumed to be rational numbers. The set of rational
numbers shall be denoted as QQ and the set of non-negative rational numbers as Q=9

2.1 Discrete time Markov chains (DTMCs)
2.1.1 Syntax and semantics

A DTMC is a tuple M = (Z, A, C, L) where Z is a finite set of states, A : Z — Dist(Z) is
the probabilistic transition function that maps every state to a probability distribution over
Z,C:ZxZ — QY is a cost (or reward) structure and L : Z — 2AP is a labeling
function that maps states to subsets of AP, the set of atomic propositions. For each z € Z,
A(z) : Z — QNJO0, 1] defines a discrete probability distribution over Z, that is, A(z)(z’) > 0
forallz’ € Z,and } ., A(2)(2') = 1. We will henceforth denote A(z)(z") by A(z, ).
Intuitively, a DTMC M evolves as follows. If M is in state z, it transitions to state z’ with
probability A(z, z’). Formally, a finite (resp. infinite) path p of M is a finite (resp. infinite)
sequence of states zop — 71 — --- such that A(z;, z;4+1) > 0. We write p(i) to denote the
ith state z; in p. For a DTMC M, the set of all infinite paths starting from state z will be
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denoted by Paths,(M). For a finite path pgn, = zo — --- — z,, starting at state zg, we
associate a measure probZO (pfin) = ]_[;'1:701 A(zi, zi+1)- The cylinder set of pgy is Cyl(ofin) =
{p € Paths, (M) | pfin is a prefix of p} and its associated measure is prob, (Cyl(pfin)) =
probZO (pfin). This measure probzo can be extended to a unique probability measure over the
smallest o -algebra on Paths;, (M) that contain all cylinder sets; the resulting probability
measure will also be denoted by prob, .

2.1.2 Reachability probability and expected cost

Letz € Z and F C Z. The probability of reaching F from the state z is defined to be the
measure prob, (Reach) where Reach is the set of all infinite paths p such that p(0) = z and
p(i) € F for some i > 0. For defining expected cost, we first define the function cost;(F) :
Paths, — QZ° such that for any p € Paths,(M), cost,(F)(p) = Z;":_O] C(zi, zi41) if
20 —> - -+ — Z is the shortest prefix of p such that z,, € F and cost,(F)(p) = oo if no
such prefix exists. Let [E, be the usual expectation on Paths, (M) with respect to the measure
prob,. Then E.[cost,(F)] is defined to be the expected cost of reaching F. Observe that,
following [52], the expected cost E,[cost, (F)] is finite iff the set F can be reached from z
with probability 1.

Example 1 Consider an embedded control system [43] comprised of an input processor, a
main processor, an output processor and a bus. In each cycle of the system, the input processor
collects data from a set of n sensors Si, S2, ..., S,. The main processor polls the input
processor and passes instructions to the output processor controlling a set of m actuators
A1, Az, ... A,. Communication between processors occurs over the bus. The system is
designed to tolerate failures in a limited number of components. If the input processor reports
that the number of sensor failures exceeds some threshold MAX_FAILURES, then the main
processor shuts the system down. Otherwise, it activates the actuators, which again, are prone
to failure. When the probabilities with which each of these components fail are known, one
can model the system’s reliability using a DTMC. In Fig. 1, we give a DTMC that models
a single cycle of such a system with n = 2 sensors and m = 1 actuator. For simplicity, we
assume that each sensor fails with probability E; and each actuator fails with probability
E,. States of the model are labeled with ef, ..., e} € {0, 1} and ef, ..., e}, € {0, 1}, where
el = 1 denotes the failure of sensor S; and e/ = 1 denotes the failure of actuator A;. In
Fig. 1, we omit labels if they are not relevant in a particular state.

2.2 Probabilistic computation tree logic (PCTL)
Properties of DTMCs be expressed in the logic PCTL, which extends the temporal logic CTL

with the ability to reason quantitatively. We start by describing the syntax and semantics of
PCTL.

2.2.1 Syntax

Analogous to CTL, PCTL has state formulas that model properties of states and path formulas
that model properties of paths.
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Fig. 1 Markov chain for a simple embedded control system with two sensors and one actuator tolerating a
single sensor fault

Definition 1 Let a € AP be an atomic proposition, X € {<, <, >, >}, p € [0, 1], ¢ € QZO
and k € N. The syntax of PCTL is

¢ i=truea —¢p ¢ A ¢ Pupl] Excld]
where V::=X¢ | pU.

Here ¢ is a state formula and v a path formula.

2.2.2 Semantics

The state formulas are interpreted over states and path formulas over infinite paths.

Definition2 Let M = (Z, A, C, L) be aDTMC, ¢, ¢1, ¢ be state formulas and i/ be a path
formula. The satisfaction relation = for PCTL state formulas and for PCTL path formulas
is defined by mutual induction:

M, 7 = true forallz € Z

M,zkE=a & ael(®)

M,z = ¢ & Mz

MzEQI A & MzEdrand M,z = ¢

M,z EPupl¥y]l < p(¥)Xp

M, 7 = Exeld] & el(p)Mc

M, p E XP & M) Ee

M, p E ¢l & Jix0: M, p() EdrandVj <i: M, p(j) = ¢1)

where p () = prob ({p € Paths;(M) | M, p E ¥}, e:(¢) = E;[cost;(Zy)] with
Zy={Z €Z| M, 7 E ¢}.

Example 2 Consider the DTMC modeling an embedded control system from Example 1. One

can describe many important properties of this model using PCTL as follows (X, X’ € {<
»=z,<,>}and p €0, 1])
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1. The probability of success is X p:
Pwp [ true U “Sucess” |
2. The probability of reaching the set of states where there are no sensor failures is X p:
Pup[trueld (e] +---+¢, =0)1]

3. Let G be the set of states from which the probability of reaching a state where sensor S
fails is X % Let T be the set of states from which the probability of reaching a state in
which actuator A fails is 0. The probability of remaining in some state from the set G
until reaching a state in 7' is X' p:

Py [ Py ltrue U (}=D]1U Poltrue U (ef=1)]]

2.3 PCTL model checking

The PCTL model checking question asks, given a state zo of a DTMC M and a PCTL formula
¢, determine whether M, zg = ¢. Similar to the model checking algorithm for CTL, the
PCTL model checking algorithm recursively computes the set of states satisfying a state
sub-formula (see [10,52] for the complete details). We consider the special case when the
formula ¢ is of the form Py, [¢1 U ¢2].

Let ¢, ¢’ be state formulas. To check whether M, zg = Py p[¢ U ¢, one recursively
computes the set of states Zy and Zy satisfying the state formulas ¢ and ¢, respectively.
These can then be used to derive, for every z€Z, the quantity p,(¢ U ¢’) which represents
the probability of reaching the set Zy while remaining in the set Zy, starting from the state
7. Let Az. p,(¢ U ¢') denote the state-indexed vector (or the function) that maps z € Z to
pz (¢ U @'). The state-indexed vector Az. p, (¢ U ¢') can be computed as the unique solution
to following linear program [10,52]:

0 if z € Probg[¢ U ¢']
y={ 1 if z € Proby[¢ U ¢'] )
> A(z,7)-ys  otherwise
7’eZ

In the equation above, Proby[¢ U ¢'] and Prob[¢ U ¢'] are the set of states of M that
satisfy ¢ U@’ with probability 0 and 1, respectively. These sets can be determined via a
pre-computation step that analyzes the underlying graph structure of the DTMC. The value
of y, in the solution is exactly the value p,(¢ U ¢'). To verify if M, zo = Puple U ¢'],
one computes Az. p;(¢ U ¢') and compares p,,(z U z')x p. The model checking algorithm
for —¢, ¢ A ¢, and Py ,[XP] are as expected.

To check whether €.[¢], one recursively computes Zy satisfying the state formula ¢.
The expected costs {e;(¢) | z € Z} can then be computed as the unique solution to the
following linear program [52] (with the convention that 0 - co = 0):

0 ifz € Z¢
V= o0 lffZ (S COStOO[¢] (2)
> A(z,7) - (C(s,s') +yy)  otherwise
ez
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In the equation above, Costs,[¢] is the set of states for which the expected cost is co. The set
Cost is exactly the set of states that satisfy ¢ with probability < 1, and can be determined
via a pre-computation step that analyzes the underlying graph structure of the DTMC.

2.4 Markov decision processes (MDPs) and PCTL
2.4.1 Syntax

AnMDPisatuple M = (Z, Act, A, C, L) where Z is a finite set of states, Actis a finite set of
actions, the partial function A : Z x Act < Dist(Z), called probabilistic transition function,
maps pairs of states and actions to probability distributions over Z, C : Z x Act — Q=0 is
a cost (or reward) structure and L : Z — 2”7 is a labeling function. The set enabled(z) =
{o € Act| A(z, ) is defined}, describing the actions enabled from a state z, is assumed to be
non-empty for every z € Z. An MDP, therefore, differs from a DTMC, in that, at each state
Z, there is a choice among several possible distributions. The choice of which distribution to
trigger is resolved by a scheduler (or an attacker). Informally, an MDP M evolves as follows.
It starts from some state zo € Z. After i execution steps, if M is in state z, the scheduler
chooses an action @ € enabled(z), which then defines a unique probability distribution
u given by A(z, @). The process then moves to state z' in step (i + 1) with probability
Az, @)(z)). We will write A(z, «, 7) to denote A(z, @)(z') when a € enabled(z).

2.4.2 Reachability probability and expected cost

Formally, a path p of an MDP M is a sequence Zoﬂ)z 13 .-+ such that for each i > 0,
we have ;1 € enabled(z;) and A(z;, ¢i+1, zi+1) > 0. As discussed above, the choice of
which action to trigger in a given state is resolved by a scheduler, which is a function & from
finite paths to actions!. A path znglg .-+ is a G-path if &(z0z1 ...2zi) = «j4 for all
i > 0. We will write Paths_ (M) for the set of infinite paths starting from z and Pathsz6 (M)
for the set of infinite G-paths starting from z. The set of all schedulers will be denoted by
S. A scheduler & € S for MDP M induces a (potentially infinite) DTMC M® where the
states of MY, denoted Z©, are the set of finite paths of M and the transition function AG

is as follows. For any two finite paths p, p’ € Z& where p = 7o S g et

(G}
48 (. iy |1 i p'is of the form p =5 2 and Az, S(p) = 1

0 otherwise.

This allows one to use probability measure over DTMCs to define a probability measure
probf over the set of paths Pathsg5 (M). One can also define the expected cost of reaching
a target set of states F with respect to a scheduler G, denoted IEZG [cost,(F)], in a fashion
similar to the DTMC case. Interested readers should refer to standard texts such as [10,52]
for more details.

! One can alternatively define a scheduler as a function from finite paths into probability distributions on
actions. Both definitions are equivalent in the context of PCTL model checking.
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2.4.3 Probabilistic computation tree logic (PCTL)

Like DTMCs, properties of MDPs can be expressed in the logic PCTL. The semantics of
PCTL formulae stay the same, except for the semantics of Py ,[¥] and Exc[¢], which now
require a quantification over all schedulers.

Definition 3 Let M be an MDP, ¢ be a state formula, and ¥ be a path formula. The satisfaction
relation = for PCTL state formulae is defined identically to Definition 2, except for the
following cases.

M,z = Pupl¥]l & VG €S, pSWxp
M,z Exclpl & VG ES, eS(p)mc

where given an adversary & € S, pz6 W) = prob? ({p € PatthG M) M, p = ¢}) and
eS(¢) = ES[cost, (Zy) with Zy = {7 € Z | M, 7 = ¢}.

2.5 PCTL model checking for MDPs

Similar to the PCTL model checking algorithm for DTMCs, the PCTL model checking
algorithm for MDPs recursively computes the set of states satisfying a state sub-formula (see
[10,52] for the complete details). We illustrate the differences when we model check the
probability and expected cost operators.

Puple U ¢'] operator. For checking whether a state zq satisfies Py p[¢ U ¢'], we recur-
sively compute the sets of states Zy and Zy as in the case of DTMCs. Given a state z,
let pI™(@ U ¢') = max p7 (@ U ¢') and p"(@ U ¢') = min pZ(@ U ¢"). Thus,

P (¢ U ¢') (resp. p™" (¢ U ¢')) is the maximum (resp. minimum) probability of satisfy-
ing ¢ U ¢'. We note that both p"*(¢ U ¢) and pg‘i” (¢ U ¢') exist [9,10,14,16,52]). Thus,
in order to check whether M, zo |= P pl¢ U ¢', it suffices to compute p71®* (¢ U ¢') when
X € {<, <} and to compute pzmoi" (¢ U ¢') if X € {>, >}. We explain below how these are
computed.

In order to compute p2® (¢ U ¢'), we compute the function Az. p"®™(¢ U ¢') that maps
each z € Z to p"™ (¢ U ¢’). For each z € Z, pick a variable y,. Consider the following
linear optimization problem:

min Y y, subject to
zeZ
y. =0 if z € Proby™[¢ U ¢']
y, =1 if 7 € ProbT™[¢ U ¢'] 3
" - 2 € Z\(Prob™[¢ U ¢'] U Prob™[¢ U ¢'])
Y= zng(Z’ @)y iy enabled(z)

where Prob®™[¢ U ¢'] (Prob"™™[¢ U ¢'] respectively) is the set of states z such that
P (¢ U ¢') is 0 (1 respectively). The sets Proby'®[¢ U ¢'] and Prob"[¢ U ¢'] can be
computed using graph-theoretic algorithms. Now, the vector Az. p["®(¢ U @) is the unique
solution set for this linear optimization problem, ie, objective is minimized and constraints
satisfied if and only if we replace y; by pM®™(¢ U ¢').

Computation of Az. p?""‘ (¢ U @), the state-indexed vector that maps 7z € Z to
p™N(¢ U ¢'), is along similar lines; the objective changes to maximization, Prob§®[¢ U ¢']

and Prob™[¢ U ¢'] are replaced by Prob§""[¢ ¢4 ¢'] and Prob™"[¢ U ¢'] respectively,
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and the direction the last inequality is reversed. Here Probg"i”[¢> U ¢’ (Probrlni”[qﬁ U ¢’
respectively) is the set of states z for which p?”“ is O (1 respectively), and can be computed
using graph-theoretic algorithms.

Ex pl@] operator. For checking whether a state z satisfies £ ,[¢], we recursively compute
the set of states Z as in the case of DTMCs. Given a state z, let e"™(¢) = rGrlgé e? (¢) and

eMn(g) = r@nig ¢S (¢). Thus, eM™(¢) (™" () respectively) is the maximum (minimum
, in e , ,

respectively) expected cost of reaching the set Zs. Again, we note that both ¢["®(¢) and
e?’i”(qb) exist [10,14,52]). Thus, it suffices to compute eZ)®*(¢) when x € {<, <} and to
compute e?gi” (p)if x € {>,>}.

In order to compute )™ (¢), we compute the state-indexed vector Az. " (¢). For each
z € Z, pick a variable y,. Consider the following linear optimization problem (with the

convention that 0 - co = 0):

min Y y, subject to

zeZ
vy, =0 ifze Z¢ 4)
y; = 00 iff z € Costl™[p]
v: > Cz,a)+ Y Az,a,2) - yy  ifz e Z\(Zy U Costl[¢]), « € enabled(z)

7’eZ

where Costl>* is the set of states z such that e (¢) = oo. Observe that z € Costl™
if and only if there is a scheduler & such that pz6 (¢) < 1. This allows computation of
the set Cost3.>* using graph-theoretic methods. Now, the vector Az. e (¢) is the unique
solution for this linear optimization problem, i.e., the objective is minimized and constraints
satisfied if and only if we replace y, by e™@(¢). Computation of Az. e™"(¢) is along similar
lines; the objective changes to maximization, Costl*[¢] is replaced by Cost?oin [¢], and the
direction the last inequality is reversed. Here Costg"oin[q)] is the set of states z such that e?‘i“
is 0o. Observe that z € Costomoi”[¢] if and only if pz6 (¢) < 1, for all schedulers &. The set

Costg"oin [¢] can also be computed graph-theoretically.
3 Approximate model checking

As discussed before, solving quantitative properties of DTMCs and MDPs by a reduction
to linear programming does not scale well enough to make it a viable solution technique in
practice. As a result, techniques for approximating solutions to the model checking problem
using floating-point arithmetic have been widely adopted. In this section, we describe two
such techniques, value iteration and interval iteration, and demonstrate how each approach
can produce incorrect solutions.

3.1 Iterative techniques

The linear program described in Eq. (1) for DTMCs can equivalently be expressed in the
below, for some appropriate matrix A and vector b.

x=Ax+b

This allows for an alternate approach to solving the linear program from Eq. (1) known
as value iteration. In the case of DTMCs, the unique solution to Eq. (1) can be computed
iteratively as the the limit of the following sequence.
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_ 1 if z € Proby[¢ U ¢']
Xo(z) = .
0 otherwise . 5)

Yiy1 =A%+ b
For the case of MDPs, the unique solution that minimizes the objective function of the

linear program in Eq. (3) and used to compute maximum probabilities of satisfying [¢ U ¢']
can be obtained as the limit of the iterative sequence {x;};>0:

() 1 if z € Prob™[¢ U ¢']
Xi =
0t 0 otherwise .
| if z € Prob™[¢ U ¢']
Xip1(2) = 0 ifz € PrOb(TaX[(ﬁ U 'l
max{ Y A(z,@, 7)) -X;(z/)|acenabled(z)} otherwise
7’eZ
(6)

For the solution to the linear program that is used to compute minimum probabilities, the
iterative sequence is similar except that max is replaced by min. The iterative sequences for
computing expected costs can be similarly defined with one notable variation. For computing
min expected costs, the MDPs have to be transformed to get rid of cost O cycles. We refer
the reader to [9,28,52] for details.

In many cases, the sequence does not converge in a finite number of steps, and therefore
model checkers terminate the sequence when successive vectors v; and vi+1 become “close
enough”. The choice of stopping criterion is based mainly on heuristics. The PRISM model
checker, for example, implements two criteria (i) absolute convergence, and (ii) relative con-
vergence. Under the absolute criterion, value iteration terminates if the norm ||vg+1 — vi|| <€
for some € > 0. Under the relative criterion, termination occurs when W < €. In spite
of the fact that iterative techniques only approximate solutions, value iteration remains the
popular choice for widely used tools that analyze PCTL properties as it vastly outperforms
linear programming techniques, despite their theoretically better asymptotic complexity.

As originally observed in [27], value iteration provides no guarantees about the qual-
ity of the solution, regardless of the stopping criterion used. To help rectify this problem,
Haddad et. al. [31] and Brazdil et. al. [17] concurrently introduced interval iteration for
computing min/max reachability probabilities in DTMCs and MDPs. In this approach, one
simultaneously computes two sequences of vectors, one converging to the solution from
below and one converging to the exact solution from above. In this setting, the stopping
criterion becomes straightforward; terminate when the distance between the two vectors is
within some € threshold. Assuming the absence of floating-point errors, this effectively gives
a small e-neighborhood that contains the actual solution. In order to achieve convergence,
interval iteration requires a pre-processing step that transforms the underlying graph of the
model. The interval iteration technique was extended to expected costs in [11].

Both iterative techniques described above can be further enhanced by performing
arithmetic operations using Multi-terminal binary decision diagrams (MTBDDs) [29,36].
MTBDDs generalize BDDs [18] by allowing terminal values to be different from 0 or 1.
Similar to the role of BDDs in symbolic model checking [45], MTBDD based model check-
ers leverage the performance benefit due to the succinct representations of the data structures
involved.
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3.2 Shortcomings of iterative techniques

When computing constrained reachability probabilities using value iteration, both the abso-
lute and relative convergence criteria can result in solutions that are very far from the actual
answers. In [31], the authors give a DTMC and a PCTL property whose solution is %, yet
PRISM reports 9.77 x 10~* for the absolute criterion and 0.198 for the relative criterion.
This drastic error is the result of a premature termination of value iteration. Several other
sources of imprecision can also cause state-of-the-art quantitative model checkers to produce
unsound results. For example, consider a PCTL formula of the form P> , (1) and a system M
such that the probability measure of the formula v is exactly p. When value iteration, with
floating-point numbers, is used to compute this measure, the value p may only be approached
in the limit, and hence the procedure will return some p’ that approximates p from below.
This means that the formula P , (1) will evaluate to false, where of course the correct value
is true. This phenomenon was first pointed out in [54]. We also demonstrate a similar phe-
nomenon with the DTMC from Example 1. For the sake of illustration, let E; = % Clearly,
from the initial state, the probability of reaching a state where sensor 1 fails is exactly % and
hence the formula P_ 1 [ true U (ef=1) ] evaluates to false for the initial state. However,
PRISM returns true. Errors such as these can be compounded in PCTL formulas contain-
ing nested operators, wherein the recursive step of the model checking algorithm returns an
incorrect set of states. This can lead to substantial logical errors in model analysis, as we
demonstrate with the example below.

Example 3 Let us instantiate the DTMC from Example 1 with n = 14 sensors, m = 1
actuator, MAX_FAILURES=1 and withE; =E, = % Recall the third PCTL property of the
embedded control system given in Example 2:

Pty [ Py ltrue U (e}=D] U P<oltrue U (ef=1)] 1.

When X is <, the PRISM model checker returns “0.7096993582589287" as the prob-
ability for the initial state with both value iteration and interval iteration’. With our
tool RATIONALSEARCH, one can verify that the correct probability is 212895/229376,
or “0.9281485421316964”. Further, when X is <, PRISM again returns the value given
above for both iterative techniques. This time, the actual solution, as generated by RATIO-
NALSEARCH, is 0. The errors above are the result of the fact that PRISM incorrectly computes
the set of states satisfying P, 1 [true U (ef=1)]. This error in the recursive step results in an

incorrect formulation of the constraints in the outermost constrained reachability problem.

When using interval iteration, we may be unable to conclude whether the DTMC or the
MDP being model checked satisfies the given formula. For example, when checking whether
a DTMC M satisfies a formula P, (), we cannot provide a definite answer if the interval
iteration returns that the probability of satisfying i lies in the interval (a, b) where p € (a, D).

4 Fixpoint formulations for constrained reachability and expected
costs

Asdiscussed in Sect. 2.3, the probability, associated with each state z ina DTMC, of satisfying
a PCTL path formula ¢ U/ ¢’ can be characterized as the unique solution to a system of linear

2 Using the HYBRID engine, the absolute convergence criterion and € = 10-16,
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equations. Similarly, the expected cost of reaching some state satisfying ¢ in a DTMC M
starting from any given state z in M can also be characterized as the unique solution to a
linear program. In both these cases, the solution can be seen as the unique fix point of a linear
transformation. Thus, when given a candidate solution for the collection of probabilities
(or the collection of expected costs), we can check the correctness of this collection by
plugging the candidate solution in the corresponding system of equations. In the case of
MDPs, the max probabilities, min probabilities, max expected and min expected costs can
also be characterized as a solution to a system of equations. For MDPs, however, the system of
equations may have multiple solutions. We will show below that when the system of equations
for MDPs is not guaranteed to have a unique solution, we can perform an additional graph-
theoretic check to confirm that a given candidate solution for the set of probabilities (or the
set of expected costs) is correct. Such a confirmation check, as we will discuss in Sect. 5, is
crucial to our algorithm for computing exact answers.

4.1 Fixpoint formulation for constrained reachability in MDPs

Let M = (Z, Act, A, C, L) be an MDP and ¢, ¢’ be PCTL state formulas. The state-indexed
vector P (¢ U ¢') = rz. pI"® (¢ U ¢') can be characterized as the least fix point (least
under pointwise ordering) of the set of equations:

v: =0 if z € Proby™[¢ U ¢']
v, =1 if z € Prob"™[¢ U ¢']
o= omax Y AQ@aZ)-yy ifz € Z\(Prob™[¢ U ¢'] U ProbT[¢ U ¢'])

acenabled(z) ez

(N

The state-indexed vector P™" (¢ U ¢') = Az. pg‘i”(d) U ¢') can be similarly characterized
by replacing max by min. For min, the fix point, in fact, turns out to be unique [9]. For max,
the fix point is not unique, although several references claim this to be case (see Theorem
10.100 in [10] for example). The non-uniqueness has also been pointed out by [31]. However,
for the max case, we show that a simple graph-theoretic check can be performed to verify
if a given fix point to the set of equations is indeed the exact solution P™M3. We describe
this below. We shall need the notion of a memoryless scheduler, namely a scheduler that
assigns the same action to any two finite paths ending in the same state (see [9,10,52]). A
memoryless scheduler Gy can be considered as a function from states to actions instead of
a function from paths to actions.

LetV : Z — [0, 1] be a solution of the set of equations in Eq. (7). We start by defining
a directed graph that is obtained from M by selecting, for each state, the set of actions that
potentially achieve the maximum reachability probabilities.

Definition 4 LetV : Z — [0, 1] be a fix point of Eq. (7). Let Z* = Z\(Prob™®[¢ U ¢'] U
Prob™*[¢ U ¢']) For each state z € Z°, let
argmax! = {« € enabled(z) | V(z) = Y Az a,7) - V().
7’eZ

Let Gy = (Z, E) be a directed graph such that (z1,z2) € Eiffz; € Z”and o €
argmax such that A(zy, &, 22) > 0.

With the above definition of the graph Gy, we can characterize the solution to the max
reachability problem for MDPs as follows.
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Lemmal Let M = (Z,Act, A,C, L) be a MDP and ¢, ¢' be PCTL state formulas. For
each state 7 of M, let p7"™ (¢ U ¢') be the maximum probability of satisfying ¢ U ¢’. Let
V:Z — [0, 1] be a solution of the set of equations given by Eq. (7). Consider Gy as defined
in Definition 4 above. Let Z be the set of states 7 such that there is no path from 7 to any
state 7' € Prob"™[¢ U ¢'] in the graph Gy. Then,

Zo = ProbT™[p U ¢'] & Vz € Z.V(z) = pI™(p U §').

Proof 1f Z = Proby®[¢ U ¢'] U Prob™™[¢ U ¢'] then the lemma is immediate. So
we will consider the case that Z\(Prob{™[¢ U ¢'] U Prob"™™[¢ U ¢']) # ¥. Note also
that we have that for each state z € Z, V(z) = p"™(¢ U ¢') as the state-indexed vector
PM = ).z. pM®™(¢p U ¢') is the least fix point of Eq. (7).

It can be easily shown that in order to establish the Lemma, we can assume that ¢ is true,
@' is some a € AP, Prob®[¢ U ¢'] and Prob]"®[¢ U ¢'] consists of exactly one state (say
rej and acc respectively), exactly one action «g is enabled in rej and acc, A(rej, ap) = rej,
and A(acc, ag) = acc.

(=) It suffices to show that V(z) < p"™(¢ U ¢') for each state z € Z. Let AR
Z\(Prob('™[¢ U ¢'] U Prob"™[¢ U ¢']). Let m be the cardinality of Z”. From the fact that
Prob?ax[¢ U ¢'1 = Zyp, we can construct inductively an enumeration zy, . . ., z,, of states in
7 and an enumeration of actions of,...,Qy in Act such that foreach 1 <i < m,

1. ; € argmax!,, and
2. Az, @i, z) # 0 for some z € {acc, z1, ..., 2i—1}.

Consider the memoryless scheduler Gy for the MDP M, that picks «; when the last state
in the execution is z; € Z? and picks ag otherwise. By definition, probZGV (true U a) <
pI"®™(true U a) for each z € Z. Thus, it suffices to show that probZGV (true U a) =V(z)
foreach z € Z.

Let us now construct a DTMC, My, from M which picks for each state z, the action
Gv(z). Formally, the DTMC My = (Z, Ag, C, L) where Ay(z,7) = A(z, Sy(2), 7)) for
all 7,7/ € Z. It is easy to see that probZGV (true Ua) is the probability that z satisfies the
formula true Ua in M. By construction of My, this probability is O (1 respectively) if and
only if z is rej (acc respectively). Thus, {probZG"(true U a)};ez is the unique solution of
the set of equations:

Xrej =0
Xace = 1 ®)
X, = ZA(z, Sv(z),7") -xy  otherwise.
7’eZ

V
i

must have that probZGV (true U a) =V(z) foreachz € Z.

(«=) The maximum probability of reaching acc is realized by a memoryless scheduler,
namely a scheduler that assigns the same action to any two finite paths ending in the same
state (see [9,10,52]). Fix one such scheduler G. We have that for all states z € Z,V(z) =
P (true U a) = probz6 (true U a). From this, it is easy to show that the following hold:

As a; € argmax;., we get by construction, V is also a solution to Eq. (8). By uniqueness, we

1. &(z) € argmax, y for all z € Z\({acc, rej}.

. . &(z)) S(zp_p)
2. For each z € Z\{acc, rej}, there is a finite path p = z} N G z, such that

7y = zand z;, = acc.

From the above two observations, we have that Prob{'®[¢ U ¢'] = Zo. m]
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4.2 Fixpoint formulation for expected costs in MDPs.

Let M = (Z, Act, A, C, L) be an MDP and ¢ be a PCTL state formula. The state-indexed
vector EM®™ = Az. el"®™(¢) can be characterized as a fix point of the following set of equations
[28] (with the conventlon that 0 - co = 0):

y: =0 ifzeZg
y; = 00 if z € Costl™[¢]

/ . ©
y, = max C(z,a) + E A(z,,7) -y otherwise

bled(z
acenabled(z) ez

While E™M@ is described to be the least fix point of Eq. (9) in [28], we, in fact, show that
Eq. (9) admits only one solution.

Lemma2 Let M = (Z, Act, A, C, L) be a MDP and ¢ be a PCTL state formula. Let Z
be the set of states of M that satisfy ¢. For each state z of M, let e (¢) be the maximum
expected cost of reaching the set of states Zy. Then E™% = Lz. "™ (¢) is the unique solution
to Eq. (9).

Proof We only need to show that Eq. (9) has a unique solution. Let V! and V2 be two
solutions of Eq. (9). Observe that V! (z) = V?(z) for each z € Zy U Costi™[e]. Let
U = Z\(Zy U Cost?[¢]) and d = max.cy |V!(z) — V2(2)|. It suffices to show thatd = 0.

We will establish the result reductio ad absurdum. Assume d > 0. By definition, each
state z € U does not belong to the set Cost*[¢]. This implies that for all schedulers G and
state z € U, p, S (true U ¢) = 1. This leads to the following observations:

1. For z € U and o € enabled(z), probability of transitioning from z on action « to each
state in Costy*[¢] is 0.

2. Foreachk = 1,2,z € Uanda € enabled(z),letvﬁ’“ =C(z, )+ Y Az, o, 2)VE (D).

el
By definition and the previous observation, VE(z) =  max i"“.
acenabled(z)
3. There is an enumeration z, ..., z, of states in U such that for each 1 < i < n and action

a, if o € enabled(z;) then A(z;, ar, z) # O for some state z € Zy U {z; |1 < j < i}.
Claim |V'(z;) —V?(z;)| < d foreach 1 <i < n.

Proof The proof proceeds by induction on .
Base case Fix o € enabled(z;). By construction of z;, Y A(z1, «0,7) < 1.

’eU
We have that for each k =1, 2,
V50 = Clzr o) + Y Az, a0, 2) - VE(D)
/el
= Cz1,@0) + Y AG1, @0, 2) - (V(2) =V * @) +VHE))
el
= C(z1,20) + ) Azr, @0, 2) - V7HE)
el
+Y Ao, 2) - (V) = VPRED)
7’eU
V30 £ " Az a0, ) - (V) = VE(E)
el
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< vl R4+ Y AGLa.2) d

Zeu
< v k04 d Y A, 2)
Zeu
< vfl_k’“o +d-1< max vgl_k’“o +d=Vkz)) +d.

acenabledz)
Since «y is an arbitrary action in enabled(z;), we get that
VE(z1) < V¥7K(z1) + d foreach k € {1, 2}.

Thus, both V! (z1) — V2(z1) < d and V?(z1) — V' (z1) < d establishing the base case.
Induction step Assume that we have IVI(z;) — V3(z;)| < d foreach 1 < i < ¢. Now,
consider zy41 and fix «p € enabled(z¢41). By construction of zy41,

— Either Y A(z¢4+1,00,7) < 1
7’eU
— Or A(zg41, 20, 2j) > Oforsome 1 < j < £.

If Y A(ze+1,@0,2") < 1then we can show by an argument similar to the one used in base
el
case that

ko 3—k _
v < vz +d foreachk =1, 2.

Now, consider the case when A(z¢11, @p, z;) > 0 for some 1 < j < £. Fix one such jy.
Thus, we have A(z¢1, a0, zj,) > 0. By Induction hypothesis, we also have that |V1 (Zjy) —
V2(zj,)| < d.Foreachk = 1,2,

V50 = 03 R0 £ N Az, 0, 2) - (VEE) = VITRE))

2e+1 Zi+1
/el
= U2 N0 Aot a0, 2jo) - (V(zig) = VR (Zie))
+ ) AGena.2) - (V@) = VRED)
Z/eU\{zjy}
< 03R4 Azer e, 2j) - (VE(zjy) — VPR ()
+ Y AGea,7)d
eU\{zj}
<R 4 A, a0, 25) d+ Y Az ao,2) - d
Z'eU\{zj}
=0 R0 d Y Ay a0, 2)
/el
=v3 k04 1 <V ) +d.

Since « is an arbitrary action in enabled(zy+1), we get once again that
VF(ze41) < VP (zp41) + d foreach k € {1, 2}.

Thus, we get both V! (zo41) — V2(z¢41) < d and V2(z¢11) — V' (z¢41) < d establishing the
induction step.
(End: Proof of claim) m]
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Thus, we have that d = maxzeU_|V1 (z) — Vz(z)vl < d, which is a contradiction. O
The state-indexed vector E™"(¢) = Az.e""(¢) can also be characterized as a fix point
of the following set of equations [9,28]:

y: =0 ifz € Zy
Yz =00 iff z € Costl"[¢]
. ) . (10)
Yz = MiNgcenabled(z) C(z, &) + ZA(Z7 o, z) -y otherwise
ez

However, in this case, the fix point may not be unique. E™"(¢) is the greatest fix point of
Eq. (10) [9]. Nevertheless, we can perform an additional check to see if a given solution of
Eq. (10) is indeed the function E™"(¢).

LetV : Z — Q20 be a solution of the set of equations given by Eq. (10). We start by
defining a directed graph that is obtained from M by selecting for each state, the set of actions
that potentially achieve the minimum expected costs.

Definition5 Let V : Z — Q2 be a fix point of Eq. (10). For each state z € Z\(Zyp U
CostTi"[¢]), let

argmin! = {« € enabled(z) | V(z) = C(z, @) + ZA(Z, a, ) - V(E@h}.
7’eZ
Let Hy = (Z, E) be a directed graph such that (z1,z20) € Eiffz; € Z\(Zy U
Cost?"[¢]) and 3 € argmin, st A(z1, @, 22) > 0.

The following can be proved along the same lines as Lemma 1:

Lemma3 Let M = (Z,Act, A,C, L) be a MDP and ¢ be a PCTL state formula. For
each state z of M, let egqi” (¢) be the minimum expected cost of reaching the set Zy. Let
V: Z — Q29 be a solution of the set of equations given by Eq. (10). Consider Hy as defined
in Definition 5 above. Let Z~, be the set of states 7 such that there is no path from z to any
state 7' € Zy in the graph Hy. Then

Zoo = CostTMp] & ¥z € Z.V(2) = ().

5 Exact model checking

As demonstrated in Sect. 3, approximate solution techniques can lead to unreliable results
and the incorrect analysis of systems. To rectify this serious limitation, tools such as PRISM
and STORM have implemented exact model checking engines, which make heavy use of
techniques from parametric model checking [21,23,33,34]. The idea behind these engines is
to interpret the probabilistic model (DTMC or MDP) as a finite automaton in which transitions
probabilities are described by letters of an alphabet. When one is interested in costs, states are
additionally labeled by a cost structure. Using techniques derived from state elimination [37],
one can then calculate a regular expression representing the language of this automaton. The
core idea of this translation is to eliminate a state s by increasing the probability of moving
from each predecessor s of s to each successor s of s by the probability of moving from sy to
52 when passing through s. In the case of parametric model checking, various techniques can
then be used to translate the regular expression into a rational function over the parameters
of the model. When using this approach for exact model checking, one can likewise derive
a parameter-free function that describes the property in question.
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Although they rectify the problems with approximation techniques, the exact quantitative
model checking engines implemented in tools like PRISM and STORM don’t scale as well
as their iterative counterparts. See Example 4 below and Sect. 7 for a complete analysis. The
goal of our technique, to which the remainder of this section is dedicated, is to utilize the
advantages of fast approximate model checking techniques to produce exact solutions.

Example 4 Again consider the DTMC modeling an embedded control system with the param-
eters given in Example 3. To guarantee the correctness of one’s analysis, exact solution
techniques must be employed. Unfortunately, the exact model checking engines of PRISM
and STORM do not scale well enough to analyze this example, which contains about 4.8
million states and about 44 million transitions. Under our test setup (see Sect. 7), both tools
reached a 30-min timeout when trying to analyze the properties from Example 3. On the other
hand, RATIONALSEARCH found the exact answer to both the formulae in under a minute.

We now describe our approach for exact model checking. The broad idea is to utilize
approximate solutions generated by an iterative technique, and then successively refine
these solutions to the exact solution. We begin by first describing the first ingredient of our
solution—the Kwek Mehlhorn algorithm [40] in Section 5.1. We then describe the overall
algorithm in Sect. 5.2.

5.1 The Kwek-Mehlhorn algorithm

Given an ordered set of integers of bounded size, the classical binary search algorithm can
be used to find the smallest element in the set that is larger than a given value, in logarithmic
time. Kwek and Mehlhorn [40] extend this methodology to efficiently locate the rational
number with the smallest size in a given interval. In our paper, we present a novel application
of this technique, where approximate answers to quantitative model checking problems can
be used to generate exact solutions efficiently.

Let I = [%, X] be an arbitrary interval with rational end-points. It was established [40]
that for such an interval, there exists a unique rational amin(/)/bmin({) such that for all
rational numbers % € I, amin(I) < a and bpin (1) < b. We will call amin(1)/bmin(1) the
minimal fraction of /. Further, this minimal fraction a@min(/)/bmin(/) can be found using
Algorithm 1 from [40]. The input to the FINDFRACTION procedure are integers denoting the
numerators and denominators of the endpoints of the interval I, and the output is a pair of
integers, corresponding to the numerator and denominator of the unique minimal fraction of
the input interval.

Algorithm 1 Compute the minimal rational in [%, %]

function FINDFRACTION(«, B, , §):
if |5 = L% and & ¢ Nthen
b, a < FINDFRACTION(S, y mod §, B, « mod B)
return L%Jb +a,b
else
return [%'I, 1
end if
end function
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Let Ou = {p/q | p.q € {1,...M}} N[0, 1]. For u € N, if § € Q) is contained in

: " n+1 1 . . : 1% n+1
the interval [W’ W] of length 2 then % is the unique elemlent of Oy in [W’ W]' It
turns out that § must also be the minimal element of [21";2, ’2‘;22 ], meaning it can be found

using Algorithm 1 in time O (log M).

5.2 Rational search

In this section, we explain our approach for the exact quantitative model checking of PCTL
formulas. The critical insight we exploit is that iterative techniques for solving constrained
reachability typically converge very fast and produce a precise enough answer. Using this
precise approximation, we can then effectively construct a small interval so that the minimal
fraction in the interval corresponds to an element of the exact solution vector, and thus the
Kwek—Mehlhorn algorithm can be employed to find the exact solution.

Recall that each iterative technique for approximating a set of equations, like those given
in Egs. (1) and (3), yields a different guarantee on the precision of an approximate solution.
The difference between the approximation generated by interval iteration and the actual
solution is bounded by a given € value, provided there are no errors generated by floating-
point arithmetic. Value iteration, on the other hand, comes with no such guarantees. When an
approximate solution vector contains values of known precision, like in the case of interval
iteration, one can translate it into an exact solution vector as follows. For each value ¢ in the
vector, construct the interval [g — €, g + €] and run Algorithm 1 to find the smallest rational
in this interval. Then, check that the generated rational values V* are correct by verifying
that they satisfy the fix point equations for constrained reachability and expected costs. In
addition, if the algorithm also checks that condition on the graph Gy« (or Hy~+) also hold in
accordance with Lemma 1 (Lemma 3 respectively) if we are computing max reachability
probabilities (min reachability respectively) properties. Lemmas 1 and 3, along with the
uniqueness of the fix points for the rest of the cases, imply that these checks are only satisfied
by the desired solution vector. If these checks fail for the candidate solution vector, one
obtains a more precise approximation and re-runs the procedure.

When a solution vector contains values of unknown quality, we can find exact solutions
using a similar technique. Here the idea is to “guess” a sequence intervals, with decreasing
sizes, that may contain the actual value. This process is formalized in Algorithm 2, which
takes as input the model M, a maximum precision P and a state-indexed vector V' that
approximates the exact solution vector V.

Algorithm 2 Sharpen values of unknown precision

function SHARPEN(M, P, v, &, obj):
forall p € {1, ..., P} do
forallz € Z do
@, B,y,8 < BOUNDS(p, Vi)
V*(z) < |V'(z)] + FINDFRACTION(, B, y, §)
end for
if FIXPOINT(M, V*, &, obj) then
return V*
end if
end for
return null
end function
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For a given precision p and state z, BOUNDS(p, VT (2)) returns «, B, y, 8 such that « is
the first p decimal digits of the fractional part of Vi), =107,y =a+1and§ = 8.
Observe that o/ is the rational representation of the first p digits of the fractional part
of Vf(z). From this approximation, we identify a sharpened solution vector V* using the
FINDFRACTION procedure from Algorithm 1. The procedure FIXPOINT then tests if V* is
the correct solution by checking if the equation satisfies the appropriate fix point equation
in addition to the check, if needed, required by Lemma 1 or 3. If the input vector V' is
not precise enough, then SHAPREN returns “null”, indicating that more precision is required
to infer an exact solution. The guarantees of Algorithm 2 are formalized as follows. Let
satisfying |V(z) — VP (z)| < 10~? forallz € Z be an approximate solution vector of precision
b. Then, Lemma 4 establishes that starting from a close enough approximation, Algorithm 2
finds the actual solution vector.

Lemma4 Let M be an MDP with the set of states Z. Let & be a PCTL path formula ora
PCTL state formula. Given an objective Obj € {max, min}, let V be the vector Az - p; /[S] if

& is a path formula and the vector Az - e; 1[5] if € is a state formula. Let b, P € N be such
that P > b and V’ is an approximate solution vector of precision b. If V(z) € QL J1073) for

every z € Z, then SHARPEN(M, P, V? &, obj) = V.

Proof Fix a state z and assume V(z) € Qy for M=|,/10%/2].If P>b then

SHARPEN(M, PV’ £ obj) searches for V(z) in I = [«a/B,y/8] for a, ;3, y,8 =
BOUNDS(b, Vb(z)) Now, V(z) € I since VP(z) satisfies [V(z) — VP(z)] < 10~". Further,
1| =10"" < W Due to Kwek et. al. [40], we have that an interval of size 3 Alﬂ contains at
most 1 element of Q). Clearly, FINDFRACTION(«, 8, y, 8) returns V(z) which is the unique
“minimal” elementin I N Q. m]

Using the techniques for sharpening an approximate solution into an exact value from
Algorithm 2, we can now derive a procedure for solving constrained reachability (and hence
PCTL) formulas exactly. The procedure is given in Algorithm 3, which takes as arguments an
MDP or DTMC M, a constrained reachability formula ¢ and a precision €. The ITERATION
procedure can be either of value iteration or interval iteration. Algorithm 3 begins by running
the iteration procedure up to a given precision €. If the procedure is value iteration, € is used
in the convergence criterion—absolute or relative—described in Section 3. In the case of
interval iteration, € defines the bound on the maximum error in the approximate solution
vector. The approximate solution vector V' generated by the iteration procedure is then used
by the SHAPREN procedure, which attempts to strengthen the approximate answer to an exact
one. Note the version of the SHAPREN varies according to the iterative method being utilized.
If it succeeds, the whole process terminates. Otherwise, V' is further refined by re-invoking
ITERATION with an increased € precision, and the sharpening process is repeated.

When successive approximations in value iteration or interval iteration are computed
using arbitrary precision arithmetic, the correctness guarantees of Algorithm 3 can be stated
as follows.

Theorem 1 Let M be an MDP with the set of states Z. Let & be a PCTL path formula or a
PCTL state formula. Given an objective obj € {max, mln} let V be the state-indexed vector

AZ - p 5 if & is a path formula and the vector Az - e 5 1 if & is a state formula. Then,
RATIONALSEARCH(M, &, obj, €p) (with €9 > 0) terminates and returns the exact solution
vector V.
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Algorithm 3 Rational Search

function RATIONALSEARCH(M, &, obyj, €p):
VIt INIT(M, ¢)
€ <€
while true do o
VI < ITERATION(M, &, obj, VNt ¢)
V* < SHARPEN(M, [log;o(1)1, VT £, obj)
if V* # null then
return V*
end if
Vinit - V?
€ «—€/10
end while
end function

Proof 1t is easy to see that there is a b > 0 such that, for every state z, V(z) € Qy for
N = [4/10%/2]. Now, since value iteration converges in the limit, we have that the first b
digits of Vi (z) match that of V(z) for each state z € Z, eventually. Also, in every iteration of
the loop in Algorithm 3, SHARPEN is invoked with an incremented value of P and eventually
P >0b. O

We now state the complexity of computing the exact solutions using RATIONALSEARCH.
As before, we assume that the transition probabilities are given as rational numbers.

Theorem 2 Let M be an MDP with the set of states Z. Letn = |Z|, m = |{(z, o, Z))|a €
enabled(z), A(z, «)(z') > 0}| and let § be the largest denominator in any probability value in
the transition function of M. Let & be a PCTL path formula. Let ppmin be the min{§(z, «, 7') |
A(z, )(Z') > 0}. Given an objective obj € {max, min} and let V be the state-indexed vector
az-pQE] Lett = "(’”:ﬁﬂ. Then, RATIONALSEARCH(M, &, obj, 1) makes at most O (£)
value iteration steps, O (n€?) calls to FINDFRACTION, and O (¢2) calls to FIXPOINT, assuming
arbitrary precision arithmetic.

Proof Observe that we can assume without loss of generality that there is at least one transition
probability that is contained in the open interval (0, 1) (Otherwise, the value iteration finishes
in zero steps as all probabilities are O or 1).

We will proceed as follows. We assume that the objective obj is min. We first estimate the
number of iterations k of value iteration that are required to reach an approximate solution
state-indexed vector V' of precision b such that V' can be used to obtain the exact solution
V using one call to SHARPEN based on Lemma 4..

From [19], we know that the maximum denominator (and thus maximum numerator) of any

value in {V(z)|z € Z} is less than §*". Now, the required precision b satisfies L,/ l%bj > §4m,

giving us

—8m
1070 < 5—.
- 2

Let us now estimate an upper bound on the number of steps of value iteration that are
required to guarantee that the resulting approximate solution vector ||V — V|| < 107, Here,
the norm || - || is defined to be the pointwise maximum.
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Let U = [0, 1]1% be the set of all state-indexed vectors. For a vector ¥ we denote its z!!
component by x(z). Consider the function f : &/ — U be the function such that

0 if z € Prob"[£]
if 7 € Prob""[£]

min ZA(z,a, 7)) - %(z)) otherwise
acenabled(z) ez
Z

f®) (@) =

Observe that value-iteration described in Section 3 is such that xy is the vector all of
whose components is 0, and X;+; = f(x;). The n-th iterate of f, namely f”, is a contracting
mapping (Please see Appendix A for the proof):

Claim For all vectors X, y € U,
1) = "D = gllx = 31|
where ¢ = (1 — ppr..) and pmin is the smallest non-zero probability in the description of M.
Let VI = %;., be the required approximation, obtained after i - n value iteration steps. Using,
Banach’s fixpoint theorem [12], we have
i i i

1%, — Xoll = %[l <

_ q
V=il <
V=l = 1 T -

Based on our requirement for k = i - n, we will need only one function call to SHARPEN if

i

q
l—g

—8m
<107t < 3—.
)

Let ip be an integer such that

We have that i is an upper bound on i.

. —8m 1_ .
Now ¢'0 < w iff

iglog(l1 — pr:) < —1 —8mlogd + n log pmin.

n

. —8m
Since log(1 — ppi,) is negative, we get that ¢'* < # iff

—1 —8mlogé + nlog pmin

i() >
log(1 — ppin)
Observe that pmin > 3. Thus, log pmin > —log § and hence

1og pmin - —logé
log(l — pp.) — log(l—ph.)’

Thus, qio < wzl_q) if
—1—8mlogd —nlogé

log(1 — p’r:']in)

ig >
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Using the inequality In(1 + x) < x for x > —1, we have that In(1 — p;, ) < —pj;, and
—In2 —1 1 . . . . .
hence P = Tl and hence . < o Since multiplying an inequality by

a negative number changes signs, we get that

1+ 8mlogd + nlogé - —1 —8mlogd —nlogé
pnmin B log(1 — p’rimin) .
Thus, g0 < 200 jf
1+ 8mlogd +nlogé
- .
Prin

ig >

Thus, we are guaranteed to terminate the algorithm using one call to SHARPEN after k
steps, where

. 1+ 8mlogd + nlogé n(m +n)logé
k=iy-n= 3 =0T 2EY _ o,
Pmin pmln

Now, let us analyze the calls to SHARPEN. Note that the jth call to SHARPEN has precision
P; = j. The maximum value of P; is k. Every call to SHARPEN gives rise to nP; calls
to FINDFRACTION and P; calls to FIXPOINT, giving us O (nt?) calls to FINDFRACTION and
0 (¢2) calls to FIXPOINT.

When obj is max, then please note that there is a memoryless scheduler G : Z — Act
such that for each state z € Z, pl"®*(&) = p; S (&). Consider the functions fi,h:U—->U
defined as follows:

0 if z € Prob('®™[&]
3 max
fE)(2) = 1 if z € Prob| " [£]
Z A(z,6(z2),7) - x(Z') otherwise
7’eZ
and
0 if z € Proby®™[£]
() = 11 if z € Prob"®[¢]
(X)) = o . 1
MaXyecenabled(z) Z A(z,a,7) - x(z') otherwise
ez

Observe that value-iteration described in Sect. 3 is such that x( is the vector all of whose
components is 0, and X;+1 = fo(x;) = fzi (x0)-

Now, it is easy to see that the required solution vector V is the pointwise limit
lim; s o0 f1 (xp) = lim; o f2 (x0). Further, we also have that for each i, f1 (xg) < f2 (x9) <
V and hence ||V — x;|| < ||V — f1 (xp)|]. Observe that we can show f1 is contracting with
factor 1 — pp. - exactly like the claim above. The theorem now follows similar to the case
when obj is min. O

Example 5 Our experiments show that Algorithm 3 can make non-trivial improvements to
solution quality. Consider the standard example of tossing N biased coins independently,
where each coin yields heads with probability 1/3 and tails with probability 2/3. Analyzing
the DTMC model to compute the probability of the event that 11 coins land heads, PRISM’s
floating-point model checker returned the decimal “0.000005645029269476758. Our tool
could correctly determine the exact probability to be 1/177,147 by examining with the first 12
digits of this approximate answer. This is remarkable given that the period of this fraction (and
hence its most succinct decimal representation) is almost 20,000 digits long. Moreover, the
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algorithm is able to simultaneously infer the reachability probabilities for all of the roughly
200,000 states of the model with a single fixpoint check. This illustrates another advantage
of our technique; the algorithm is agnostic of the number of initial states in the system. The
exact model checking engine of PRISM, on the other hand, currently only supports systems
with a single initial state.

6 Implementation

We have implemented Algorithm 3 in our tool RATIONALSEARCH, which is an extension of
the PRISM model checker (version 4.3.1). RATIONALSEARCH is available for download at
[8]. Before describing our integration with PRISM, we briefly describe the relevant portions
of its architecture. PRISM is a Java-based tool comprised of four solution engines, three
of which (MTBDD, HYBRID, SPARSE) are based (entirely or partially) on symbolic methods
using compact data structures like MTBDDs. The fourth engine (EXPLICIT) manipulates
sparse matrices, vectors and bit-sets directly (without any symbolic data structures).

The SPARSE engine is similar to the EXPLICIT engine in that it uses explicit data structures
for storing vectors and matrices. However, it makes use of symbolic data structures during
model construction, allowing it to efficiently remove portions of the state space that are not
reachable. This is achieved through a conjunction of the MTBDD representing the model’s
state space with a BDD representing the characteristic function for the reachable states of
the model. The MTBDD engine is based entirely on symbolic data structures. During value
iteration, the transition matrix and solution vector are both given as MTBDDs. The matrix-
vector multiplications used to update the solution vector are carried out over these data
structures. As described in [48], one drawback of this approach is that the size of the MTBDD
storing the solution vector can grow substantially as more computations are performed. To
tackle the MTBDD size explosion, the HYBRID engine combines the advantages present in
both the symbolic and explicit engines. In particular, it stores the solution vector as a fixed
size array and the transition matrix as an MTBDD (which can usually be done succinctly due
to symmetry in the model). Updates to the solution vector are carried out by operations over
these mixed-type data structures.

RATIONALSEARCH implements Algorithm 3 on top of all four engines for model checking
DTMCs against PCTL specifications. For exact model checking of MDPs, our tool RATIO-
NALSEARCH implements Algorithm 3 for all four engines when the PCTL specification
does not involve computing any max probabilities and minimum expected costs. RATIO-
NALSEARCH only supports the EXPLICIT engine for the case of max probabilities and min
rewards in MDPs, for which the fixpoint check involves additional graph-theoretic analyses
(see Section 4). The architecture of our extension is outlined in Fig. 2. It intercepts PRISM’s
routine for solving constrained reachability probabilities and expected costs, sharpening the
probabilities every time it is invoked. These engines are built using floating-point num-
bers, which can store at most 16 digits in the fractional part of the decimal expansion of
any floating-point number. Hence, the convergence criteria support a minimum € of 10719,
Our implementation, thus, bypasses the € refinement loop from Algorithm 3 and directly
invokes the procedure ITERATION for the maximum precision supported by doubles. Fur-
ther, for computing max reachability probabilities, checking whether the candidate solution
vector returned by the EXPLICIT engine is a fixpoint, we do not take recourse to Lemma 1.
Instead, we take advantage of PRISM’s ability to return a candidate memoryless scheduler
that achieves the maximum reachability property. The candidate scheduler G returned by
PRISM is a proper scheduler, whose definition we articulate below.
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Fig.2 RationalSearch Architecture: Given a PCTL formula ¢, PRISM (equipped with CUDD) approximates

the solution using value/interval iteration. The SHARPEN procedure uses this approximation V' and employs
FINDFRACTION, in conjunction with the rational extension to CUDD (CUDD + GMP), to generate a candidate

rational vector. If this candidate rational vector satisfies an appropriate fixpoint check, it is guaranteed to be

correct. Otherwise, the process is repeated with a better approximation

(Z,Act, A,C, L) be a MDP and ¢, ¢’ be PCTL state formu-

Definition6 Let M =
las. A memoryless scheduler & for M is said to be proper for M, ¢, ¢’ if for each
..., 2¢ such

7 € Z\Proby™[¢ U ¢'1U Prob "™ [¢ U ¢'], there is a sequence of states zj,

that
-21=3
— z¢ € Prob™[¢ U ¢'], and
— A(zi, 6(2), zi+1) > 0foreach 1 <i < £.
In order to check whether a given candidate solution, V, to the set of Egs. (7) is indeed the
actual exact solution V = Az - p™"(¢ U ¢’), it suffices to check that the proper scheduler,
0 U P U

G, returned by PRISM is such that &(z) € argmax\;’ for every z € Z\Prob

Prob™[¢ U ¢'] :

Proposition 1 Ler M = (Z, Act, A, C, L) be a MDP, ¢, ¢' be PCTL state formulas and &
a proper memoryless scheduler for M, ¢, ¢'. For each state z of M, let p7"™(¢ U @) be
the maximum probability of satisfying ¢ U ¢ in M. Let V:z—> [0, 1] be a solution of the

set of equations given by Eq. (7). Suppose further that
V() =) Az, 6(2). 7)) - V) for each z € Z\Proby ™[ U ¢'1 U Prob ™[ U ¢'].

ez

ThenVz € Z, V(z) = p"™(p U ¢).
Proof AsV = Az - pI®™(¢ U ¢') is the least fix point of Eq. (7), we have that for each state

z€Z,
pS@UP) < P
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Thus, it suffices to show that p6 (pU P = \7(z) foreach z € Z.
Let propy, propy be distinct propositions. Given a proper memoryless scheduler &

for M, ¢, ¢’, let Mf¢, = (Z,Act, A, C, LS) be the DTMC such that A®(z,7)) =
A(z,6(2),2), L9(2) = {propy} if M,z = ¢ and LE(2) = {propy} if M,z |= ¢'.
It is easy to see that pzG (¢ U ¢) is exactly the probability of z satisfying the formula
propy U propy in Mf " Observe further that from the fact that & is proper, the set
of states of ./\/lf py that satisfy propy U propg with probability O (1 respectively) is

exactly the set ProbJ®*[¢ U ¢'] ( Prob[™®[¢ U ¢'] respectively). Since M® is a DTMC,
Ve =)z pf’ (¢ U ¢') is the unique solution to the set of equations:

Y =0 if z € Prob]"™[¢ U ¢']
Y= ifz cProb™ (el |
yo= ) A%G@ ) yr =) AR 7))y otherwise

Jez Jez

Finally, observe that Vis a solution to the above Eq. (11). Hence, we must have pz6 QU P =
\7(z) foreach z € Z. ]

Among the four engines, EXPLICIT is the only one implemented entirely in Java. To support
the EXPLICIT engine, our tool uses the libraries JScience [7] and Apfloat [4] to construct the
transition matrix using rational entries, perform matrix-vector multiplications for the fixpoint
check in Algorithm 3, and implement the Kwek—Mehlhorn algorithm (Algorithm 1).

PRISM implements the remaining three engines using an extension of the CUDD library
[5]. The off-the-shelf version of CUDD only supports floating-point numbers at the terminals.
RATIONALSEARCH enhances CUDD by allowing terminals to hold either floating-points or
arbitrary-precision rational numbers provided by the GNU MP library [6]. Our extension
allows the data type at a terminal node to be easily interchanged, and the full suite of MTBDD
operations can be performed regardless of the data type.

RATIONALSEARCH makes use of this extended CUDD functionality in the following man-
ner. When the model is parsed, it constructs two transition matrices, one with doubles at
the terminal nodes and one with rationals. The procedure ITERATION uses double-precision
transition matrix to generate a double-precision solution vector. RATIONALSEARCH trans-
lates this solution vector into a candidate solution vector stored as a rational MTBDDs using
SHARPEN. The fixpoint check from SHARPEN can then be performed by an MTBDD matrix-
vector multiplication between rational MTBDDs.

Algorithm 3 has also been integrated into the STORM model checker. Their implemen-
tation? differs from ours in that it supports running ITERATION with both floating-point and
arbitrary-precision numbers. It begins by running value iteration using floating-point num-
bers and attempts to infer and exact solution from the approximation. If double-precision is
determined to be insufficient for extracting the precise solution, the approximation engine is
re-invoked using arbitrary-precision numbers. Another significant difference in the STORM
implementation is that STROM uses the Sylvan [24] MTBDD library instead of CUDD.
Sylvan provides built-in support for arbitrary precision arithmetic.

3 Information about the implementation of Algorithm 3 in STORM was obtained through private email
conversations with the developers.
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7 Evaluation
7.1 Setup

We evaluated our tool against examples involving quantitative reachability and costs from
the PRISM benchmark suite and case studies [2,3] and compared the results with the exact
parametric engines implemented in PRISM and STORM. In particular, we used version
4.3.1 of PRISM and version 1.0.0 of STORM. Our tests were carried out on an Intel core i7
dual-core processor @2.2 GHz with 8 Gb RAM running macOS 10.12.4.

7.2 Benchmarks

Our focus has been to evaluate the performance of our technique on different probabilistic
models (MDPs and DTMCs) against different objectives (Reachability, Cost, full-fledged
PCTL). Our PCTL examples, in particular, have been crafted from scratch. Our benchmarks
have been selected from the PRISM benchmark suite and case studies [2,3] by keeping
some key objectives in mind. First, in order to stress-test our technique, we tried to choose
benchmarks with large state spaces. In fact, most of our benchmarks have state spaces of the
order of 10°-10°. Second, we also selected some benchmarks (for example, biased coins,
ECS, leader election) for which the probability values corresponding to the properties have
high precision, that is, their decimal representation requires many digits. We believe that such
benchmarks demonstrate the need for exact model checking, as well as, the effectiveness of
our technique in determining the correct rational representations of the probabilities. In this
process of benchmark selection, we omitted benchmarks for which the resulting answers are
trivial (either O or 1 probability) or those for which our technique could not result in a fix
point. We recall that due to floating-point errors, PRISM’s approximate answer may never
get close enough (in a precise sense stated in Theorem 1, Sect. 5) to the actual exact answer
(despite an arbitrary number of iterations) and as a consequence, RATIONALSEARCH may
declare that it did not find an exact answer. We note that our tool never reports an incorrect
answer.

7.3 Performance overhead

We examined the overhead incurred by RATIONALSEARCH’s extension of PRISM. The results
are given in Table 1 for the approximation engines EXPLICIT, MTBDD and HYBRID of PRISM.
Due to the similarity between the EXPLICIT and SPARSE engines, we chose to only report
metrics for the former. In Table 1, all of the tests were conducted using value iteration
as the approximation scheme. The overhead incurred for interval iteration is similar and
thus not reported. The quantitative properties tested against in two of the MDP benchmarks
(‘Fair Exch.” and ‘Dice Coin’) involve computation of max probabilities. Recall that RATIO-
NALSEARCH supports this combination only for the EXPLICIT engine, and as a result, the
corresponding entries in columns 8—11 (MTBDD and HYBRID engines) are marked ‘-’ for
these benchmarks.

On several examples with large state spaces, the EXPLICIT engine fails with an out-of-
memory exception. This can be attributed to the fact that the implementation stores two
copies of the transition matrix in memory. On all the examples where EXPLICIT fails, the
symbolic engines (MTBDD and HYBRID) find the solution quickly, typically with an overhead
of less than 50%. For the examples on which the EXPLICIT engine did not encounter an
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out-of-memory exception, overhead times where much higher. One major reason for this
difference is that the EXPLICIT engine stores the solution vector as an array. Further, in this
case, RATIONALSEARCH runs the SHARPEN procedure for each element of this array, thus
resulting in redundant computation when a number appears multiple times. By contrast, the
symbolic engines perform symmetry reductions on the data structures and store only distinct
values at the terminal nodes of the solution vector. As a result, SHARPEN needs only be run
once for each terminal node.

An encouraging observation from our results was that the overhead times did not vary

drastically with the size of the model or the type of property being checked. In particular,
both PCTL properties that we examined required solving three instances of constrained
reachability properties. In spite of this, the overhead induced by RATIONALSEARCH on these
examples remained consistent with the other examples.
Comparison with exact engines We also compared RATIONALSEARCH with the exact engines
implemented in PRISM and STORM. The results are reported in Table 2. The existing exact
engines of both PRISM and STORM were invoked with the -exact flag. In addition,
STORM also uses the flag -minmax:method pi. RATIONALSEARCH was run with the
underlying HYBRID engine and value iteration with absolute convergence criterion (with
e = 1079 as the underlying approximation scheme. We set javamaxmem=4g and
cuddmaxmem=4g wherever applicable. As before, Table 2 does not include benchmarks
‘Fair Exch.” and ‘Dice Coin’ from Table 1. This is because these benchmarks are MDP mod-
els, and the specifications to be tested involve computation of max probabilities, which the
HYBRID engine of RATIONALSEARCH does not currently support.

RATIONALSEARCH drastically outperformed PRISM’s exact engine; in many cases, by
several orders of magnitude. For about half of the examples, PRISM’s exact engine reached
the 30-min timeout. In every case, RATIONALSEARCH was able to find the exact solution in
a matter of seconds. The comparison with the STORM tool is more competitive. For the
majority of the small and medium-size examples (IPv4, Fair Exchange, Firewire, Dining
Philosophers), the running times for both engines were within the same order of magnitude.
However, the performance benefit of RATIONALSEARCH became apparent with large models
(Biased Coins, Dice, ECS). RATIONALSEARCH achieved a 200x speed-up on the example of
the biased coins and 45x speed-up on the dice example. For the embedded control system
example, RATIONALSEARCH returned a solution in a matter of seconds while both PRISM
and STORM hit the 30 min timeout.

In order to check the scalability of each of the exact engines, we also compared the running
times on specific models (Biased Coins and Dice) where the number of states is governed
by parameters that can be tuned to change the size of the underlying models. The results
are depicted in Fig. 3, where we use an approximate engine of PRISM as a baseline for our
comparative analysis. Several interesting observations can be made here. As expected, the
approximate engine of PRISM is the fastest. Since, RATIONALSEARCH is crucially tied to the
approximate engine(s) in PRISM, it is not surprising again, that (RATIONALSEARCH) scales
very well on large models, with comparable performance to the underlying approximate
engine because of the low overhead our technique imposes. While the existing exact model
checking engines in PRISM and STORM do perform well when the models are small, the
performance quickly degrades when the models become reasonably large (the scale is a
logarithmic scale). This clearly demonstrates the power of the insight that the approximate
answers from fast iterative model checking techniques can be utilized to obtain exact rational
solutions with only a little overhead.

Comparison of iterative techniques. The final goal of our evaluation was to determine which
approximation technique, amongst value iteration and interval iteration, could be more effec-
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Fig. 3 Scaling Comparison. Running times for various model checking engines on the biased coins (left)
and dice (right) examples. In both graphs, the values on the x-axis represent the parameters of the given
model, and the values on the y-axis represent the running times (in logy( scale). The configuration options for
RATIONALSEARCH, PRISM Exact and STORM exact identical to those in Table 2. PRISM approx was invoked
using the same base options as RATIONALSEARCH. No data point is given for PRISM Exact with parameter
six on the dice example as a 30-min timeout was reached

tively integrated with Algorithm 3. In particular, we compared the two approaches for speed
and the quality of their approximations. The results are given in Table 3. We integrated
RATIONALSEARCH with the implementation of interval iteration in PRISM from prior work
[11], available at [1].

To our surprise, we found that the interval iteration implementation from [1] did not always
produce an approximate solution within the specified € threshold. In particular, for the dice
example under parameter six, the approximations for both € = 107® and € = 107! were
not within the given threshold. This resulted in RATIONALSEARCH not being able to infer
an exact solution. Several other examples also suffered from this symptom. Although the
approximate probabilities for the initial states were precise enough, poor approximations for
the other states in the solution vector prevented RATIONALSEARCH from finding an exact
solution.

The accuracy and precision of solution produced by approximation techniques varied
according to the € threshold and the iterative technique used. Although we have not reported
the numbers in Table 3, there are also examples for which the approximations for value
(interval) iteration differ across the solution engines (for the same value of €). In spite of the
difference in the approximations, RATIONALSEARCH is able to infer an exact solution for all
of these different approximations.

In terms of speed, we observed only a small variance in the performance of the two
techniques on the benchmarks we used. In most cases, value iteration slightly outperformed
interval iteration. The difference is primarily a result of the extra cost incurred by interval
iteration to perform the additional pre-processing steps it requires. This cost outweighs the
savings afforded by the version of SHARPEN used with interval iteration that requires only
a single fixpoint. In addition, our benchmarks did not identify any examples for which the
improved precision of interval iteration allowed RATIONALSEARCH to infer an exact solu-
tion where value iteration could not. The preceding observations, in conjunction, lead us to
conclude value iteration is the more effective partner for Algorithm 3.
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8 Conclusion

Techniques for exact model checking allow one to avoid logical errors in system analy-
sis that can arise due to approximation techniques. We presented an algorithm and tool,
RATIONALSEARCH, that computes the exact probabilities described by PCTL formulas for
DTMCs and MDPs. Our tool works by sharpening approximate results obtained through
value iteration, allowing it to benefit from the performance enhancements gained through
approximation techniques. Our experimental evaluation concurs with this hypothesis, and
shows that our approach often performs significantly better than existing exact quantitative
model checking tools while also scaling to large model sizes. We believe there are also perfor-
mance enhancements that can be achieved by a tighter integration with the Kwek—Mehlhorn
algorithm, wherein computations from previous iterations can be reused.

Acknowledgements We thank the anonymous reviewers for their useful comments. In particular, we would
like to thank the reviewer who pointed out that it is insufficient to check that a proposed solution was a solution
to a system of linear equations when computing max reachability probabilities and min expected costs.

A Proof of the claim in Theorem 2

It can be shown easily that f is non-expanding, i.e, for any X1, X € U,
I1f(x2) = fFGeDI < [1x1 — X2].

We will assume without loss of generality that Probrlnm [£] consists of exactly one element
zo. Further, we assume that Probg""[£] consists of at least 1 element as otherwise the claim

is trivially true. ) )
Let Z° = Z\(Prob{"[£] U Prob{""[£]). For X € U,z € Z’ and « € enabled(z), we

denote the sum Z Az, a,7) - () by hz.; . By definition

7’eZ

fX) @)= min  hg 4.
a€enabled(z)

Fix X,y € U. The definition of Z’ implies that for any scheduler &, the probability
of reaching z¢ from a state z € Z? is not zero. From this, there it follows that there is an
enumeration z;, z2, . . . z» of Z” such that for any 1 <i < r and any action @ € enabled(z;),
A(zi,a,z;) > Oforsome 0 < j <.

We will show by inductionon 0 <i <r,

|F @ @) = TG ED] S (= philIE = 11

Observe that this suffices to conclude the claim since this implies for any z; € Z°,

1 ®) @) — ")l < 1T @ @) — G el
< (1= pllE =3Il <= pholiE = Jll.
Now we show, by induction, that for each 0 < i < r, |fIt (X)) (z) — I D) ()] <

(1 = pi)[1X = 311
Base case: The base case is trivial since f(x)(z0) =1 = f(y)(z0)-
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Induction hypothesis: Let | f™1(X)(zi) — fT (@)l < A — pli)IIE — | for each
0 < i < £.Fix B € enabled(zg+1). Denote the set {zg, z1, - - - , z¢} by Z¢. We have that

e anp = D AGer. B.2) - fH@E)

7’eZ
= h 2y g + D Ao, .2 - (ST OE) = T OHIED)
7’eZ
=hpgnp+ Y Ao B, - (FTEOE) - T HED)
7€z
+ D Al B, (FTEE) = T HE Y.
Z’EZ\Z[

Now, note that (1 — pﬁnin) <(1- pﬁ“n) foreachi < €. Thus, we get by induction hypothesis,

hf”z(i),zul,ﬂ = hﬂﬂ(;)yuﬂ,ﬁ +(1 - pﬁ\in) Z Azey1, B.2) - [IX = ¥l

7’eZy
3 AGe 8D PP EOE) - T GHED.
Z’EZ\Z[
As f is non-expanding, we get that

By @z < ey cnp + (= Prin) Y AGerr, B,2) - 115 = 3]

Z’GZ@

+ ) AGe, 8,2 - 1IE =l

'eZ\Zy
<hpragy s T IE=FI- Y A, B,2)
JeZ
— PrinlE =11+ Y Alzerr, B.2)
7’eZy
< hyeiagy . p % =TI = Pl Y AGerr, B, 7).
7'eZy
By construction, 3. c7, A(ze+1, B, 2)) = pmin and hence

- - (+1
h g2 s) 28 < Ppevyzen.p 1% = I = priDIl-

Now, we have that

(42 +1
f+ +

(O (@e1) Shgperrizy 28 < hpeg) 0.8 T 1I1E =Y = pgOIlL

As B is arbitrary, the above inequality also holds for the g that minimizes h je+25) -, -
Hence,

FP2@ o) < F2E) o) + 1F = FII = pEEh].
Similarly, we can show that

F2M) @es) < £ @) (o) + 11F = FI = pEED]L.
Thus, we get

1FE2 @) es1) — £ @] < (1= pEhE — 3|

as required.
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