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Abstract
We present an information-theoretic interpretation of quantum formalism based on a 
Bayesian framework and devoid of any extra axiom or principle. Quantum informa-
tion is construed as a technique for analyzing a logical system subject to classical 
constraints, based on a question-and-answer procedure. The problem is posed from 
a particular batch of queries while the constraints are represented by the truth table 
of a set of Boolean functions. The Bayesian inference technique consists in assign-
ing a probability distribution within a real-valued probability space to the joint set 
of queries in order to satisfy the constraints. The initial query batch is not unique 
and alternative batches can be considered at will. They are enabled mechanically 
from the initial batch, quite simply by transcribing the probability space into an aux-
iliary Hilbert space. It turns out that this sole procedure leads to exactly rediscover 
the standard quantum information theory and thus provides an information-theoretic 
rationale to its technical rules. In this framework, the great challenges of quantum 
mechanics become simple platitudes: Why is the theory probabilistic? Why is the 
theory linear? Where does the Hilbert space come from? In addition, most of the 
paradoxes, such as uncertainty principle, entanglement, contextuality, nonsignaling 
correlation, measurement problem, etc., become straightforward features. In the end, 
our major conclusion is that quantum information is nothing but classical informa-
tion processed by a mature form of Bayesian inference technique and, as such, con-
substantial with Aristotelian logic.
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1  Introduction

Basically, data are stored in a definite register, but in 1948 Shannon [1] construed a 
sequence of symbols as a stochastic process, giving rise to information theory. He 
thus joined the core concepts of thermodynamics, revealed by the pioneering work 
of Lèo Szilard on Maxwell’s demon dating back to 1929 [2, 3], opening a new hori-
zon sometimes viewed as the ultimate explanatory principle in physics [4, 5]. Now-
adays, classical information theory focuses essentially on uncertain discrete varia-
bles. In 1957, Jaynes incorporated the Shannon’s concept of entropy in the Bayesian 
inference theory [6]. Later, contemplating quantum mechanical formalism, Jaynes 
noted in 1989 [7] that this formalism is strongly reminiscent of the Bayesian model. 
C.  Rovelli considered in 1996 a reformulation of quantum mechanics in terms of 
information theory [8]. More explicitly, Caves et al. [9] proposed in 2002 in a semi-
nal paper especially endorsed by Mermin [10], to understand quantum probability 
within a Bayesian framework. Fuchs coined the term “QBism” [11] for “Quantum 
Bayesianism” to describe this view.

1.1 � Motivation

In this paper, we propose an explicit framework to implement the concept of 
“QBism”. We start from a logical system subject to logical constraints and regard 
calculation as a Bayesian estimation [12] of the variables involved. This means 
applying probability theory as an alternative tool to solve the problem, although the 
uncertainty about the solution sought has nothing to do with that of a conventional 
random issue. This nevertheless works because standard probability laws are just the 
extension of Aristotelian logic rules to cases where the variables are uncertain, as 
pointed out by Cox [13] and Jaynes [6]. Technically, this implies taking probabilities 
for the very unknowns of the problem instead of the variables themselves and next 
equating the calculation to a problem of inference.

Let us start with an informal draft of the model.

1.2 � Quantum Information in a Nutshell

We consider quantum information as a technique for analyzing a logical system 
under constraints, represented by the truth table of a set of Boolean functions. As a 
result, the system behaves like a memory containing a maximum of (say) N bits of 
information. The issue is to extract this information. The classic solution would be 
to consider once and for all the relevant Boolean variables and to use a discrete algo-
rithm to find their truth values.

By contrast, we consider the memory as whole and address all possible binary 
queries, introducing a question-and-answer procedure. The problem remains never-
theless initially posed from a particular batch of N dichotomous queries and there-
fore represented by a particular batch of N Boolean variables. Technically, they 
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display a set, say Ω , of 2N distinct classical states, � . These classical states span a 
real-valued probability space, say P , of dimension 2N as

The Bayesian inference technique consists in estimating the probability ℙ(�) of the 
classical states to be valid, given the constraints regarded as prior information. This 
is achieved very simply, roughly by assigning a probability 1 to the Boolean con-
straints required to be valid and a probability 0 to the Boolean constraints required 
to be invalid. Then, we can calculate the probability ℙ(�) of the classical states � by 
solving a linear system in the probability space P . As a result, the Bayesian expecta-
tion of any Boolean function and more generally of any linear combination of clas-
sical states, called observable, are immediately computed as a linear combination of 
classical state probabilities.

Even if we start from a particular batch of queries, this initial batch is by no 
means the only one and other batches can be addressed at will. They are necessary 
anyway to exhaust the set of all relevant observables because each particular observ-
able calls for a specific batch of queries.

A major novelty of the model is that every new query batch can be enabled from 
the initial batch quite simply, by introducing an auxiliary Hilbert space, say H , as

and then, transcribing the initial probability space P into H . It turns out that each 
new basis in H defines by reverse transcription a new query batch in a new prob-
ability space P′ . Thus, it is easy to enable any query batch, merely by changing the 
basis in H.

For convenience, the memory is called Bayesian theater while the set of con-
straints is called Bayesian prior. In addition, a batch of N dichotomous queries is 
called an observation window and especially, the initial batch is called the source 
window. When the queries are independent, the window is called “principal”. Other-
wise, the window is said to be “twisted”.

This construction completely rediscovers standard quantum information theory 
while completely ignoring this theory (with the exception of terminology, kept for 
clarity).

1.3 � Main New Results

Listed below are the main new insights provided by the model in both quantum 
information and Bayesian inference theories. Some of these are very surprising 
because they are at odds with current beliefs.

P = Span
�∈Ω

(�)

H = Span
�∈Ω

(��⟩),
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1.3.1 � Nature of Quantum Information

The major point is that quantum information is nothing but classical information 
processed by an elaborate Bayesian inference technique. It is the relevant tool for 
managing the responses to a set of binary queries. Its scope is therefore universal, 
well beyond physics.

1.3.2 � Major Feature of Bayesian Representation

The Bayesian representation of a single Boolean variable is very different from its 
deterministic representation. The main reason is that in this latest case, its expression 
is determined in advance. By contrast, in the Bayesian representation, the Boolean 
variable has no reason to coincide with a specific query of the current window. As a 
result, it is generally represented by a set of 2N joint probabilities corresponding to 
the classical states generated by the N queries of the question-and-answer procedure.

1.3.3 � Entanglement

Entanglement is in no way a characteristic of the system itself, but only expresses 
that the current binary queries are not mutually independent. In other words, entan-
glement is the aftermath of a twisted information window. Therefore, the concept of 
entanglement is not per se an intrinsic resource but a Bayesian artifact that expresses 
the non-independence of the current batch of variables. This seems surprising since 
it is often believed that entanglement is intrinsic and therefore cannot be changed by 
changing the observation window. But this is only true for local operations and clas-
sical communication (LOCC) and not in general. Among all observation windows, 
there is at least one optimal batch in which the queries are mutually independent. In 
this particular window, called “principal window” as opposed to “twisted window”, 
the problem is strictly classical.

1.3.4 � Measurement

A measurement is defined naturally as the Bayesian estimate of an observable, which 
solves the so-called “measurement problem” as previously stated by Caves et al. [9]. 
Retrieving all the information stored in the memory usually requires several obser-
vation windows, but in return, this often generates some redundancy expressed by 
the uncertainty principle.

1.3.5 � Uncertainty Principle

The iconic uncertainty principle expresses simply the obvious fact that it is impos-
sible, by using two observation windows, to retrieve more information than is stored 
in the memory. Quantitatively, the uncertainty principle is expressed by standard 
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entropic bounds, namely the Maassen and Uffink [14] and the more precise Frank 
and Lieb [15] inequalities. Now, the present model provides a concrete and intui-
tive basis for these relationships. They are by no means a mysterious property of the 
quantum world.

1.3.6 � Observables

Observable are computed as linear combinations of classical state probabilities. 
The existence of non commutative observables is a trivial consequence of the fact 
that each particular observable calls for a specific batch of queries and therefore is 
defined with respect to a specific observation window, called its “proper window”.

1.3.7 � Gauge Group

The gauge group is the symmetry group of the Hilbert space H , expressing non-
uniqueness of the transcription of the Bayesian probability state into H . It turns 
out that this group is just another expression of the Bayesian prior, up to contextual 
parameters. In other words, symmetry of H is enough to describe the system. The 
model provides an explicit derivation of the gauge group as a combination of uni-
tary and antiunitary operators. While antiunitary operators play an important but 
somewhat mysterious role in standard physics, they are now naturally introduced 
into the current model.

1.3.8 � Window Contextuality

The window contextuality is the free choice of a particular batch of binary queries 
and gives rise to the famous “paradoxes”, like violation of Bell’s inequalities, per-
fectly rational in the present model. The model provides a concrete and intuitive 
basis for the contextually dependent aspects of quantum objects. Technically, the 
changes of binary queries, a priori complicated in the probability space P , are sim-
ply expressed by unitary operators acting on the Hilbert space H.

2 � Background

This section introduces the memory accessible by a question-and-answer procedure 
and depicts its organization as a Kolmogorov probability space.

2.1 � Classical Register

A classical register is a finite set � capable of storing classical information. We will 
only deal with binary degrees of freedom.
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Definition 1  (Discrete degree of freedom) A discrete degree of freedom is one 
dichotomic choice.

2.2 � Boolean Algebra

First, we must assign a query to each degree of freedom. We identify the classical 
register with a binary Boolean algebra, still denoted by � , with a batch of N Boolean 
variables �i , for i ∈ [[1, N]] taking value in {0, 1} . We adopt the symbol “1” for 
“valid” and “0” for “invalid”. We name complete assignment, x, a full assignment to 
the N variables and partial assignment an assignment to less than N variables. We 
note �i the negation of �i . Finally, we call literal a variable or its negation. Obvi-
ously, this choice is a matter of gauge since we could rename �i = �i and �i = �i . 
Let us term “discrete Boolean gauge” this choice. This initial allocation is done once 
and for all and its simultaneous inversion for all variables is simply a change of 
terminology.

Definition 2  (Discrete Boolean gauge) The discrete Boolean gauge is the initial allo-
cation of a Boolean variable or its negation to all N degrees of freedom.

Given two Boolean formulas �1 and �2 , it is convenient to note (�1;�2) (with a semi-
colon) the conjunction �1 ∧ �2 and (�1, �2) (with a comma) the disjunction �1 ∨ �2 . We 
name partial requirement a partial register of literals, that is a conjunction of liter-
als, e.g. (�i;�j;�k) and complete requirement (or classical state), � , a conjunction 
of N literals, e.g. � = (�1;�2;… ;�N) , which is satisfiable by a complete assign-
ment x� , e.g. x� = (1;0;… ;1) . Clearly, there are 2N different complete assignments 
and therefore 2N complete requirements. In multivariate information analysis [16] 
these complete requirements are called atoms and the particular atom labelled 
�0 = (0, 0,… , 0) is referred to as the empty atom. Clearly, the fact that a particu-
lar atom is the empty atom depends on the discrete Boolean gauge, Definition (2). 
Throughout this paper, we will use indifferently the terms “complete requirement”, 
“classical state” or “atom”. Let Ω

(def)
= {�} denote the set of classical states.

On the other hand, with up to N variables, it is possible to construct 22N different 
Boolean formulas, 𝖿 ∶ Ω → {0, 1} , described, e.g. as full disjunctive normal forms, 
i.e. reunion of complete requirements. Thus, any Boolean function can be described 
as a disjunction (�1,�2,… ,��) of � ≤ 2N classical states �i . In particular, the tau-
tology I ∶ Ω → {1} corresponds to the reunion of all 2N classical states.

2.3 � Bayesian Algebra

We propose to treat any Boolean function as a random event and account for the con-
straints by a set of equations between the probabilities of the relevant requirements 
(partial or complete), as explained below in Sect. (3.1). For this, we use the Bayes-
ian theory of inferences [6] and regard henceforth the Boolean variables �i as ran-
dom variables taking values on the alphabet {0, 1} . We will name Bayesian algebra 
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such a mathematical object composed of a classical Boolean algebra endowed with a 
Bayesian probability structure.

In general, the hypotheses are specified by a set of constraints. We regard these 
constraints as a Bayesian prior, that is an ensemble of definite conditions, say ( Λ ), 
e.g, a set of Boolean formulas compelled to be valid or invalid. We will see that it 
is convenient to consider more generally a linear combination of Boolean classical 
states in the probability space. Now, the probability of any event will be conditional 
on (Λ).

2.3.1 � Kolmogorov Probability Space

The basic sample set is the ensemble Ω = {�} of all mutually exclusive 2N complete 
requirements, labelled by the 2N complete assignments x� . Since the cardinality of 
Ω is finite, the power set �(Ω) , of cardinality 22N , is a sigma-algebra T  , pointwise 
identical to the ensemble of all Boolean functions. This means that any event is 
just a Boolean formula, that is a finite set of atoms. Next, we have to introduce an 
unknown probability measure ℙ on T  conditional on (Λ) . Finally, the Kolmogorov 
probability space associated with the prior (Λ) is (Ω, T,ℙ).

In general there is a number of probability distributions ℙ compatible with 
a prior (Λ) . We will define later the selection of a single solution as the “source 
contextuality”.

2.3.2 � Notation

Throughout this paper, we will specifically name unknowns the conditional prob-
ability of complete or partial requirements, not to be confused with the variables or 
Boolean functions subject to randomness. Except when mentioned otherwise, we 
will use a shorthand to describe the unknowns, namely ℙ(i) for ℙ(�i = 1|Λ) , ℙ(−i) 
for ℙ(�i = 0|Λ) , ℙ(i; − j) for ℙ(�i = 1;�j = 0|Λ) , etc. (for i, j⋯ ∈ [[1, N]] ). Simi-
larly, we will use ℙ(�) for ℙ(� = 1|Λ) . We will often call partial probability an 
unknown like ℙ(i; − j) with less than N literals and complete probability an unknown 
ℙ(�) with N literals. An unknown labeled k without further detail will be denoted 
by pk , e.g. we may have pk = ℙ(i; − j) . An array of unknowns will be denoted by 
p = (pk).

For clarity, we use most of the time the term “classical” in its usual acceptation, 
as opposed to “quantum”, although this term remains vague at this stage.

2.3.3 � Observation Window

Up to Sect. (4.1), we ignore communication channels and only consider a single 
viewpoint. This means that we are given a classical register and investigate what we 
can infer from the known assumptions. All parameters, either input data in the prior 
(Λ) or observable entries (q�) , rely to a single batch of binary variables, what we call 
a single observation window. We will discuss later the possibility of reformulating 
the same problem by using other batches of queries, that is, in our terminology, other 



	 Foundations of Physics (2023) 53:58

1 3

58  Page 8 of 59

“observation windows”. This defines the concept of general system and requires the 
construction of transition mappings between successive windows: Eventually, the 
reunion of all windows within a global atlas, that we call a “Bayesian theater” will 
make use of a complex Hilbert space endowed with a density operator. We will refer 
to the initial static issue as the source observation window.

2.3.4 � Universal Equations

Since the probability laws are just an extension of Aristotelian logic the following 
relations are universal:

etc. where i, j, k,… are signed integers and |i|, |j|, |k|,⋯ ∈ [[1, N]] are distinct.
Note that accounting for Eqs. (2, 3, 4, etc.), Eq. (1) implies that

2.3.5 � Bayesian LP System

To secure the unknowns to be indeed probabilities, the relevant universal equations 
must mandatory be added to the constraints. As a result, the LP problem considered 
in Sect. (3.1) below is specific, as opposed to a general LP system. Its solutions are 
indeed in the interval [0, 1] and its specific polytope will prove to be a simplex. It 
will be called “Bayesian LP system”.

3 � Source Observation Window

This section poses the logical issue at hand. We start with a particular batch of que-
ries, referred to as the “source window”. The problem is defined by a set of hypoth-
eses to be satisfied. In the present Bayesian model, they are viewed as a prior, say 
(Λ) . In principle, the prior is composed of Boolean formulas, that is events of the 
sigma-algebra T  , required to be valid or invalid. However, beyond Boolean formu-
las which can take only two values, it is convenient to use a more general concept, 
namely, “observables”.

Definition 3  (Observable) An observable Q is a real-valued function of the classical 
states on the register, defined as

(1)ℙ(±i; ± j; ± k;…) ≥ 0

(2)1 = ℙ(i) + ℙ(−i)

(3)ℙ(i) = ℙ(i; j) + ℙ(i; − j)

(4)ℙ(i; j) = ℙ(i;j;k) + ℙ(i;j; − k)

(5)0 ≤ ℙ(±i; ± j; ± k;…) ≤ 1.
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We will denote the array (q�) by q . Notice that while the set of Boolean func-
tions T  is closed under complement, unions and intersections, the set of observables 
is closed under linear combinations and is in fact nothing else than the dual of the 
probability space. This will be detailed in Sect. 3.2 below.

3.1 � Linear Programming Problem

Bayesian inference of the variables consists in calculating their probability from 
the prior. To ensure that the solutions are indeed probabilities, we must first 
include in the prior the relevant universal equations, Eqs. (2, 3, 4, etc.). Next, we 
propose that the prior be simply incorporated by assigning a probability of 1 to 
logical functions required to be valid and a probability of 0 to logical functions 
required to be invalid. For instance, a partial requirement (�i;�j;�k) , compelled 
to be valid or invalid in the Boolean algebra, is trivially encoded as ℙ(i; − j;k) = 1 
or 0 respectively. A Boolean function defined as a disjunction of classical states 
� = (�1,�2,… ,��) and required to be valid or invalid in the Boolean algebra, is 
encoded as 

∑
i ℙ(�i) = 1 or 0, because the classical states, �i , are disjoint, etc. In 

this way, any logical constraint is translated into a linear expression, that is to 
say, an observable.

Subsequently, the full prior, comprising both the specific equations and the rel-
evant universal constraints is formulated as a linear programming (LP) problem 
in stack variables [17] within a convenient real-valued vector space.

Proposition 1  The Bayesian probability pi are the solution of a LP system,

where p = (pi) is a real-valued positive unknown vector, A = (aj,i) a real matrix and 
b = (bj) a real vector, while p ≥ 0 stands for ∀i, pi ≥ 0.

The number of unknowns pi , say n, is based on the particular formulation, that 
is the partial and complete probabilities explicitly involved. In explicit compu-
tation, it is crucial to have a minimum set of unknowns. On the contrary, for a 
theoretical discussion, it is necessary to take the full set of complete probabilities 
as unknowns, even if the number n = 2N is exponential in N. We will adopt this 
choice from Sect. (3.2). Let m > 0 denote the number of rows of the matrix, so 
that A is a m × n matrix. We will assume that the non-independent rows have been 
eliminated and that m is also the rank of the system.

It remains to complete the computation by solving this LP problem, Eq. (7). A 
feasible solution is a numerical vector of unknowns, p, that satisfies the prior (Λ) , 
that is Eq. (7), and therefore defines a probability distribution ℙ on the sample set 
Ω and thus a probability measure on the sigma-algebra T .

(6)Q ∶ Ω → ℝ ∶ � ↦ Q(�) = q�.

(7)
Ap = b

subject to p ≥ 0
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If the problem is inconsistent, the system is unfeasible. A priori, if the problem 
is well posed and admits a solution, one might expect that the system will pro-
vide a deterministic solution. In reality, most feasible LP problems do not accept 
deterministic solutions. This simply means that the initial batch variables are not 
mutually independent.

Proposition 2  When the LP problem accepts a deterministic solution, the binary 
variables �i of the source window are mutually independent.

Proof  A deterministic solution is trivially a separable joint probability which implies 
that the variables �i are mutually independent (see Sect. 3.5.1). 	�  ◻

When the LP system is feasible but does not accept a deterministic solution, a 
deterministic solution exists nevertheless but in another window, namely a “princi-
pal window” defined in Sect. (5.2).

In general, the rank m of the matrix A is less than n and thus, there is a continuous 
set of solutions. This arises when for some reason the Bayesian prior (Λ) is not spe-
cific enough. For example, in quantum mechanics, a set of data may be fundamen-
tally out of control of the experimenter. Thus, the particular probability distribution 
to be used has to be fixed by an an exogenous choice. The system is said to be to 
context-dependent. Let us define precisely what we term “contextuality”.

Definition 4  (Contextuality) A system is context-dependent when the involved prob-
ability distribution depends on an exogenous choice.

Given that contextuality has also other causes in general systems (Sect.  4.1, 
below), we will refer to this property as the source contextuality.

Definition 5  (Source contextuality) Source contextuality expresses the possibility 
of choosing a particular feasible probability distribution among the solutions of the 
source LP problem.

A particular solution must be chosen by a selection rule. This rule will be said to 
fix a particular “context”. Thus, source contextuality is a piece of intrinsic informa-
tion specified at the outset in addition to the Bayesian prior.

3.2 � Real Probability Space P

We now assume that the unknowns p = (p�) are specifically the 2N complete prob-
abilities of the classical states, i.e. p� = ℙ(� = 1|Λ) with � ∈ Ω . This can easily be 
achieved by eliminating the partial probabilities using the universal equations, Eqs. 
(3, 4, ...). Then
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We denote by P this real-valued vector space and P∗ its dual space, both of dimen-
sion n = d = 2N . Clearly, from Definition (3), the dual space P∗ is the space of the 
observables defined in the source window. As long as a single window is concerned, 
no metric is required. We will indifferently refer to P as the “real probability space” 
or the “LP space”.

Notation When there is no risk of confusion, we will use the same symbols 
�,��,�i,… to designate either the classical states in Ω or the different labels in P 
and P∗.

–	 We note 𝜔̃ ∈ P , with � ∈ Ω , the basis vectors in P , i.e. 𝜔̃ = (p𝜔� ) with 
p�� = ���� . They describe deterministic probability distributions. The basis is 
denoted by Ω̃

(def)
= {𝜔̃} or simply Ω when no confusion can occur.

–	 A covector in the dual space P∗ is denoted q = (q�) with � ∈ Ω . A covector 
defines an observable on the register, Q(�) = q�.

–	 A dual form (P∗,P) → ℝ is denoted ⟨qp⟩ , where q ∈ P
∗ and p ∈ P.

–	 We will note 𝜔̃∗ the canonical basis covectors in P∗ defined by.
–	 An observable defined by a covector q = (q�) with q� ≥ 0 (∀� ∈ Ω) is called 

non-negative.
–	 A Boolean function � defines an observable F(�) , that is a non-negative dual 

form whose associated covector f = (f�) is the indicator function of � in Ω . In 
particular, a basis covector 𝜔̃∗ defines an observable F(𝜔�) = ⟨𝜔̃∗𝜔̃�⟩ that we will 
simply denote 𝜔̃∗ when no confusion can occur.

Expectation The value ⟨Q⟩ of a dual form ⟨qp⟩ with respect to the probability dis-
tribution ℙ(�) = p� , is trivially the expectation value of the observable Q(�) = q�.

Proposition (1) can be rewritten as

Theorem 1  (Bayesian formulation) Any LP system, Eq. (7), can be expressed as the 
following Bayesian problem,

where � ∈ [[1, m − 1]] . In addition, it is possible to assume that the expectation of 
the observables A� is zero, that is b� = 0.

Proof In Eq. (7), without loss in generality, assume that one row is the normali-
zation constraint that is the tautology. We reserve the index � = 0 to this normali-
zation equation, namely, A0 = I , a0,� = 1,∀� ∈ Ω and b0 = 1 . Clearly, each row, 
now labeled � , defines a covector, a� =

∑
� a�,��̃

∗, (� ∈ [[1, m − 1]]) . It is a partial 

p ∈ ℝ
Ω = Span

�∈Ω

(�).

⟨Q⟩ =
�

�∈Ω

Q(�) ℙ(�) =
�

�∈Ω

q�p� = ⟨qp⟩

(8)(Λ) ∶ Given m − 1 observables A� assign ℙ on Ω subject to ⟨A�⟩ = b� ,
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constraint expressed as the expectation of an observable A�(�) = a�,� . Indeed, ∑
� a�,�p� = b� means ⟨A�⟩ = b�.
Now, Eq. (7) can be reformulated as follows: Assign a probability distribution 

ℙ on Ω , given that the expectation of m independent observables A� are subject 
to ⟨A�⟩ = b� . Since normalization is implicit in probability theory, Eq. (7) can be 
expressed as Eq. (8). We can assume that b� = 0 for � > 0 because otherwise, we 
can replace A� by A� − b�A0 . The converse is obvious. Now, the system, Eq. (8) 
depicts a standard Bayesian problem [6]. □

It is convenient to first address the simplest problem, in which the prior is reduced 
to the normalization equation.

3.2.1 � Tautology

Irrespective of the current prior (Λ) , consider the following Bayesian LP system in 
the probability space P,

Any solution p = (p�) of this system describes a potential probability distribution ℙ 
on Ω and conversely any probability distribution is a solution of Eq. (9). The d clas-
sical deterministic states � ∈ Ω label both the basis vector 𝜔̃ ∈ P and the extreme 
points of a convex polytope, W

I
 , of dimension d − 1 with d vertices, that is a (d − 1)

-simplex, known as “probability simplex” or “Choquet simplex” in convex geom-
etry. In the present context, we will call this polytope, W

I
 , the d-dimensional tauto-

logical simplex.

Definition 6  (Tautological simplex W
I
 ) The “tautological simplex” in the d-dimen-

sional vector space P is the (d − 1)-simplex

Proposition 3  The entries p� in Eq. (9) represent both the d components of p in P 
and the d barycentric coordinates of the point p on the tautological simplex W

I
 . In 

other words, the distinction between barycentric and contravariant components van-
ishes on W

I
.

Proof  Since 
∑

�∈Ω p� = 1 , the two formulations mean p =
∑

𝜔 p𝜔 𝜔̃ . 	�  ◻

Since W
I
 is a simplex, the barycentric coordinates are uniquely defined. The 

set of its extreme points Ω̃ = {𝜔̃} forms its Choquet boundary and describes the 
deterministic distributions.

(9)

∑

�∈Ω

p� = 1

subject to p� ≥ 0

(10)W
I
= conv

𝜔∈Ω
(𝜔̃)



1 3

Foundations of Physics (2023) 53:58	 Page 13 of 59  58

Proposition 4  Any basis subspace of P is specified by a Boolean function compelled 
to be valid.

Proof  Any basis subspace is the direct sum of one-dimensional subspaces Pi , each 
spanned by a basis vector 𝜔̃i so that the direct sum P1 ⊕ P2⋯⊕ P𝓁 is specified by 
� = (�1,�2,… ,��) = 1 . 	�  ◻

3.2.2 � Current Bayesian LP System

Return now to the current Bayesian LP system, Eq. (8) associated with the prior 
(Λ) . Suppose that the system is feasible and consider the set of solutions. It is 
convenient to single out two subspaces containing these solutions, respectively 
the affine subspace and the effective probability space.

Definition 7  (Affine subspace P
Λ
 ) The affine subspace P

Λ
 is the affine set of the 

solutions.

Definition 8  (Effective probability space �d−m+1 ) The effective probability space 
�d−m+1 is the linear span of the solutions. 

Specific polytope W
3
 In fact, from standard LP theory, the locus of the solutions is a 

specific polytope W
Λ
 . Using Definition (6), we have from a simple inspection

In addition, for Bayesian LP systems, this polytope is compact and convex and 
will prove to be a simplex in �d−m+1 with r = d − m + 1 vertices. Let {wk} with 
k ∈ [[1, r]] denote its extreme points.

Definition 9  (Simplicial system) A simplicial system is a LP problem whose specific 
polytope is either an isolated point or a simplex.

Proposition 5  Any Bayesian LP system is simplicial.

Proof  Express the LP system in the effective probability space �d−m+1 . In this 
space, using the vertices {wk} as basis vectors, the specific polytope is the tautologi-
cal simplex. 	�  ◻

Definition 10  (Specific simplex W
Λ
 ) The solutions of the LP system, Eq. (7) are 

located on a simplex W
Λ
 , called “specific simplex”, with r = d − m + 1 vertices.

(11)W
Λ
= conv(wk) = P

Λ
∩W

I
= �d−m+1 ∩W

I
.
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3.2.3 � Source Contextuality

In general, there are a number of solutions to the current Bayesian system Eq. 
(8) located on the specific simplex W

Λ
 . The choice of a single solution, say 

w
Λ
∈ W

Λ
 , specifies the “source context”.

3.2.3.1  Default Context  Suppose first that there is no extra constraint, which we 
call the “default context”. The standard Bayesian solution is then the most likely 
distribution, determined by the maximum entropy principle [18], that is a gen-
eralization of the Laplace’s principle of indifference. This requires to consider a 
uniform probability density of dimension d − m over the affine subspace P

Λ
 , nor-

malized to unity on the convex hull of the specific polytope. The center of mass 
c̃ is the mean point with respect to this uniform hull density. The default context 
corresponds to w

Λ
= c̃ . Equivalently, it is the barycenter of the vertices.

3.2.3.2  Other Contexts  Other context could be specified by assigning a non-
uniform hull density over the specific polytope, but more simply, we will specify 
the context by means of a discrete probability distribution over the vertices of the 
specific simplex, which we will call the contextal probability distribution.

3.3 � Representation of the Bayesian States

A Bayesian state is represented by a specific simplex W
Λ
 and a contextual 

distribution.

3.3.1 � Working Distribution, Contextual Distribution

Technically, we need only to specify the mean point w
Λ
 on the simplex with 

respect to the contextual distribution because the details can be derived from the 
framework. Let us name this mean point the “working distribution”.

Definition 11  (Working distribution) The working distribution w
Λ
∈ W

Λ
 is the mean 

point with respect to an auxiliary probability distribution Σ� on the vertices of the 
specific simplex.

Let r = d − m + 1 , let wi be the r vertices of the simplex W
Λ
 and let Σ� = {�i} 

be the set of barycentric coordinates of w
Λ
∈ W

Λ
 on the simplex, that is,

Therefore, w
Λ
 is well the center of mass of the vertices {wi} weighted by {�i}.

w
Λ
=

r∑

i=1

�iwi where �i ≥ 0 and

r∑

i=1

�i = 1
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Definition 12  (Contextual probability distribution) The contextual probability distri-
bution Σ� is the set of barycentric coordinates {�i} specifying the working distribu-
tion in the simplex.

Let us compute its entropy.

Definition 13  (Working entropy) The working entropy ℍ(w
Λ
) is the Shannon entropy 

Sw of the working distribution w
Λ
.

The working entropy is rather a Bayesian parameter and has little to do with a 
real uncertainty. It will be identified later with the so-called “window entropy”, 
Definition (42). Indeed, we will show that the quantity N − ℍ(w

Λ
) represents the 

amount of information that can be extracted from the current observation win-
dow. By contrast, the “simplicial entropy” defined in the next section will directly 
represent a form of uncertainty.

3.3.2 � Simplicial Quantum States

It turns out that a compact formulation of the Bayesian state, comprising the spe-
cific simplex and a contextual probability distribution, is the exact equivalent of 
the standard quantum state restricted to the source window. We propose to call it 
“a simplicial quantum state”.

Definition 14  (Simplicial quantum state) A simplicial quantum state is the pair 
(Σ�,WΛ

) of a contextual probability distribution Σ� = {�i} and a specific sim-
plex W

Λ
 . The working distribution is the mean point w

Λ
=
∑r

i=1
�iwi where 

r = d − m + 1 . The simplicial quantum state will be designated indifferently by one 
of the pairs (Σ�,WΛ

) or (w
Λ
,W

Λ
).

Let us compute the entropy of the contextual distribution.

Definition 15  (Simplicial entropy S� ) The simplicial entropy of a simplicial quan-
tum state (Σ�,WΛ

) is the Shannon entropy of the contextual distribution

We will use indifferently the terms “simplicial entropy” or “contextual entropy”.

To sum up, we encountered two forms of entropy, the working entropy ℍ(w
Λ
) on the 

sample set and the simplicial entropy ℍ(Σ�) on the simplex. The two forms of entropy 
obviously differ in the source window, for instance the simplicial entropy of a pure state 
(defined just below) is zero, which is not the case in general for the working entropy. 

(12)Sw = ℍ(w
Λ
)
(def)
=

∑

�∈Ω

−w
Λ,� log2 wΛ,�.

(13)S�
(def)
= ℍ(Σ�) =

r∑

i=1

−�i log2 �i.
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However, they will merge in a “principal window” (Proposition 28 below). At last, they 
are both bounded above by the storage capacity of the register, i.e. N bits.

The simplicial entropy is closely related to the von Neumann entropy of standard 
quantum information. It turns out that the von Neumann entropy is actually the lower 
bound of all simplicial entropies over all windows, defined in general systems, Sect. 
(5). This will lead to a more substantial interpretation of the von Neumann entropy in 
terms of information theory in Theorem (5) below.

3.3.3 � Pure States

When the simplex W
Λ
 is reduced to an isolated point, we have a pure state. This means 

that the rank m of the LP-system, Eq. (7) is equal to the dimension of the space, m = d 
and thus r = d − m + 1 = 1 . There is a single feasible solution, w

Λ
= (w

Λ,�) and the 
polytope W

Λ
= {w

Λ
} ⊂ W

I
 is trivially identical to the working distribution. At last 

there is a single feasible probability distribution,

The simplicial entropy is zero. Finally, the expectation of any observable Q(�) = q� 
reads trivially

Definition 16  (Pure and mixed simplicial quantum states) A simplicial quantum 
state is pure when the specific simplex is reduced to a single point. Otherwise, the 
state is mixed.

3.3.4 � Mixed States

When the rank m > 0 is less than d the prior does not uniquely determine the solu-
tion of the system and therefore the working probability w

Λ
 is defined by the contex-

tual distribution Σ� . In this case, from Definition (16) the simplicial state is termed 
“mixed”.

Let �i be the simplicial coordinates of w
Λ
 in W

Λ
 . We have, using r = d − m + 1

As a result, for any observable Q(�) = q� , we have

This equation is also valid for pure states, with m = d , �1 = 1 and w1 = w
Λ
 . Fur-

thermore, when the contextual distribution is deterministic, that is when all �i 

ℙ(� = 1|Λ)(def)= w
Λ,�

(14)⟨Q⟩ = ⟨qw
Λ
⟩ =

�

�∈Ω

q�wΛ,�.

(15)ℙ(� = 1|Λ)(def)= w
Λ,� =

r∑

i=1

�iwi,� with

r∑

i=1

�i = 1

(16)⟨Q⟩ = ⟨qw
Λ
⟩ =

r�

i=1

�i⟨qwi⟩ =
�

�∈Ω

r�

i=1

�iq�wi,�
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coefficients except one are zero, e.g. �1 = 1 , the mixed state reduces to a pure state, 
e.g. w

Λ
= w1.

3.4 � Measurement with Respect to a Simplicial Quantum State

Let us now turn to the measurement of an observable of the source observation win-
dow with respect to a simplicial quantum state (w

Λ
,W

Λ
) . We simply identify the 

Bayesian measurement with the expectation value of the observable with respect to 
the working distribution.

3.4.1 � Expectation of an Observable

Let q = (q�) be a covector, corresponding to an observable Q.

Definition 17  (Quantum expectation ⟨Q⟩ ) The quantum expectation of an observ-
able Q(�) = q� is the expectation ⟨Q⟩ = ⟨qw

Λ
⟩ with respect to the working distribu-

tion w
Λ
.

The expectation was previously computed in Eqs. (14, 16 ).

3.4.2 � Projective Measurement

Let Γ = {�} denote a finite set. Define an ensemble of mutually disjoint Boolean 
functions {�� , � ∈ Γ} such that the reunion of all �� is the tautology. Equivalently, 
let {f� = (f� ,�), � ∈ Γ} be the indicators F� of �� in P∗ , such that 

∑
� f� ,� = 1 for all 

� ∈ Ω , i.e. 
∑

� F� = I.
A projective measurement is defined as

From Proposition (4), a projective measurement means expanding the working dis-
tribution w

Λ
 with respect to the set of subspaces defined by the Boolean functions 

�� . This is similar to a projective measurement in standard quantum information, 
but restricted to the source window. In particular, when Γ = Ω , {�𝜔 = 𝜔̃,𝜔 ∈ Ω} , 
p(�) = ℙ(�).

3.4.3 � General Measurement

Let Γ = {�} denote a finite set. Define an abstract resolution of the tautology in the 
source window, that is a set of non-negative forms in P∗,{q� = (q� ,�) } (with � ∈ Γ) , 
such that 

∑
� q� ,� = 1 for all � ∈ Ω , i.e. 

∑
� q� = I . Since q� ,� is not necessarily 0 

or 1, q� is not necessarily associated with a Boolean function, but corresponds to a 

� ∈ Γ ↦ p(�) = ℙ(𝖿� = 1�Λ�) = ⟨fγwΛ
⟩ = ⟨F�⟩ ≥ 0.
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positive observable Q� and 
∑

� Q� = I . A general measurement in the source win-
dow is defined by

This is similar to a particular positive-operator valued measure (POVM) in quantum 
information, when the involved observables commute.

3.5 � Pair of Registers

The combination of two registers brings together most of the peculiarities of stand-
ard quantum information. This is the purpose of this section. Some developments 
are rather lengthy, but the results will be used later.

Consider a global classical register �c composed of two distinct subregisters �a 
and �b . Let (Λc) denote a global Bayesian prior. Let Na , Nb and Nc = Na + Nb be 
the numbers of binary variables in �a , �b and �c respectively. Let Pa , Pb and Pc 
denote the probability spaces corresponding to �a , �b and �c of dimension da = 2Na , 
db = 2Nb and dc = 2Nc respectively. We have Pa ⊗ Pb = Pc , Na + Nb = Nc and 
da × db = dc.

Notation The classical states, e.g. in Ωc , are noted �c,i, i ∈
[
[1, dc

]
].

3.5.1 � Separability and Entanglement of a Single Probability Distribution

Definition 18  (Separability, entanglement) A probability distribution, ℙc(�a;�b) on 
a global register, �c = (�a,�b ), is separable with respect to a partition into the two 
distinct subregisters �a and �b , if

Otherwise, the joint distribution is entangled.

On the other hand, the concept of marginal distribution is related to the joint dis-
tribution ℙc(�a;�b) by the conditional probability ℙc(�a|�b) thanks to Bayes’ law,

Define a particular separable probability distribution ℙ�
c
(�c) still on Ωc as the prod-

uct of the two marginal distributions ℙa(�a) and ℙb(�b) , namely,

Define finally

� ∈ Γ ↦ p(�) = ⟨q�wΛ
⟩ = ⟨Q�⟩.

(17)
ℙc(�a;�b) = ℙa(�a) × ℙb(�b),

subject to
∑

�a∈Ωa

ℙa(�a) =
∑

�b∈Ωb

ℙb(�b) =
∑

�c∈Ωc

ℙc(�c) = 1.

ℙc(�a;�b) = ℙb(�b) × ℙc(�a|�b).

(18)ℙ
�
c
(�a;�b)

(def)
= ℙa(�a) × ℙb(�b).
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Proposition 6  The global probability ℙc is separable with respect to the par-
tition ( �a , �b ) if and only if its relative entropy with respect to the product 
ℙ�
c
(�c) = ℙa(�a) × ℙb(�b) of the marginal distribution in Pa and Pb is zero, that is, 

S(ℙc‖ℙ�
c
) = 0.

Proof  We have S(ℙc‖ℙ�
c
) ≥ 0 because a relative entropy is non-negative. In addition, 

S(ℙc‖ℙ�
c
) is the minimum value over all possible relative entropies S(ℙc‖ℙ��

c
) for all 

separable distributions ℙ��
c
(�a;�b) = ℙ��

a
(�a) × ℙ

��
b
(�b) , since we have by expanding 

Eq. (19),

Therefore, 0 ≤ S(ℙc ‖ ℙa × ℙb) ≤ S(ℙc ‖ ℙ��
a
× ℙ

��
b
) . The minimum of S(ℙc‖ℙ��

c
) is 

zero if ℙ�
a
= ℙa , ℙ�

b
= ℙb and ℙc = ℙa × ℙb . 	� ◻

To sum up, we have the following result:

Proposition 7  A global probability distribution wc governing a pair of distinct 
classical registers subject to a global prior is generally entangled with respect to 
the pair of registers. The amount of entanglement is characterized by the relative 
entropy between the global distribution and the product of its marginal distribu-
tions, Eq. (19). When the relative entropy is zero, the distribution wc is separable 
and equal to the product of its marginals.

3.5.2 � Partial Simplicial Quantum State

The restriction of a global LP system to a subregister will be termed “partial LP sys-
tem”. In essence, the problem is to reconstruct the effective probability subspace in 
the subregister. Technically, the reduction is implemented with respect to the current 
working distribution at work in the global system, that is on the simplicial quantum 
state, but the reduced specific simplex is actually independent of the working dis-
tribution. We will use indifferently the terms “partial”, “reduced” and “marginal” 
when no confusion can occur.

While the concept of separable probability distribution is not ambiguous, the 
situation is more subtle for simplicial quantum state. For convenience, set the fol-
lowing definitions, where every vertex of the specific simplex is viewed as a single 
probability distribution.

(19)S(ℙc ‖ ℙ
�
c
) =

�

�c∈Ωc

ℙc(�c) log2
ℙc(�c)

ℙ�
c
(�c)

≥ 0.

S(ℙc ‖ ℙa × ℙb) − S(ℙc ‖ ℙ
��
a
× ℙ

��
b
) = −S(ℙa ‖ ℙ

��
a
) − S(ℙb ‖ ℙ

��
b
) ≤ 0.
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Definition 19  (Separable simplex) A simplex is separable with respect to a partition 
between two subregisters if all of its vertices are separable. Otherwise, the simplex 
is twisted.

Definition 20  (Separable LP system) A LP system is separable with respect to a par-
tition between two subregisters if its specific simplex is separable. Otherwise, the 
LP system is twisted.

Definition 21  (Separable simplicial quantum state) A simplicial quantum state 
(wc,Wc) is separable with respect to a partition between two subregisters if its spe-
cific simplex Wc is separable, irrespective of the working distribution wc . Otherwise, 
the simplicial quantum state is twisted.

Definition 22  (Product state) A simplicial quantum state (wc,Wc) is a product state 
with respect to a partition between two subregisters if it results merely from the 
simple concatenation of the two registers �a and �b , meaning that the registers are 
defined independently, each subjected to its own constraint set.

Definition 23  (Completely divisible state) A simplicial quantum state (wc,Wc) is 
completely divisible if it results from the concatenation of N independent 1-bit reg-
isters �i , each subjected to its own constraint set.

3.5.2.1  Reduction of a Pure State  Assume first that the Bayesian system (Λc) in Pc 
accepts a unique solution, i.e. depicts a pure state wc = (wc,(�a;�b)

) . The rank of the LP 
system is mc = dc . As a simplicial quantum state, its simplex is {wc} and the state is 
noted (wc, {wc}) or just wc for simplicity. The rank of the state is rc = dc − mc + 1 = 1 
and the effective probability space �c = Span(wc) is of dimension 1.

Proposition 8  (Reduction of a pure simplicial quantum state) The restriction to Pa 
of a global pure state, wc(�c) = ℙc(�a;�b) ∈ Pc , is a partial simplicial quantum 
state (wa,Wa) whose specific simplex Wa is the convex hull of the points ṽ𝜔b

∈ Pa

Its rank ra is thus the rank of the set of vectors {ṽ𝜔b
} and the rank ma of the associ-

ated LP system is ma = da − ra + 1 . The working distribution wa is the marginal in 
Pa of the probability distribution wc in Pc.

When the global pure state wc is separable, ra = 1 and the partial simplicial 
quantum state is also a pure state (wa, {wa}).

Proof  The restriction of the pure state wc ∈ Pc to Pa comprises by definition its mar-
ginal, wa = (wa,�a

) , as

(20)Wa = conv (ṽ𝜔b
) ; ṽ𝜔b

(def)
=

∑

𝜔a∈Ωa

ℙc(𝜔a|𝜔b) 𝜔̃a
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where ℙc(�b)
(def)
=

∑
�a∈Ωa

wc,(�a;�b)
= wb,�b

= ℙb(�b). Let v�b,�a

(def)
= ℙc(�a|�b) , that is

Construct the vector set {ṽ𝜔b
|𝜔b ∈ Ωb} = {(v𝜔b,𝜔a

)} in Pa . Then, each vector 
ṽ𝜔b

≠ 0 is a probability distribution in Pa . Define ��b
= ℙc(�b) and let ra denote the 

rank of {ṽ𝜔b
} . As a result, from Eq. (21), we have

In other words, the working distribution in Pa is determined by the barycentric coef-
ficients ��b

= ℙc(�b) . Since by hypothesis the outcomes �b are no more involved 
in the partial states, the coefficients ��b

 are regarded henceforth as exogenous. As a 
result, the set of feasible solutions in Pa is the full polytope conv(ṽ𝜔b

) and its extreme 
points {wai} are a subset of {ṽ𝜔b

} . This polytope is actually the tautological simplex 
Wa in the effective probability space �a = Span(ṽ𝜔b

) with basis {wai} in Pa . Thus, 
the pair of this simplex Wa and the initial marginal distribution wa , Eq. (21), defines 
a simplicial quantum state (wa,Wa) in the probability space Pa . Since the global 
simplex Wc is reduced to a single point in isolation, there is only one choice for wc 
and therefore there is a unique partial LP system.

When wc is separable, ℙc(�a|�b) = ℙc(�a) irrespective of �b and

so that the simplex Wa is reduced to the marginal distribution in isolation {wa} . 	�  ◻

Proposition 9  A pure separable simplicial quantum state is a product state.

Proof  The two independent LP systems are trivially e.g. in Pa , ⟨𝜔̃a⟩ = ℙa(𝜔a) 
and in Pb , ⟨𝜔̃b⟩ = ℙb(𝜔b) . The concatenation leads in Pc to ⟨𝜔̃c⟩ = ℙc(𝜔c) with 
�c = (�a;�b) so that ℙc(�c) = ℙa(�a) × ℙb(�c) . 	�  ◻

3.5.2.2  Construction of  a  global simplicial quantum state from  a  pair of  reduced 
states  Given two arbitrary simplicial quantum states in Pa an Pb , it is always pos-
sible to construct a compatible global state in Pc.

Proposition 10  There is always a non-empty set of global simplicial quantum states 
compatible with an arbitrary pair of partial simplicial quantum states.

Proof  The set of compatible global simplicial quantum state contains the product 
state and is thus non-empty. 	�  ◻

(21)wa

(def)
=

∑

𝜔a∈Ωa

∑

𝜔b∈Ωb

ℙc(𝜔a;𝜔b) 𝜔̃a =
∑

𝜔b∈Ωb

ℙc(𝜔b)
∑

𝜔a∈Ωa

ℙc(𝜔a|𝜔b) 𝜔̃a

(22)v�b,�a
=

{
wc,(�a;�b)

∕wb,�b
if wb,�b

≠ 0

0 if wb,�b
= 0.

(23)wa =
∑

𝜔b∈Ωb

𝜈𝜔b
ṽ𝜔b

∈ Pa

ṽ𝜔b
=

∑

𝜔a∈Ωa

ℙc(𝜔a|𝜔b) 𝜔̃a =
∑

𝜔a∈Ωa

ℙc(𝜔a) 𝜔̃a = wa
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As a result, the restriction of a global simplicial quantum state to a subregis-
ter is always possible. Even if the global state (wc,Wc) is pure, the partial states 
(wa,Wa) and (wb,Wb) are generally mixed, with the exception of separable pure 
states (wc, {wc}) . The simplicial entropy of the subsystem can thus be greater than 
the entropy of the full system and therefore the simplicial entropy is not extensive. 
Again, this property is a simple consequence of the Bayesian method and corre-
sponds to the partial trace in standard quantum information theory.

3.5.3 � Local Consistency and Non‑signaling Correlations

Consider two correlated subregisters �a , �b and the partial sample sets Ωa , Ωb . The 
joint distribution ℙc(�c) is defined on the Cartesian product Ωc = (Ωa,Ωb) . From the 
definition of a partial subsystem, a local observer has only access to the variables of 
one subsystem and can only take into account the corresponding marginal probabili-
ties. In other words, each subsystem endowed with its marginal probability distribu-
tion is self-consistent and can be considered in isolation.

Proposition 11  The correlations between two partial subsystems subject to a global 
Bayesian prior are non-signaling.

Proof  From Proposition (10), whatever the second subsystem, the two partial sub-
systems are compatible. Therefore, any measurement in a subsystem is unable to 
provide information on the other subsystem. 	� ◻

The non-signaling property is less trivial when some input variables are 
implicit and considered as parameters. Then, for clarity, the actual variable set 
can be complemented so that the implicit variables become genuine variables as 
opposed to only parameters. Similarly, this is also an important feature of the par-
tial trace in quantum information.

We first proved this conclusion in the context of the EPR paradox [19]. The 
expression “non-signaling correlations” was coined by Barrett et  al [20] after a 
proposal by Popescu and Rohrlich to regard “nonlocality” as an axiom of quan-
tum physics [21].

3.5.4 � “Purification” of (w
a
,W

a
) into P

c

We saw that computing a partial LP system in a single observation window is 
similar to calculating the partial trace in quantum formalism. This suggests to 
consider the equivalent of a purification of the simplicial quantum state (wa,Wa) 
in Pa with ra > 1 vertices into a pure state wc in Pc . For convenience, we note 
“purification” (with quotes) this operation on the source probability space.

Consider the LP system of rank ma in Pa with ma = da − ra + 1 extreme points, 
wi . It is possible to construct a “purification” of (wa,Wa) in Pc.
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Proposition 12  (“Purification”) A simplicial quantum state (wa,Wa) in a probability 
space Pa can be considered as the partial system of a pure state wc in a probability 
space Pc = Pa ⊗ Pb.

Proof  Start from

where �i are the simplicial coordinates of wa . Define an auxiliary space Pb and sup-
pose that db ≥ ra . Construct an arbitrary set of ra independent vectors vi in the tauto-
logical simplex WIb

 in Pb , i.e. vi ∈ WIb
⊂ Pb for i ∈

[
[1, ra

]
] . Construct a probabil-

ity distribution wc = (wc,𝜔c
) = (wc,(𝜔a;𝜔b)

) ∈ Pc = Pa ⊗ Pb as

We have clearly,

so that wc is indeed a probability distribution in Pc and from Eq. (24)

Then, wa ∈ Pa is effectively the marginal of wc ∈ Pc . The “purification” is com-
pleted. 	�  ◻

Depending upon the particular set of distributions {vi} in Pb there is a number of 
possible solutions. For simplicity, it is possible to select vi specifically among the 
basis vectors in Pb . Label �b ∈

[
[1, db

]
] the basis vectors 𝜔̃b in Pb . Consider  

the set of ra basis vectors 𝜔̃b ∈ Pb for �b ∈
[
[1, ra

]
] . For ease of exposition, rename 

�b the dummy subscript i in Eq. (24). Rewrite wa =
∑ra

�b=1
��b

w�b
 and set 

v𝜔b
= 𝜔̃b ∈ Pb for �b ∈

[
[1, ra

]
] . Construct the specific probability distribution 

wc = (wc,(𝜔a;𝜔b)
) ∈ Pc = Pa ⊗ Pb as

Partial systems and “purifications” in real probability spaces are formally equivalent 
to partial traces and purifications in Hilbert spaces.

(24)wa =

ra∑

i=1

𝜇iwi ∈ Wa ⊂ Pa.

wc =

ra∑

i=1

𝜇iwi ⊗ vi i.e. wc,(𝜔a;𝜔b)
=

ra∑

i=1

𝜇iwi,𝜔a
vi,𝜔b

∑

�c∈Ωc

wc,�c
=

∑

�a∈Ωa

∑

�b∈Ωb

wc,(�a;�b)
=

ra∑

i=1

�i

∑

�a∈Ωa

wi,�a

∑

�b∈Ωb

vi,�b
= 1

∑

�b∈Ωb

wc,(�a;�b)
=

ra∑

i=1

�iwi,�a

∑

�b∈Ωb

vi,�b
=

ra∑

i=1

�iwi,�a
= wa,�a

.

(25)

wc =

ra∑

𝜔b=1

𝜇𝜔b
w𝜔b

⊗ 𝜔̃b then wc,(𝜔a;𝜔b)
=

{
𝜇𝜔b

w𝜔b,𝜔a
if 𝜔b ∈

[
[1, ra

]
]

0 otherwise.
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4 � Introducing an Auxiliary Hilbert Space

We constructed a Bayesian probability space, P , based on an initial batch of N 
binary queries, constituting the source observation window. In this section, we 
address the issue of changing the observation window. This leads to the construction 
of an auxiliary Hilbert space.

4.1 � Changing the Current Observation Window

Changing the observation window constitutes a form of contextuality that we will 
call “window contextuality”.

Definition 24  (Window contextuality) Window contextuality corresponds to the free 
choice of a particular batch of binary queries.

Obviously, there is a close connection between the current batch of queries and 
the current sample set Ω of the Kolmogorov probability space.

Proposition 13  There is a one-to-one correspondence between the sample set Ω 
defined in the current window and the current batch of binary queries.

Proof  By definition, the basic sample set Ω is the ensemble {�} of the 2N mutually 
exclusive classical states describing the joint probability distribution of all queries in 
the current window. 	�  ◻

For simplicity, when no confusion can occur, we will name Ω both the prob-
ability sample set and the corresponding query batch.

4.2 � Introducing a Hermitian Metric

By hypothesis, all batches of queries concern the same logical system of total 
probability 1. Therefore, each observation window Ω depicts a particular resolu-
tion of this total probability. Thus, irrespective of the current state, for any prob-
ability distribution p = (p�) , we have

Proposition 14  Any resolution of the tautology defines a particular observation win-
dow. Therefore, to change the observation window, it suffices to change the sample 
set Ω.

(26)∀Ω ∶
∑

�∈Ω

p� = 1
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Proof  Any resolution of the tautology defines a sample set Ω and thus, from Propo-
sition (13), an observation window. Conversely, the sample set Ω defines a unique 
set of queries, that is a unique observation window. 	�  ◻

For convenience, let us use an equivalent formulation to Eq. (26), as

where �(�) is an arbitrary gauge parameter introduced for reasons which will appear 
later. The real valued probability space on the source window was defined as

Now, Eq. (27) suggests to introduce a Hermitian metric on a complex valued auxil-
iary space, namely, a finite dimensional Hilbert space H associated to the probabil-
ity space P and defined as

where ��⟩ represent the 2N basis vectors.
We now propose to transcribe the probability space P into H , so as to keep in 

H the dual forms of P . It turns out that this corresponds to the standard “Born 
rule”. Afterwards, we will specialize this transcription when P is endowed with 
a simplicial quantum state.

4.3 � Born Rule

In the source window, the covectors, q = (q�) ∈ P
∗ are dual of the probability dis-

tributions p = (p�) ∈ P . Irrespective of the current simplicial state, using a relevant 
transcription rule, it is possible to obtain a similar correspondence in the Hilbert 
space H.

To this end, we propose to transcribe any specific probability vector p in P into a 
rank 1 projection operator Π acting on H as

Again � is a gauge parameter. From Eq. (26), Tr(Π) = 1 . We adopt the standard ter-
minology of density operator to denote a Hermitian operator of unit trace. Let D(H) 
denote the set of density operators. Clearly, Π ∈ D(H).

Furthermore, we propose to transcribe any covector q ∈ P
∗ into a Hermitian 

diagonal operators � , as

(27)∀Ω ∶
�

�∈Ω

���
√
p� e

i����
2

= 1

P = Span
�∈Ω

(�).

H = Span
�∈Ω

(��⟩),

(28)

p
(def)
= (p�) ∈ P ↦ Π

(def)
= �

√
p⟩⟨

√
p� where �

√
p⟩ =

�

�∈Ω

√
p� e

i���⟩ ∈ H

(29)q
(def)
= (q�) ∈ P

∗ ↦ 𝖰
(def)
= Diag

�∈Ω

(q�) ∈ Herm(H)
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where Herm(H) is the set of Hermitian operators acting on H.
Now, D(H) ⊂ Herm(H) while Herm(H) is a vector space over ℝ . Therefore, 

Tr(�Π) can be viewed as a dual form in Herm(H) . For ease of exposition, we will 
say that Tr(�Π) is a dual form in H while ⟨q p⟩ is a dual form in P.

Proposition 15  When using the transcription rules, Eqs. (28, 29) for vectors and 
covectors respectively, the dual forms in P are conserved in H.

Proof  We have from a simple calculation,

	�  ◻

We propose to identify this result with the standard “Born rule”.

Definition 25  (Born rule) The Born rule expresses the conservation of the dual 
forms in the transcription P → H , Eq. (30).

4.4 � Transcription of the Current Probability Space Into the Hilbert Space

The above results, Sect. (4.2), are valid for any probability vector p ∈ P . We now 
specifically consider the current probability space endowed with a simplicial quan-
tum states (w

Λ
,W

Λ
) . For clarity, we slightly change the terminology, i.e, p is now the 

working distribution w
Λ
 and the projector Π is a special case of density operator, say 

�
Λ
.

4.4.1 � Transcription of Observables

The transcription of observables does not depend on the current state. Therefore we 
just have to repeat Eq. (29).

Definition 26  (Observables in the source window) In the source window the observ-
ables Q = (q�) ∈ P

∗ are transcribed into diagonal Hermitian operators acting on H 
as

Conversely, a diagonal Hermitian operator acting on H represents an observable. 
We will later change the basis in H . As a result, irrespective of the basis, any Her-
mitian operator acting on H represents an observable. The operator � will remain 
Hermitian but obviously will no more remain diagonal.

(30)⟨q p⟩ = Tr(�Π) =
�

�∈Ω

q� p�.

(31)P
∗ → Herm(H) Q = (q�) ↦ 𝖰 = Diag

�∈Ω

(q�) ∈ Herm(H)
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Proposition 16  Observables are represented by Hermitian operators on the Hilbert 
space.

Proof  Any Hermitian operator is diagonal in some basis. 	�  ◻

The fact that � is diagonal in the source window is expressed by saying that the 
source window is a “proper window” of the observable �.

Definition 27  (Proper window of an observable) The proper window of an observa-
ble � on a Hilbert space H is an observation window in which the Hermitian opera-
tor � is diagonal.

Any observable is thus calculated in its proper window. So that all the observ-
ables can be calculated, all the observation windows must therefore be taken into 
account.

4.4.2 � Transcription of a Pure State

Consider a pure simplicial state (w
Λ
, {w

Λ
}).

Proposition 17  It is possible to transcribe a pure simplicial quantum state (w
Λ
, {w

Λ
}) 

as a density matrix �
Λ
= �a⟩⟨a� , with �a⟩ = ∑

�∈Ω a���⟩

where �(�) is a gauge parameter (possibly 0).

Proof  This corresponds to Eq. (28). 	�  ◻

In order to address mixed states, we find convenient to call “Gleason’s vector” the 
vector �a⟩ ∈ H.

Definition 28  (Gleason’s vector) A Gleason’s vector is any unit vector �a⟩ ∈ H 
obtained by transcription of a pure state.

4.4.3 � Transcription of a Mixed State

A mixed simplicial state, (w
Λ
,W

Λ
) or equivalently (Σ�,WΛ

) , is defined by a simplex 
W

Λ
 composed of r

Λ
> 1 extreme points wi in P

Λ
 and a set Σ� = {�i} of simplicial 

coordinates.

Proposition 18  A mixed simplicial quantum state (Σ�,WΛ
) can be transcribed as a 

density operator �
Λ
 . Each extreme point wi of the simplex is transcribed indepen-

dently as a projector �ai⟩⟨ai� , where the vector �ai⟩ is the Gleason’s vector of the pure 
state wi , while the simplicial coordinates �i are conserved. Then

(32)a� = ei�
√
w

Λ,�.
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In general, the unit vectors �ai⟩ are not orthogonal. An orthonormal array �ei⟩ is eas-
ily obtained by diagonalizing the density operator �

Λ
 as,

Proof  The working distribution w
Λ
 can be viewed as a weighted combination of 

r
Λ
> 1 auxiliary pure states of working distributions wi in P

Λ
 for i ∈

[
[1, r

Λ

]
] . Since 

the weighting coefficients �i are independent of the simplex itself, the mixed state 
must be transcribed for consistency as the same weighted combination of the r tran-
scribed projectors �ai⟩⟨ai� of the auxiliary pure states wi . From Eq. (32), we obtain 
Eq. (33) and next Eq. (34) conserving the same rank r

Λ
 . 	�  ◻

Gauge selection can be derived for the gauge selection of a pure state. To this 
end, we can use the purification procedure defined in Sect. (3.5.4).

Proposition 19  The transcription of a mixed simplicial state can be implemented by 
(1) “purifying” this mixed state, (2) transcribing the simplicial pure state to obtained 
a standard quantum pure state and (3) tracing out this pure state.

Proof  We proceed in three steps. (1) “Purify” the simplicial quantum state {w
Λ
,W

Λ
} 

of rank r
Λ
 defined in the real probability space P

Λ
 into a pure state wc living in an 

auxiliary space Pc = P
Λ
⊗ Pb , as described in Sect. (3.5.4). (2) Transcribe the pure 

state wc into a projection operator �c⟩⟨c� defined in a Hilbert space Hc = H
Λ
⊗Hb . 

(3) Compute the partial trace over Hb of the projection operator �c⟩⟨c� to obtain the 
relevant density operator �

Λ
 in H

Λ
 . Step (1) has been defined in Sect. (3.5.2). Con-

sider a real probability space Pb of dimension db ≥ r
Λ
 . Assume that db = r

Λ
 and 

select the set of r
Λ
 basis vectors in Pb , as described by Eq. (25),

where we changed the dummy subscripts “i” into “ �b ” for clarity.
Step (2) has been defined just above (Proposition 17). Let us denote �c⟩ the Glea-

son’s vector and c(�Λ;�b)
 its entries.

Step (3) is a standard operation in quantum information with a unique solution. 
Resuming the subscripts “ �b ” into “i”, we obtain

We have recovered Eq. (33) as required. 	�  ◻

(33)w
Λ
=

rΛ�

i=1

�iwi → �
Λ
=

rΛ�

i=1

�i�ai⟩⟨ai�.

(34)�
Λ
=

rΛ�

i=1

�i�ei⟩⟨ei�.

wc

(def)
=

rΛ∑

𝜔b=1

𝜇𝜔b
w𝜔b

⊗ 𝜔̃b then wc,(𝜔Λ;𝜔b)
= 𝜇𝜔b

w𝜔b,𝜔Λ

�
Λ
= Trb(�c⟩⟨c�) =

rΛ�

i=1

�i�ai⟩⟨ai�
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Gauge Selection Any particular feasible Gleason’s vector �c⟩ constructed in Step (2) 
corresponds to a gauge selection, as described for pure states.

4.4.4 � Transcription of Dual Forms

By construction, dual forms are conserved.

Theorem 2  Irrespective of the gauge, the expectation of an observable is

Proof  Q(w
Λ
) =

∑
�∈Ω q�wΛ,�

 . Born’s rule applies. 	�  ◻

5 � General Systems

In this section and the followings, we will treat the auxiliary Hilbert space H as the 
standard Hilbert space of conventional quantum information theory. The difference 
is that every new basis of H defines a particular observation window Ωi and there-
fore a new probability space Pi (Fig. 1).

In each observation window, the “factual” entity is the probability space while 
the Hilbert space is an auxiliary tool. Therefore, the ultimate justification for any 
rule in H must be found in the probability spaces Pi , obtained by reverse transcrip-
tion. In particular, identical reverse transcriptions express an exact symmetry of H.

Let us address the reverse transcription technique.

5.1 � Reverse Transcription into a Source System

Reverse transcription is always possible, so any window can be considered a source 
window with the exception of a few exceptional windows which we will call “blind”.

(35)Q(w
Λ
) = Tr(��

Λ
)

Fig. 1   General system. The source window Ω
0
 is associated with a probability space, P

0
 endowed with 

a simplicial quantum state, (w
0
,W

0
) . The space P

0
 is transcribed into an auxiliary Hilbert space H with 

a basis also called Ω
0
 and the simplicial quantum state, (w

0
,W

0
) is transcribed into a density operator 

�(0) . When changing the basis in H from Ω
0
→ Ω

i
 , the window changes accordingly, the density operator 

expression changes from �(0) to �(i) and the new simplicial quantum state (w
i
,W

i
) is computed by reverse 

transcription H → P
i
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5.1.1 � Reverse Transcription of a Pure State

Let �
Λ
= �e⟩⟨e� denote a pure density matrix in H . Construct a real probability space 

P of dimension d = 2N . From Eq. (32), the working distribution is w
Λ
= |e|2 ∈ P , 

i.e. w
Λ,� = |e�|2 . The simplex W

Λ
 is reduced to the isolated vertex {w

Λ
}.

Proposition 20  A density operator �
Λ
= �e⟩⟨e� of rank 1 is reverse-transcribed as a 

simplex W
Λ
= {w

Λ
} composed of an isolated vertex w

Λ
= (w

Λ,�) with w
Λ,� = |e�|2.

LP System The vector w
Λ
= ℙ(�) is trivially the solution of the Bayesian linear sys-

tem p = |e|2 of rank m = d as

where 𝜔̃∗ is the indicator function corresponding to the classical state � . The nor-
malization of the probability distribution arises from the normalization of e.

5.1.2 � Reverse Transcription of a Mixed State

We are going to propose two different techniques to reverse backwards mixed states: 
One using purification is rather opaque but always valid. The second generalizes 
the technique used for pure states but is not valid for “blind windows” defined just 
below.

Start from a density operator �
Λ
 of rank r acting on a standard Hilbert space H 

(Eq. 34) as

where the r vectors �ei⟩ form an orthonormal array in H . Construct a real proba-
bility space P of dimension d = 2N and let W

I
 be the tautological simplex in P , 

Definition (6). Construct the vectors vi = |ei|2 = (vi,�) ∈ W
I
 as vi,� = |ei,�|2 and 

w
Λ
=
∑r

i=1
�ivi . Clearly, w

Λ
∈ P is a probability distribution. The rank of the vectors 

{vi} is crucial.

5.1.2.1  Regular Versus Blind Windows  A “regular” window is a window in which 
transcription and reverse transcription are reversible. Thus, the rank is conserved by 
reverse transcription.

Definition 29  (Regular window, blind window) A window of rank r is “regular” 
when the r extreme orthonormal vectors �ei⟩ in the Hilbert space are reverse tran-
scribed as a system vi = |ei|2 of same rank r in the probability space. Otherwise, the 
window is called “blind”.

Assign ℙ subject to ⟨𝜔̃∗⟩ = �e𝜔�2 (∀𝜔 ∈ Ω)

�
Λ
=

r�

i=1

�i�ei⟩⟨ei�,
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In particular, a pure window is trivially regular. It carries N information bits. 
By contrast, we will see that a blind window carries no information (see Sect. 7.5 
below). As a result, a blind window is unable to serve as a “source window”.

5.1.2.2  Reverse Transcription By Purification of the Window  Let Hb be an auxiliary 
Hilbert space of dimension r. It is always possible to purify the mixed state into a 
Hilbert space Hc = H⊗Hb of dimension d × r , and next to reverse transcribe the 
pure state into a probability space Pc = P⊗ Pb as in Sect. (5.1.1). The quantum state 
(w

Λ
,W

Λ
) is then computed by applying Proposition (8).

Alternatively, it is possible to reverse transcribe a regular window by extending 
the method used in pure windows as follows.

5.1.2.3  Reverse Transcription of a Regular Window  Construct the r-dimensional sub-
space �r = Spani(vi) ⊆ P and the tautological simplex W

I
 in P . Identify �r with an 

effective probability space and define the polytope

The simplex W
Λ
 admits r equivalent vertices, say wj . Since w

Λ
 is a probability distri-

bution and w
Λ
∈ �r , then w

Λ
∈ W

Λ
 so that

for a specific set of simplicial coefficients �j . Finally, the reverse transcribed simpli-
cial quantum state is (w

Λ
,W

Λ
) . From the demonstration in Sect. (4.4.3), this explicit 

method is consistent with the purification procedure and provides the same result.
Finally, we reach the final result,

Theorem 3  (Quantum state) A quantum state can be represented either by a stand-
ard density operator �

Λ
 in a Hilbert space H or by a simplicial quantum state, i.e. 

a working distribution w
Λ
 within a simplex W

Λ
 in a real probability space P . For a 

definite simplicial state ( w
Λ
,W

Λ
 ) in P , the corresponding density operator �

Λ
 in H is 

defined up to a gauge selection.

5.1.3 � Reverse Transcription of an Observable

We are given an observable � , i.e. an Hermitian operator acting on a Hilbert space. 
Recall from Definition (3) that an observable is a real-valued function on a sam-
ple set Ω . Therefore, the observable can only be reverse transcribed in its proper 
window.

Theorem  4  Any observable represented by a Hermitian operator � acting on the 
Hilbert space H can be reversed transcribed in its proper window as a covector q� 
in the probability space of P.

W
Λ
= W

I
∩�r

w
Λ
=

r∑

j=1

�jwj,
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Proof  Construct the probability space P of the � proper window. The entries of 
q ∈ P

∗ are the eigenvalues of � . 	�  ◻

5.2 � Principal Window

It is always possible to diagonalize the density matrix �
Λ
 in H by means of a unitary 

channel. This particular window is called “principal window” because it contains 
on its own all the Shannon information of the Bayesian theater, although in fact the 
principal basis is not unique when the eigenvalues are not all distinct.

Definition 30  (Principal window, twisted window) A principal window is an obser-
vation window in which the density operator is diagonal. Otherwise, the window is 
twisted.

Let ��i⟩ be the d basis vectors of the Hilbert space H in a principal observation 
window. Let �ei⟩ denote the eigenvectors normalized to unity and �i the eigenvalues 
of the density operator �

Λ
 . Since �

Λ
 is diagonal, we have �ei⟩ = ��i⟩ up to arbitrary 

gauge phase factors. After reordering the basis vectors if necessary, we can assume 
that the eigenvalues �i are sorted in descending order. The density operator reads

Then, 
∑

i �i = 1 and irrespective of the gauge factors

Proposition 21  In a principal window, the expression of the density operator �
Λ
 is 

independent of the gauge.

Proof  Gauge transformations just change the phases of the Gleason’s vector. Diago-
nal matrices are not affected. 	�  ◻

The Hilbert space H is the direct sum of the eigensubspaces �k of the density 
operator �

Λ
 as H =

⨁
k �k . Let �k denote the orthogonal projector of H on �k and 

let ne be the number of distinct values of multiplicity dk . Let �k be the common 
eigenvalues �i in �k , ending with �ne = 0 , so that 

∑
k nk�k = 1 . Then, irrespective 

of the gauge,

(36)�
Λ
= Diag(�1,… , �r, 0,… , 0).

�
Λ
=

r�

i=1

�i ��i⟩⟨�i�,

(37)�
Λ
=

ne∑

k=1

�k�k.
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5.2.1 � Reverse Transcription of a Principal Window

The reverse transcription of a principal window leads to a strictly conventional 
joint probability problem on the principal sample set Ω , with the distribution 
ℙ(�i) = �i . As a result, the principal window can immediately be interpreted in 
terms of standard probability distribution on the Boolean classical states.

Proposition 22  (Principal probability distribution) A principal window is always 
regular. Its reverse transcription into a probability space P leads to a simplicial 
quantum state (w

Λ
,W

Λ
) describing a strictly classical distribution. The vertices wi of 

the simplex W
Λ
 are basic vectors in P , i.e. deterministic states, wi = 𝜔̃i , ∀i ∈ [[1, r]] 

and the principal probability distribution is ℙ(�i) = �i , ∀i ∈ [[1, d]].

Proof  Construct a real-valued d-dimensional probability space P with basis {𝜔̃i} . 
Let wi = 𝜔̃i ∈ P for i ∈ [[1, r]] , so that the rank of the vector set {wi} is r. Define 
W

Λ
= conv(wi) and w

Λ,�i
= �i , so that the working distribution is

By inspection, from Eq. (33), the direct transcription of the quantum state (w
Λ
,W

Λ
) 

is indeed the diagonal operator �
Λ
 . In addition, the rank r of the density operator �

Λ
 

is equal to the number of vertices of the simplex W
Λ
 , which proves that the system is 

regular. 	� ◻

Proposition 23  (Independent binary variables) A principal window corresponds to 
a batch of N mutually independent Boolean variables.

Proof  In a principal window, all basic vectors of the probability space are determin-
istic solutions of the LP problem. Therefore, from Proposition (2) and Sect. 3.5.1, 
the binary variables are mutually independent. 	�  ◻

From Eq. (37) any projector �k is a diagonal Hermitian operator with entries 0 
or 1 and Tr(�k) = dk . It also represents an observable whose reverse transcription 
is the indicator function of some Boolean function, say Ak . For simplicity, we 
note Ak both the Boolean function itself in the Boolean algebra and its indicator 
function in P∗.

The Principal Bayesian LP Problem Now, we aim to recover the Bayesian system, 
that is the relevant LP problem in P.

Proposition 24  When r < d , the principal LP problem can be formulated as

When r = d , the prior (Λ) is reduced to the implicit normalization equation.

w
Λ
= (w

Λ,𝜔i
) =

r∑

i=1

𝜆i 𝜔̃i

(38)(Λ) ∶ Given d − r classical states 𝜔i� assign ℙ subject to ⟨𝜔̃∗
i�
⟩ = 0.
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Proof  The r basis vectors 𝜔̃i span the effective probability space �r ⊆ P and the 
specific simplex W

Λ
 is the tautological simplex Wr in �r . The r vertices of the sim-

plex in the probability space P are therefore the basic vectors 𝜔̃i for i ∈ [[1, r]] . 
Complement the r basis vectors 𝜔̃i by d − r other basis vectors 𝜔̃i′ in P . In Eq. (38), 
𝜔̃∗
i�
 denote the d − r indicator functions corresponding to the classical states �i′ . 	�  ◻

As a result, the core of any Bayesian system is simply limited to its order r. Con-
sequently, the main actual input is the contextual distribution.

The indicator function Ane
∈ P

∗ depicts the dne = d − r vertices 𝜔̃′
i
 of zero 

probability, �ne = 0 . Taking into account the other contextual multiplicities, 
let Ak ∈ P

∗ denote the indicator function of the union of all dk vertices 𝜔̃i corre-
sponding to the same probability �k . Since the eigenvalues are sorted in descend-
ing order, Ak is the indicator function of a set of basic vectors with contiguous 
indexes, say k1 to k2 , with dk non zero entries, for instance, Ak may be the covector 
(0, 0, 0, 1, 1, 1, 1, 0, 0, 0) ∈ P

∗.
Now, for all k ∈

[
[1, ne

]
] , the dual form ⟨Ak p⟩ with p ∈ P is ⟨Ak p⟩ =

∑k2
i=k1

pi 
while the expectation ⟨Ak wΛ

⟩ is ⟨Ak⟩ = dk�k . Clearly, the system is invariant under 
arbitrary permutation of the dk indexes of same mixed probability �k . This defines a 
contextual symmetry.

Definition 31  (Contextual symmetry) A contextual symmetry is a transformation 
of the sample set Ω in a principal window, leaving invariant the mixed probability 
distribution.

Proposition 25  The contextual symmetry group is the direct product 
Sd1 × Sd2 ×…Sdne

 of the permutation symmetric groups of degree dk.

Proof  Any product of vertex permutations of same mixed probability �k is a contex-
tual symmetry by definition. 	�  ◻

Note that from Proposition (24), strictly speaking, the symmetry group does not 
depend on the context but on the core LP problem.

5.2.2 � Fundamental Theorem

A principal window depicts a conventional probability problem, composed of d 
deterministic outcomes mutually exclusive, namely �i ∈ Ω with i ∈ [[1, d]] , and 
a standard probability distribution, Σ

Λ
= {�i} , on the sample set Ω . Only r ≤ d 

probability masses �i are non-zero.

Theorem 5  (Fundamental theorem) Any density operator �
Λ
 of spectrum Σ

Λ
= {�i} 

in a Hilbert space H is the image by a unitary channel of a strictly conventional 
probability problem consisting in drawing one object among d deterministic clas-
sical states �i ∈ Ω with respect to the contextual probability distribution Σ

Λ
 . The 
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Shannon entropy of this conventional problem is the von Neumann entropy of the 
density operator on H.

Proof  Just diagonalize the density operator. 	�  ◻

In fact, much of this has been known since von Neumann [22] and the only 
novelty lies in the interpretation: Now, from Theorem (5), a Bayesian theater 
represents a quite classical logical system. In particular, entanglement is a prop-
erty of the variable batch and not of the problem itself.

Proposition 26  A pure quantum state depicts a deterministic distribution expressed 
in the principal sample set.

Proof  By definition, a pure state is of rank 1 and thus deterministic in a principal 
window. 	�  ◻

This can be expressed in striking form: With a relevant discrete Boolean 
gauge, a pure state represents just a reset register.

Proposition 27  It is always possible to choose a discrete Boolean gauge so that the 
deterministic distribution of a pure state coincides with the empty atom �0 , that is a 
reset register composed of N zeros, (0, 0,… , 0).

Proof  This is a consequence of the discrete Boolean gauge definition, Definition (2). 
For each variable required to be valid, just change its gauge so that the variable 
becomes required to be invalid. 	�  ◻

5.2.3 � Information Expressions

In a principal window, three probability distributions are identical: (1) the working 
distribution w

Λ
 in the sample set Ω , (2) the simplicial distribution �i of the contex-

tual distribution in Σ� and (3) the distribution �i in the spectrum Σ
Λ
 of the density 

operator �
Λ
.

Entropy Let us recall the definition of the entropy of these different distributions 
in general.

Definition 32  (Forms of entropy) 

–	 The entropy of the working distribution w
Λ
 in a particular window is the working 

entropy Sw = ℍ(w).
–	 The entropy of the contextual distribution in a particular window is the simplicial 

entropy S� = ℍ(Σ�) . We will use interchangeably the terms “simplicial entropy” 
and “contextual entropy”.
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–	 The entropy of the Bayesian theater is the von Neumann entropy 
S

Λ
= S(�

Λ
) = ℍ(Σ

Λ
) . We will use interchangeably the terms “von Neumann 

entropy” and “mixed entropy”.

The von Neumann entropy S(�
Λ
) is invariant under a unitary channel and can be 

regarded as the global “theater entropy” while the window entropy Sw and the sim-
plicial entropy S� are window-dependent by definition.

Proposition 28  In a principal window, we have

Proof  By simple inspection, in a principal window, the three distributions are identi-
cal and therefore the entropies are identical as well. 	�  ◻

By contrast, in a general window the three entropies are distinct.

Proposition 29  (Jaynes’ inequality) The von Neumann entropy S(�
Λ
) = ℍ(Σ

Λ
) is 

bounded above by the simplicial entropy in any window S� = ℍ(Σ�).

Proof  This inequality is due to Jaynes (Ref. [23], Appendix A). 	�  ◻

Proposition 30  The von Neumann entropy is the lower bound of the simplicial 
entropy over all possible windows.

Proof  From Jaynes’ inequality, Proposition (29), S
Λ
≤ S� . From Proposition (28), 

the inequality is saturated in a principal window. 	�  ◻

The upper bound of the simplicial entropy is trivially log r when the working dis-
tribution coincides with the center of mass of the specific simplex.

At last, it is convenient to define also the overall information, or von Neumann 
negentropy, as �(�

Λ
) = N − S(�

Λ
).

Definition 33  (von Neumann information) The von Neumann information, or von 
Neumann negentropy of a density operator �

Λ
 acting on a d-dimensional Hilbert 

space is �(�
Λ
] = N − S(�

Λ
) , where d = 2N and S(�

Λ
) = −Tr(�

Λ
log2 �Λ

).

Theorem 6  The information content of a N bit Bayesian theater endowed with den-
sity operator �

Λ
 is the von Neumann information N − S(�

Λ
)

Proof  By reverse transcription in the principal window, this corresponds to the prob-
ability distribution {�i} . 	�  ◻

S
Λ
= S� = Sw.

(39)ℍ(Σ
Λ
) ≤ ℍ(Σ�)

S
Λ
= min

windows
(S�).
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6 � Gauge Transcription Group

The gauge group stems from the transcription of a simplicial quantum state (w,W) 
from the information domain P to a geometric domain, H . This transcription is not 
uniquely defined, which generates the group, say � . In the present model, it is thus 
intrinsic.

By construction, it expresses the exact symmetry of the Hilbert space. Remark-
ably, it represents the Bayesian prior, except for its contextual distribution.

Since the probability distribution is conserved, from Wigner theorem, gauge 
operators are either unitary or antiunitary.

Choosing another transcription is called “changing the gauge”. This can be done 
either by using a new Hilbert space while keeping the same window (what is called 
“global gauge”), or by keeping the same Hilbert space but changing the window 
(which is called “local gauge”).

For simplicity, we will only detail the global gauge.

6.1 � Global Gauge

Start from a given simplicial quantum state and consider its transcription into a 
Hilbert space. The transcription is performed from the source window which deter-
mines a particular gauge, say g, and requires a particular Hilbert space, Hg . Actu-
ally, the particular source window itself is widely indifferent because it is straight-
forward to perform the transcription from any other regular window.

Proposition 31  For any gauge g, it is possible to construct a unique Hilbert space 
Hg irrespective of the regular source window used for the transcription.

Proof  Transcribe the simplicial quantum from a source window. This defines a 
gauge g and determines both a particular density operator and, by reverse transcrip-
tion, a particular simplicial quantum state in every window (Fig. 1). Now just decide 
that some particular regular window is the new source window and that the corre-
sponding density operator is precisely the result of the direct transcription with the 
same gauge referred to as g. 	�  ◻

Definition 34  (Global gauge) A global gauge representation g is the specific tran-
scription of the logical system into a specific Hilbert space Hg.

6.2 � Changing the Global Gauge

Consider a second gauge g′ and therefore a new Hilbert space Hg′ . Let �g and �g′ 
denote the density operators acting on Hg and Hg′ respectively. First, make sure 
that as far as g′ ≠ g , Hg and Hg′ are distinct.
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Proposition 32  When the gauge is global, distinct gauges require distinct Hilbert 
spaces.

Proof  From Proposition (21), irrespective of the gauge, the density operators are 
identical in a principal window. If the Hilbert spaces were the same for every gauge, 
the density operators would be also identical in every windows and the gauges 
would not be distinct. 	�  ◻

Proposition 33  Any change from a gauge g to a gauge g′ maps the eigensubspaces of 
�g onto the eigensubspaces of �g′.

Proof  Since the expressions of the density operators are identical in the two princi-
pal windows, the eigensubspaces are globally invariant. 	�  ◻

Let Θ ∶ Hg → Hg� denote a gauge operator. For every window, the bases in the 
two Hilbert spaces are identical. As a result, when changing the source window, 
the expression of Θ changes according to the transition matrix.

Proposition 34  Using another source window Ω� obtained from the initial source 
window Ω by a unitary transition matrix � ∈ U(d) , the gauge operator Θ ∈ � , 
whether unitary or antiunitary is expressed as

Proof  Since the gauge is global, the two bases Ω and Ω� are by hypothesis identi-
cal in the two distinct Hilbert spaces Hg and Hg′ . As a result, the transition unitary 
matrices � are also identical. Let ��⟩g denote a current vector of the Hilbert space 
Hg.

From simple inspection of the commutative diagram we have �� �
g
⟩ = ���g⟩ and 

�� �
g�
⟩ = ���g�⟩ so that, irrespective of ��g⟩ , �� �

g�
⟩ = Θ����g⟩ = �Θ��g⟩ and thus 

Θ� = �Θ�−1 . 	�  ◻

Since from Proposition (31) the source window is indifferent, it is convenient to 
select henceforth the source window as a principal window corresponding to a batch 
of mutually independent Boolean variables. The gauge operators Θ can be unitary 
or antiunitary. Let us start by investigating the set of unitary operators, that is the 
unitary gauge group.

(40)Θ� = �Θ�−1
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6.3 � The Unitary Gauge Group G

Obviously, the unitary transformations of a global gauge into another global gauge 
form a unitary group.

Definition 35  (Unitary gauge group G ) The unitary gauge group G is the unitary 
transformation group of the global gauges.

Proposition 35  The unitary group G is the group of unitary operators leaving invari-
ant the eigensubspaces of the density operator expressed in any particular gauge.

Proof  From Proposition (21), the eigensubspaces of the density operator are invari-
ant under every gauge transformation and conversely, any unitary transformation 
leaving invariant these eigensubspaces leaves invariant the density operator in any 
principal window and thus defines a gauge change. 	�  ◻

Constructing the Unitary Gauge Group G We will hereafter regard the unitary 
gauge group G as realized by unitary matrices acting on the d-dimensional Hilbert 
space Hg0

 for an arbitrary but fixed gauge g0 and expressed in a common principal 
basis, so that the group is isomorphic to a subgroup of the standard unitary matrix 
group U(d).

In the principal window, after reordering the basis vectors if necessary, suppose 
that the eigenvalues �i of the density operator �g0 are sorted in descending order. 
Let ��i⟩ ∈ Hg0

 for i ∈ [[1, d]] denote the basis vectors. The Hilbert space Hg0
 is the 

direct sum of the eigensubspaces �k of the density operator �g0 as Hg0
=
⨁

k �k . Let 
�k denote the orthogonal projectors Hg0

→ 𝗁k ⊆ Hg0
 and let ne be the number of dis-

tinct eigenvalues �k of multiplicity dk , including possibly zero. Then, from Eq. (37),

Proposition 36  The unitary gauge group G is a Lie group of dimension 
∑

k d
2
k
 iso-

morphic to the direct product U(d1) × U(d2) × U(d3)⋯ × U(dne) , where U(dk) are 
respectively the unitary groups acting on the dk-dimensional eigensubspaces �k of 
the density operator.

Proof  By construction, the Hilbert space Hg0
 is a linear representation of dimen-

sion d of the gauge group G . On each subspace �k of dimension dk , ( k ∈
[
[1, ne

]
] ), 

G acts as the full unitary group U(dk) so that any subspace �k is a linear represen-
tation of dimension dk . Finally Hg is a completely decomposable representation 
of G . As a result, each subgroup U(dk) is normal in G and G is the direct product 
U(d1) × U(d2) × U(d3)⋯ × U(dne) . The dimension of a unitary Lie group U(dk) is 
d2
k
 , so that the dimension of the ne-tuple is 

∑ne
k=1

d2
k
 . 	�  ◻

�g0 =

ne∑

k=1

�k�k
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Conversely, the set of eigensubspaces {�k} determines the density operator, up 
to a possible rescaling of the mixed distribution {�k} leaving the multiplicities 
unchanged, allowing just a modification of the source contextuality. By contrast, a 
complete rescaling of the mixed distribution {�i} can e.g. increase the number of 
eigensubspaces, which would express a break of symmetry.

Proposition 37  There is a one-to-one correspondence between the unitary gauge 
subgroups U(dk) and the intrinsic symmetry subgroups Sk , Definition (31). Moreo-
ver, the intrinsic symmetry group is a discrete subgroup of the Lie gauge group.

Proof  The unitary gauge group and the intrinsic symmetry group are both deter-
mined by the same set (dk) of the ne multiplicities. Moreover, from Proposition (25), 
the gauge group contains any permutation of the basis vectors in a principal win-
dow, leaving invariant the eigensubspaces, that is the intrinsic symmetry group. 	�  ◻

Reversing the logic, the unitary gauge group G determines to some extent the 
density operator. In fact, the group of gauges does not specify the contextual distri-
bution and is equivalent to simply giving the specific simplex, that is the LP system.

Theorem  7  (Correspondence between the unitary gauge group and the quantum 
state) The unitary gauge group G determines the quantum state up to a rescaling 
of the mixed distribution {�k} . Conversely, the quantum state is specified by the set 
{dk, �k} with 

∑
dk = d and 

∑
dk�k = 1 for k ∈

[
[1, ne

]
].

Proof  The gauge groups are direct products of subgroups U(dk) . Therefore the set 
{dk} is completely determined by G . The eigenvalues {�k} of the density opera-
tor can be arbitrary chosen provided they be positive, distinct and sum to 1 when 
accounting for the multiplicity. Therefore the quantum state is determined by the set 
{dk, �k}, k ∈

[
[1, ne

]
] . 	�  ◻

6.4 � Invariant Observables and Noether Constants

By definition, the eigenprojectors �k are invariant under the gauge group action. 
Consequently, their corresponding eigenvalues are the Noether constants of the 
gauge group.

Proposition 38  The eigenprojectors �k are invariant under the gauge group and 
commute with any group operator. They form a commutative POVM of mutually 
orthogonal observables. By reverse-transcription into any principal window, they 
are depicted by ne indicator functions Ak corresponding to the union of the dk classi-
cal states of same mixed probability �k so that ⟨Ak⟩ = ⟨�k⟩ = dk�k.

Proof  By construction, the group operators leaves invariant the subspaces �k . The 
projectors �k on �k commute with any group operator and therefore are invariant 
under the gauge group. They commute and have a common proper window, namely, 
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any principal window. They sum to the identity, 
∑ne

k=1
Ak = �d . Therefore, they form 

a commutative POVM of orthogonal observables. In a principal window, they are 
reverse-transcribed as indicator functions Ak . Finally ⟨Ak⟩ = ⟨�k⟩ = dk�k . 	�  ◻

Definition 36  (Invariant observables and Noether constants) The eigenprojectors �k 
constitute a set of invariant observables. The Noether constants ⟨�k⟩ = dk�k are the 
expectation values of these observables.

Now it is possible to reformulate the correspondence between the gauge group 
and the quantum state, Theorem (7), in terms of these entities.

Theorem  8  The Bayesian theater is completely determined by the ne invariant 
observables �k and the corresponding Noether constants, namely, the ne expecta-
tions ⟨�k⟩ = dk�k.

The unitary gauge group G does not exhaust all gauge transformations because 
the antiunitary operators have been omitted. Let us now investigate these antiunitary 
gauge changes, obtained by complex conjugation Hg → Hg∗

6.5 � The Conjugation Gauge Group C

The conjugation group arises from the transcription of a real-valued space into a 
complex-valued space. Then any transcription and its complex conjugate are equiva-
lent. In other words, conjugation is a gauge transformation.

Let 𝖪 ∶ z ↦ z∗ denote the standard complex conjugation in ℂ . Consider the global 
conjugation gauge Hg → Hg∗ , obtained by changing each current vector, say ��g⟩ , into 
its complex conjugate ��g∗⟩ = ��g⟩∗ in the source window. Let �d × K , or simply � 
when no confusion can occur, denote the diagonal matrix Diag(�,�,… ,�) . Now from 
a theorem by E. Wigner [24], any antiunitary operator is of the form �� where � is 
unitary.

Proposition 39  In a principal window, any antiunitary gauge operator Θ is the 
product �� of a unitary gauge operator � ∈ G by the matrix �d × K.

Proof  Let � denote a conjugation gauge operator. Then � = �� where � is unitary 
[24]. In a principal window the density operator � is real and invariant by any gauge 
operator. Therefore � is a unitary gauge operator. 	�  ◻

It is possible to select for definiteness the initial conjugation operator in the principal 
source window as � = �d × � . Let us term this matrix “conjugation gauge operator”.

Definition 37  (Conjugation gauge operator � ) The conjugation operator � 
is expressed in a principal source window Ω by the matrix �d × � so that in this 
window
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Definition 38  (Conjugation gauge group C  ) The conjugation gauge group is the 
involutive group C = {�d,�}  

Finally, the full gauge group � is the semi-direct product of the discrete conjugation 
group C  and the continuous unitary group G.

Conjugation expresses exotic symmetry of the Hilbert space.

7 � Measurement

In this section, we recover the concept of measurement of standard quantum informa-
tion, notably by using observables or positive operator value measurements (POVM). 
From Theorem (6), a Bayesian theater in a state � contains N − S(�) information bits. 
The issue is to extract all or part of this information.

7.1 � Observable Measurement

Let � denote the density operator and � an observable, that is a Hermitian operator 
acting on the Hilbert space. From the Born rule, regardless of the density matrix and 
whatever the observable, its expectation is

As such, this result does not directly provide strict information (i.e. in bits). To inter-
pret it in terms of extracting information when possible, it is necessary to include 
the measurement in a positive operator value measurement (POVM), as discussed in 
the following sections.

7.2 � POVM Measurement

The general measurement described in the source observation window, Sect. (3.4.3) 
can be equivalently reproduced in full generality in the Hilbert space. For commuta-
tive observables the measurement estimates the probability of outcomes collected 
from a unique viewpoint on the register. By contrast, for non commutative observa-
bles, the measurement estimates the probability of outcomes collected from different 
viewpoints.

Theorem 9  (General measurement) General POVMs can be performed regardless of 
the density matrix and whatever the positive observables.

Proof  Just use the Born’s rule. 	�  ◻

𝖢 ∶ Hg → Hg∗ ∶ ��g⟩ ↦ ��g∗⟩ = 𝖪��g⟩ = ��g⟩∗

� = C⋊ G

⟨�⟩ = Tr(��).
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Let Γ be a finite set. Consider a resolution of the identity in H described by a set 
of positive Hermitian operators {��}�∈Γ , not necessarily commutative nor diagonal 
in the current window, such that

The expectation of �� is ⟨��⟩ = Tr(��� ) ≤ 1.

By linearity, we have

Therefore, the array ⟨��⟩ is a probability distribution.

Definition 39  (POVM probability distribution) A POVM {��}�∈Γ defines a prob-
ability distribution p(�)

(def)
= ⟨��⟩.

Let us address an information interpretation.

7.3 � POVM Information Gain

From Theorem (6), a Bayesian theater in a state � contains N − S(�) information 
bits. The POVM {��}�∈Γ can be used to extract a fraction of this information. 
Practically, we will use the conventional relative entropy which depicts the gain 
of information between two states. The first state is the completely random distri-
bution, �void = (1∕d) × �d , with d = 2N , representing an absence of information. 
The corresponding POVM probability distribution pvoid reads

where q� = Tr(�� ) . The second state is the current density operator � . Now, the 
“POVM information gain” �(�‖Γ) provided by the POVM ( Γ ) is the relative entropy 
ℍ(p‖pvoid).

Definition 40  (POVM information gain) The POVM information gain �(�‖Γ) is the 
relative entropy ℍ(p‖pvoid),

If � = �void then p = pvoid and 𝕀(�‖Γ) = ℍ(pvoid‖pvoid) = 0 . The information gain 
of a completely random state is well zero.

�� ≥ 0;
∑

�∈Γ

�� = �d

�

�∈Γ

⟨��⟩ = Tr
�
� ×

�

�∈Γ

��

�
= Tr (�) = 1.

(41)pvoid(�) = Tr(�void�� ) =
1

d
× Tr(�� ) =

q�

d
≤ 1

(42)𝕀(�‖Γ)(def)= ℍ(p‖pvoid) =
�

�∈Γ

p(�) log2
p(�)

pvoid(�)
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Proposition 40  The information gain �(�‖Γ) is non-negative and less than the stor-
age capacity N of the register and even of the total information N − S(�) currently 
stored in the Bayesian theater.

Proof  A relative entropy is non-negative, so that so is the information gain �(�‖Γ) . It 
is trivially less than the storage capacity N of the register and even of the total infor-
mation N − S(�) currently stored in the Bayesian theater. Using Eq. (41) and d = 2N

	�  ◻

Information systems are generally characterized by their entropy, ℍ , which 
corresponds to a lack of information. Therefore, the concept of information, � , 
defined in a Bayesian theater of N bits corresponds to an entropy of ℍ

(def)
= N − 𝕀 . 

With this convention, �(�‖Γ) corresponds to the entropy ℍ(Γ) . From Eq. (43) we 
obtain

In general ℍ(Γ) ≠ ℍ(p� ) because q� = Tr(�� ) ≠ 1.

Definition 41  (POVM entropy) The POVM entropy is the entropy 
ℍ(Γ)

(def)
= N − 𝕀(�‖Γ) corresponding to the information gain �(�‖Γ) that can be 

extracted by the POVM.

In particular, assume that the POVM corresponds to a von Neumann measure-
ment in a particular window of sample set Ω = {�} (see above Sect. 3.4.2). In the 
Hilbert space, let ��⟩ be the basis of this window. Then, Γ = Ω and �� = ��⟩⟨�� so 
that q� = 1 and p(�) = ⟨�����⟩.

Definition 42  (Window entropy) The window entropy ℍ(Ω) is the entropy 
N − �(�‖Ω) corresponding to the information that can be extracted by a von Neu-
mann measurement in the window.

Proposition 41  The window entropy is the working entropy of the current window.

Proof  Proceed to the reverse transcription of the current window into its probabil-
ity space. Let w

Λ
 denote the working distribution, Definition (13). By definition, 

p = w
Λ
 . 	� ◻

In standard quantum information, a POVM is called “information-complete” 
when the operators �� , � ∈ Γ span the complete space L(H) . Indeed, such a 

(43)0 ≤ �(�‖Γ) = N +
�

�∈Γ

p(�) log2
p(�)

q�
≤ N − S(�) ≤ N

(44)ℍ(Γ)
(def)
= N − 𝕀(�‖Γ) =

�

�∈Γ

−p(�) log2
p(�)

q�
≥ S(�) ≥ 0

(45)ℍ(Ω) = ℍ(w
Λ
)
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measurement provides |Γ| ≥ d2 − 1 coefficients p(�) that allow the unique recon-
struction of the density operator � and then the Bayesian probability distribution. 
This does not necessarily mean that the POVM entropy is equal to S(�) because this 
information is encoded in a particular way, which can cause a bias not taken into 
account in Eq. (43) and then a loss of information (or an increase of entropy).

In general, a particular measurement is not information-complete and therefore 
the determination of the density operator requires independent measurements from 
additional POVMs.

7.4 � Independent POVMs

Suppose that a POVM {��}�∈Γ , that we will refer to as ( Γ ), is information-incom-
plete and consider the possibility to complement this POVM by another POVM.

The set of density operators D(H) ⊂ L(H) = {𝜌} is a convex ensemble located in 
an affine subspace of real dimension d2 − 1 . Motivated by Ref. [25], it is helpful to 
consider rather the set of traceless Hermitian operators, {e} defined as

because this ensemble generates a linear vector space E
(def)
= Span(e) ⊂ L(H) still of 

dimension d2 − 1 . This mapping D(H) → E can be extended to all operators of a 
POVM as follows. Consider the POVM (Γ) , {��}�∈Γ and define 𝖰� ↦ e� as

The POVM is then characterized by

At last, define a Hermitian inner product in E as

Let � < �d be an additional Hermitian positive operator. Let q = Tr(�) > 0 , 
�

Q
= (1∕q)� ∈ D(H) and e

Q
= �

Q
− (1∕d)�d ∈ E . It turns out that � is independent 

of the POVM if and only if e
Q
 is orthogonal to every e� . Indeed, assume that e

Q
 is 

orthogonal to the subspace Span{e𝛾}𝛾∈Γ ⊆ E . We compute easily from Eqs. (46-48)

We have then

e = � −
1

d
�d,

(46)q𝛾 = Tr(�𝛾 ) > 0 ; �𝛾 =
1

q𝛾
�𝛾 ∈ D(H) ; e𝛾 = �𝛾 −

1

d
�d ∈ E

(47)
∑

�∈Γ

q� = d ;
∑

�∈Γ

q��� = �d ;
∑

�∈Γ

q�e� = 0

(48)⟨e
1
⋅ e

2
⟩(def)= Tr(e†

1
e2).

∀� ∈ Γ ∶ ⟨e
Q
⋅ e�⟩ = 0 ⟺

1

qq
Λ

Tr(��� ) −
1

d
= 0
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Conversely, if Eq. (49) holds, then e
Q
 is orthogonal to every e�.

To check the independence of the additional operator � , construct a second 
POVM with two operators, {�, �d − �} . Assume that the system “lives” in the 
first POVM set, meaning that � = �

Γ
∈ Span(Q� )�∈Γ . Then, from linearity, Eq. 

(49) and Tr(�
Γ
) = 1 , the second measurement yields

exhibiting the effective density operator �void = �d∕d of a completely random sys-
tem. Therefore p(�) is totally independent of the density matrix �

Γ
∈ Span(Q� )�∈Γ . 

Similarly, if the system lives in the second POVM set, � = �
Q
∈ Span(Q, �d − �) 

then the first POV-measurement yields

and again the coefficients p(�� ) are totally independent of the density matrix �
Q
 

We will refer to the two POVMs as mutually “independent”. More generally, con-
sider two distinct POVMs, {��1

}�1∈Γ1
 and {��2

}�2∈Γ2
 . For brevity, we say that a 

system defined by a density operator � ∈ L(H) “lives” in a POVM {��}�∈Γ when 
� ∈ Span{��}�∈Γ.

Definition 43  (Independent POVMs) Two distinct POVMs, {��1
}�1∈Γ1

 and {��2
}�2∈Γ2

 
are mutually independent if the measurement with one POVM when the system 
“lives” in the other POVM is identical to a measurement in a completely random 
state �void = �d∕d.

Proposition 42  Two distinct POVMs, {��1
}�1∈Γ1

 and {��2
}�2∈Γ2

 are mutually inde-
pendent if and only if

Proof  From Eq. (49) each e�i is orthogonal to every e�3−i ( i = 1, 2 ). 	�  ◻

Now, given that the two POVMs are independent, the information gains provided 
by the two measurements do not overlap. As a result the sum of the two information 
gains is still bounded by the total information, N − S(�) , stored in the system.

Proposition 43  (POVM entropic inequality) Let Γ1 ∶ {��1
}�1∈Γ1

 and Γ2 ∶ {��2
}�2∈Γ2

 
be two independent POVMs acting on a system in the state � . Then

(49)∀� ∈ Γ Tr(��� ) =
Tr(�)Tr(�� )

d

p(�) = Tr(�
Γ
�) =

Tr(�)Tr(�
Γ
)

d
=

Tr(�)

d
= Tr

(
�d

d
× �

)
; p(�d − �)) = 1 − p(�)

p(�� ) = Tr(�
Q
�� ) = Tr

(
�d

d
× ��

)

(50)∀�1 ∈ Γ1, ∀�2 ∈ Γ2 ∶ Tr(��1
��2

) =
Tr(��1

)Tr(��2
)

d

(51)ℍ(Γ1) + ℍ(Γ2) ≥ N + S(�) ≥ N
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Proof  Proceed to the transformations e = � − �d∕d , q�i = Tr(��i
) , 

��i
= (1∕q�i)��i

∈ D(H) and e�i
= ��i

− (1∕d�i)�d ∈ E , where i ∈ [[1, 2]] and 
�i ∈ Γi . Let Ei = Span�i∈Γi

(e�i ) . The space E splits into three mutually orthogo-
nal subspaces, E = E1 ⊕ E2 ⊕ E0 . As a result, we have a unique decomposition 
e = e1 + e2 + e0 . Define �i = ei + �d∕d . Then, still for i ∈ [[1, 2]] and ∀�i ∈ Γi we 
obtain successively by a straightforward computation

so that p(�i) = Tr(���i
) depends only on �i . Therefore, the two information gains 

�1 = �(�‖Γ1) and �2 = �(�‖Γ2) are independent and the total information extracted 
by the two POVMs is the sum of the two information gains. This sum is trivially 
bounded by the storage capacity N of the register, and even by the actual informa-
tion stored in the register N − S(�) , i.e. �1 + �2 ≤ N − S(�) ≤ N . In terms of entropy, 
ℍ(Γi) = N − 𝕀i , we obtain Eq. (51). 	� ◻

To our knowledge, the POVM inequality, Eq. (51), is new but the concept of 
“unbiased POVM” was previously defined by Kalev and Gour [26]. In standard 
quantum information, the inequality is rather expressed for von Neumann measure-
ments. Independent POVMs are then particularized by independent von Neumann 
measurements in the so called “mutually unbiased bases”.

7.5 � Mutually Unbiased Bases (MUB)

Mutually unbiased bases, first introduced by J. Swinger in 1960 [27] are extensively 
used in standard quantum information [25]. Let us first define precisely a pair of 
mutually unbiased bases Ω1 and Ω2 in the present model. Each basis Ωi , of basic vec-
tors ��i⟩ , (�i ∈ Ωi) , ( i ∈ [[1, 2]] ), defines a von Neumann measurement i.e. a par-
ticular POVM, namely {��i⟩⟨�i�}�i∈Ωi

.

Definition 44  (Mutually unbiased bases (MUB) or mutually unbiased windows) A 
pair of bases are mutually unbiased when they determine two independent von Neu-
mann measurements.

This definition is not standard. Let us recover the standard definition by the fol-
lowing proposition:

Proposition 44  (MUB) Two distinct windows of sample sets Ω1 and Ω2 and of basic 
vectors ��1⟩ , (�1 ∈ Ω1) and ��2⟩ , (�2 ∈ Ω2) are mutually unbiased if and only if

⟨e ⋅ e�i⟩ = ⟨(e0 + e1 + e2) ⋅ e�i⟩ = ⟨ei ⋅ e�i⟩

Tr
��
� −

�d

d

����i

q�i

−
�d

d

��
= Tr

��
�i −

�d

d

����i

q�i

−
�d

d

��

Tr(���i
) = Tr(�i��i

).
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Proof  From Eq. (50) two von Neumann measurements are independent if and only if 
Eq. (52) holds. 	�  ◻

Consider a pair of mutually unbiased bases, defining two independent von Neu-
mann measurements. Then, Eq. (51) holds, with Ωi standing for Γi , as

We recover the well known entropic relations of standard quantum information the-
ory in the special case of independent windows. The first bound, N + S(�) , corre-
sponds to a special case of the Frank-Lieb’s inequality [15] and the second bound, 
N, to the less tight Massen-Uffink’s inequality [14]. Note the the present model pro-
vides an intuitive basis to these inequalities, usually regarded as somewhat technical 
and esoteric: Namely, whatever the measurement, it is impossible to recover more 
information than is stored in the memory. This is also the basis of the iconic uncer-
tainty principle.

Finally, the totality of the information stored in the memory can be retrieved. 
Actually, this information is located in the principal window and is therefore per-
fectly classical.

8 � Illustrative Example: One‑Bit System

A one-bit system is a logical memory containing a maximum of one information bit. 
The issue is to extract this information.

There is not much to say about a classic one-bit system, it is a deterministic prob-
lem represented by a single Boolean variable, valid or invalid. Its entropy is zero and 
its Shannon information is therefore exactly 1 bit.

In contrast, a one-bit Bayesian system is a memory whose information content is 
specified by the state of the system. This state can be either a mixed state or a pure 
state, also called a qubit. It turns out that a qubit is actually a deterministic one-bit sys-
tem, implemented by Bayesian inference.

8.1 � Mixed One‑Bit System

A mixed state corresponds to a one-bit memory without any particular constraint. 
The memory is investigated via a question-and-answer procedure. Let �1 denote the 
Boolean variable representing the initial query. A remarkable property of the Bayesian 
representation is that this initial query only exposes one possible aspect of the system. 
At any rate, there are two classical states, namely, �1 = �1 and �2 = �1 , where �1 is 
the negation of �1 . At this stage, there is no specific condition, so that the Bayesian 
prior information, say (Λ) , is initially void.

(52)∀�1 ∈ Ω1, ∀�2 ∈ Ω2 ∶ �⟨�1��2⟩�2 =
1

d
.

(53)ℍ(Ω1) + ℍ(Ω2) ≥ N + S(�) ≥ N



1 3

Foundations of Physics (2023) 53:58	 Page 49 of 59  58

8.1.1 � Source Observation Window

To address the Bayesian problem, we first construct a sample set Ω = {�1,�2} includ-
ing the two initial classical states. Next, we build a real-valued probability space 
P
(def)
= Span(�1,�2) , of dimension d = 2N = 2 . This provides an initial view, called 

“source information window”.
Let p = (p1, p2) ∈ P . To secure p1, p2 to be genuine probabilities, we have to intro-

duce in the (initially void) prior (Λ) the relevant universal equations, Eqs. (2, 3, 4, etc.), 
limited here to the sole normalization equation. Therefore, the prior information (Λ) 
now reads (Λ) ∶ p1 + p2 = 1. We will interpret p1 and p2 as conditional probabilities 
given (Λ) . Using the convention of Sect. (2.3)

As a result, the unknowns p1 and p2 are the solutions of a LP system Eq. (7)

Each solution is a particular probability distribution ℙ(�) on the sample set Ω . Actu-
ally, the normalization equation is implicit, so that the Bayesian formulation reduces 
to its simplest expression without any explicit constraint,

Let 𝜔̃1 = (1, 0) and 𝜔̃2 = (0, 1) denote the two deterministic solutions in P .  The LP 
system,

Equation (54), accepts not only the two classical deterministic distributions 𝜔̃1 and 
𝜔̃2 but also a continuous set of solutions on their convex hull. The feasible solutions are 
located on a specific polytope W

Λ
 , that is the line segment [𝜔̃1, 𝜔̃2] identical to the so-

called “tautological simplex” of one variable W
I
 . The line itself is an affine 1-dimen-

sional subspace P
Λ
 . The simplex vertices are w1 = 𝜔̃1 and w2 = 𝜔̃2 . Therefore, the sys-

tem is simplicial (Definition 9) and W
Λ
= W

I
= conv(𝜔̃1, 𝜔̃2).

8.1.2 � Simplicial Quantum State

The system, Eq. (54) defines a “mixed state” of rank r = 2 (i.e. with 2 vertices). The 
specific polytope W

Λ
 is the tautological simplex. It is possible to single up a particular 

p1 = ℙ(−1)
(def)
= ℙ(�1 = 0|Λ) and p2 = ℙ(1)

(def)
= ℙ(�1 = 1|Λ).

(54)
p1 + p2 = 1

subject to p ≥ 0

(Λ) ∶ Assign a probability distribution ℙ(�) on Ω = {�1,�2}
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solution, w
Λ
 , called “working distribution”, by assigning a weight to each vertex of the 

simplex that is a discrete contextual probability distribution. Define

so that w
Λ
= 𝜆1𝜔̃1 + 𝜆2𝜔̃2 ∈ W

Λ
 . By convention, when the contextual distribution is 

not explicit, the default working distribution w
Λ
 is the center of mass of the polytope, 

i.e. c̃ = (1∕2)(𝜔̃1 + 𝜔̃2).
The pair, (w

Λ
,W

Λ
) , of a working distribution w

Λ
 and a specific simplex, W

Λ
 , is 

termed “simplicial quantum state”. 

8.1.3 � Observable

In the source window, an observable is a function Q ∶ Ω → ℝ . Let Q(�) = q� . By defi-
nition, q = (q1, q2) ∈ P

∗ , where P∗ is the dual of P . The expectation of Q is defined 
with respect to the working distribution as

For instance, consider the particular observable SZ(�) = s� defined as

We have

8.1.4 � Entropy and Information

The entropy of the state is ℍ(Σ�) = −�1 log2 �1 − �2 log2 �2 . This corresponds at the 
same time to the von Neumann entropy, the simplicial entropy and the working entropy 
and represents a Shannon information of I = 1 − −�1 log2 �1 . Actually since the win-
dow is principal, this information can be entirely extracted from the window.

8.1.5 � Other Observation Windows

We started from a unique Boolean variable, �1 . Surprisingly enough, in a Bayesian 
framework, it is possible to pose the problem by using other alternatives than �1 and 
�1 , that is to consider other observation windows. These new alternatives are necessary 
in order to compute the expectation value of every relevant observable.

To change the observation window, let us introduce a new tool, namely, an auxiliary 
Hilbert space.

8.1.6 � Transcription into an Auxiliary Hilbert Space H 

Indeed, to construct new observation windows, the fundamental novelty of quan-
tum information is to transcribe the source window into an auxiliary Hilbert space H 

Σ� = {�1, �2} where �1, �2 ≥ 0 and �1 + �2 = 1,

⟨Q⟩ = ⟨qp⟩�p=wΛ
= ⟨qw

Λ
⟩ = �1q�1

+ �2q�2
.

SZ(�1) = 1 ; SZ(�2) = −1 i.e. s = (1,−1) ∈ P
∗

⟨SZ⟩ = ⟨sw
Λ
⟩ = �1 − �2
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defined as the complex span of (�1,�2) . Let (�1⟩, �2⟩) denote its basis vectors. After-
ward, the new alternatives will be simply computed by changing this initial basis. 
The initial simplicial quantum state is transcribed as a standard density operator 
�

Λ
= �1�1⟩⟨1� + �2�2⟩⟨2� , or

The density operator is diagonal. As a result this source window is called principal.
Any observable in the source window Q ∶ Ω → ℝ is transcribed as the following 

diagonal operator

For instance, the observable SZ is transcribed as

where �3 is a Pauli matrix. Its expectation is computed by the so-called “Born rule”, 
Eq. (35), as

8.1.7 � Changing the Window

To obtain new windows, we simply have to change the basis in H . It turns out that 
the new corresponding probability problem can be simply retrieved by reverse 
transcription in the new basis. In general, the new density operator is no longer 
diagonal in the new basis, so that the new observation window is not principal but 
twisted. Let �ei�⟩ = (�i�,1, �i�,2)

T for i� = 1, 2 be the expression of its eigenvectors in 
the new basis. The new expression ��

Λ
= �1�e1�⟩⟨e1� � + �2�e2�⟩⟨e2� � of the density 

operator is thus

and we have Tr(��
Λ
) = Tr(�

Λ
) = w�

1
+ w�

2
= 1 . For example for �e1�⟩ = (cos �, sin �)T 

and �e2�⟩ = (− sin �, cos �)T , we obtain

To reverse transcribe into a new real-valued probability space P′ , use the eigen-
vectors �ei�⟩ ∈ H to define the vectors v�

i
= (|�i�,1|2, |�i�,2|2)T in P′ . In the example, 

�
Λ
= �1

[
1 0

0 0

]
+ �2

[
0 0

0 1

]
=

[
�1 0

0 �2

]
.

� =

[
q�1

0

0 q�2

]

(55)�Z = �3 =

[
1 0

0 − 1

]

⟨SZ⟩
(def)
= ⟨sw

Λ
⟩ = Tr(�

Λ
�Z) = �1 − �2

��
Λ
= �1

[
�1�,1 �

∗
1�,1

�1�,1 �
∗
1�,2

�1�,2 �
∗
1�,1

�1�,2 �
∗
1�,2

]
+ �2

[
�2�,1 �

∗
2�,1

�2�,1 �
∗
2�,2

�2�,2 �
∗
2�,1

�2�,2 �
∗
2�,2

]
=

[
w�
1
��
12

��
21

w�
2

]

��
Λ
=

[
�1 cos

2 � + �2 sin
2 � (�1 − �2) sin � cos �

(�1 − �2) sin � cos � �1 sin
2 � + �2 cos

2 �

]
.
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w�
1
= �1 cos

2 � + �2 sin
2 � , w�

2
= �1 sin

2 � + �2 cos
2 � , v�

1
= (cos2 �, sin2 �)T and 

v�
2
= (sin2 �, cos2 �)T.
By exception, when v�

1
= v�

2
 , the new window is “blind” and w�

1
= w�

2
= 1∕2 . 

For example, this is obtained for � = �∕4 , �e1�⟩ = (1∕
√
2)(1, 1) and 

�e2�⟩ = (1∕
√
2)(−1, 1).

Otherwise, the new simplex is the affine segment [v�
1
, v�

2
] and the new work-

ing distribution is w� = (w�
1
,w�

2
)T . Finally, this defines a new sampling set Ω� . 

Although the system is basically classical, Bayesian inference leads to a twisted 
observation window because the basis vectors are correlated and no longer 
independent.

Obviously, the old observables Ω → ℝ , represented by diagonal Hermitian 
operators in H will change accordingly but will no longer remain diagonal. There-
fore, they cannot be reverse-transcribed in the new window because they are still 
defined on Ω ≠ Ω� . By contrast, the new window matches different observables, 
inaccessible from the old window, Ω� → ℝ which became diagonal in the new 
window. Nevertheless, all observables can always be computed in the Hilbert 
space from any observation window because each observable is expressed as an 
operator, whether diagonal or not, acting on the Hilbert space H.

8.2 � Qubit, Pure One‑Bit State

We define a qubit as a pure state in a 1-bit LP system. As a result, a qubit rep-
resents a deterministic distribution. In a principal window, the qubit is simply a 
classical state!

Assume now that the source window is not necessarily principal. Define a cov-
ector a� = (a�,�1

, a�,�2
) in P∗ depending on a setting � associated with an observ-

able, A� , so that A�(p) = a�,�1
× p1 + a�,�2

× p2 . Without loss in generality for fea-
sible LP problems, we can choose the following formulation of a�

The qubit is the unique solution of the Bayesian problem Eq. (8)

The rank of the LP system is m = d = 2 and the solution is w� = (cos2 �∕2, sin2 �∕2) . 
The quantum state (w� ,W�) is thus characterized by the isolated vertex w� and 
W� = {w�}.

8.2.1 � Observable

Consider an observable Q(�) = q� in the source window. The quantum expectation 
is defined as,

a� = (a�,�1
, a�,�2

) = (sin2 �∕2,− cos2 �∕2),

(�) ∶ Assign ℙ subject to ⟨A�⟩ = 0



1 3

Foundations of Physics (2023) 53:58	 Page 53 of 59  58

Specifically, the expectation of the observable SZ = �3 = (1,−1) , Eq. (55), is 
⟨SZ⟩ = cos2 �∕2 − sin2 �∕2 = cos �.

8.2.2 � Transcription into an Auxiliary Hilbert Space H 

Different transcriptions depending on a gauge parameter are equivalent. Consider a 
gauge labelled � . With this gauge, construct an auxiliary Hilbert space. The quan-
tum state is transcribed as the rank 1 density operator ��,� = �a⟩⟨a� with the Glea-
son’s vector �a⟩ (Definition 28),

as

The gauge parameter expresses an exact symmetry of the Hilbert space with respect 
to a rotation. There is also a antiunitary gauge generated by complex conjugation, 
that is simply here � ↦ −� . Note that the formulation is classical for � = 0.

8.2.3 � Entropy and Information

The entropy of the Shannon distribution is zero. As a result, the Shannon informa-
tion is 1 bit. The totality of this information is extracted by a measurement.

9 � Discussion

The current model is of course expected to have repercussions in different fields, 
starting with physics, considered the science of observing the world based on rea-
soning [28].

9.1 � Spin‑off in Physics

Unquestionably, quantum information is the basis of quantum physic.
Actually, quantum physics identifies the universe with a Hilbert space. How-

ever, a major problem is that its state is usually represented by a wave vector, that 
is a pure state. In the present framework, a pure state describes an information 
register set to zero (with a particular Boolean gauge), so that the complexity of 
the world would be just an artifact only due to a sophisticated observation win-
dow. Therefore, paradoxically, for the universe to have a non-trivial content, a 

⟨Q⟩ = ⟨qw�⟩ = q�1
w�,1 + q�2

w�,2 = q�1
cos2 �∕2 + q�2

sin2 �∕2

�a⟩ = ei�
√
w�,1 ⋅ �1⟩ + e−i�

√
w�,2 ⋅ �2⟩ = ei�∕2 cos �∕2 ⋅ �1⟩ + e−i�∕2 sin �∕2 ⋅ �2⟩

��,� = �a⟩⟨a� = 1

2

�
1 + cos � e−i� sin �

ei� sin � 1 − cos �

�
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pure state is excluded and only a mixed state, that is a probabilistic mixture of 
pure states is acceptable.

But now we have to explain how standard physics can be so efficient despite 
problematic prerequisites. The solution could be that the behavior of the standard 
wave vector is actually a witness, characterizing the symmetry of the system, i.e. 
its gauge group. In turn, from proposition (8), this group itself characterizes the 
quantum state of the system. This ties in with Steven Weinberg’s deep intuition 
[29], namely “specifying Nature’s symmetry group may be all we need to say 
about the physical world”.

Another objection is that the present model only deals with logical concepts and can 
therefore provide only a bare landscape of the world, free from any specific ontological 
or “ontic” ingredient. Perhaps this is not so essential, especially since genuine ontolog-
ical elements are undoubtedly unimaginable and therefore unfalsifiable, whereas the 
candidate “beables”, whether fire, aether, epicycles, points, vectors, strings or branes 
are highly problematic or at best purely phenomenological models. This suggests cir-
cumventing any specific ontology and adopt the concept “It from bit”, in agreement 
with the celebrated Wheeler’s doctrine. This means that abstract information is the 
ultimate ingredient while deliberately ignoring any ontological significance.

On these bases, let us outline a purely information model.
Towards new foundations of physics: The world could be reconstructed from 

a number of observations, expressed for convenience in terms of binary Boolean 
variables regarded as discrete degrees of freedom. From proposition (8), the state 
of the universe could be represented by a gauge group whose invariant observables 
express symmetry, thus joining Klein’s Erlangen program in mathematics [30] (see 
e.g. J.-B. Zuber [31]). This implies that the universe is described by a mixed state. 
Next, we would have to find the origin of most concepts in the corpus of informa-
tion theory. For example, the concept of cosmic time could be related to the total 
entropy of the universe. Incidentally, the need for mixed states could solve some 
paradoxes, like the information loss in black holes. Finally, the method paves the 
way to a huge field of investigation obviously outside the scope of this article.

9.2 � Beyond Physics

The Bayesian approach is likely to be powerful in all other area of reasoning.
The first application concerns Data Science. It provides an explanation of the 

speedup of both Bayesian computation and quantum computing. This explains espe-
cially the efficiency of neural networks which are implicit Bayesian calculations. 
This efficiency ultimately rests on the unique ability of real numbers to perform 
optimization unlike discrete implementations.

Beyond, this suggests that the Church-Turing principle may not be the end of the 
history and that Bayesian inference could be a more powerful tool than the Turing 
machine to conceive universal computation as previously suggested, but only for 
quantum computation, by Deutsch [32].

Bayesian inferences could even have spin-off in pure mathematics because the 
means of deducing mathematics from logic could include Bayesian inference and 
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not only deduction. Leopold Kronecker is famous for having declared that “God 
made the integers, all else is the work of man.” [33] One step further, one could 
assert that “God made logical rules, all else is the work of man.” At last, more punc-
tually, quantum information could explain the hitherto unknown link [34] between 
the theory of potential and probability [35].

More unexpected for quantum physicists, though suspected by David Bohm and 
Basil Hiley [36], other sciences including soft sciences already benefit from this 
approach. Applications have been described, e.g. in cognition and decision mak-
ing [37–39], psychology [40, 41], social science [42] or grammatical language [43]. 
Beyond cognition, other emblematic examples could be found in biology, e.g. in 
both the immune system and immunotherapy and even in evolution theory.

10 � Conclusion

Our goal was to propose an interpretation of quantum formalism. Although it is a 
long-standing issue, whose origins can be traced back to von Neumann [22], the 
foundations of quantum mechanics have remained elusive, giving rise to questioning 
and discomfort [44]. The probabilistic “Born interpretation” aroused the Einstein’s 
famous sentence, “I, at any rate, am convinced that He does not throw dice” [45]. 
Later, in a celebrated lecture [46], R. Feynman gave his equally famous verdict, “I 
think I can safely say that nobody understands quantum mechanics”. Let us finally 
quote the striking Jaynes’ opinion: “A standard of logic that would be considered a 
psychiatric disorder in other fields, is the accepted norm in quantum theory” [7].

To address this discomfort, countless approaches have been devised. Some authors 
tried to circumvent the conventional logic. Others attempted to reinterpret the experi-
mental results. Finally, some simply denied the existence of a problem. In a tasty paper, 
updated in 2002 [47], Christopher Fuchs enumerated with humor a number of “religions”: 
“The Bohmians [48], the Consistent Historians [49], the Transactionalists [50], the Spon-
taneous Collapseans [51], the Einselectionists [52], the Contextual Objectivists [53], the 
outright Everettics [54, 55], and many more beyond that”. Recent approaches try to derive 
quantum logic from ad hoc information-theoretic extra principles assumed “reasonable” 
or, following Spekkens [56], propose frameworks claimed “operational” [57–62], based 
on the compatibility with specific information processing tasks. Epistemic approaches 
propose generalized probabilistic theories (GPT) comparing quantum and classical prob-
abilities [63, 64]. Specifically, new frameworks aim to identify the additional axioms 
needed to derive the quantum formalism from probabilistic constraints, e.g, from “infor-
mation causality” or from entropy [65, 66]. Another appealing approach inspired from 
thermodynamics is to use an entropic method of inference [67]. Eventually, a more direct 
way is to compare quantum states with Bayesian states of knowledge [68–71].

In the present paper, we abstain from introducing any extra axiom and we support 
the approaches based on Bayesian inference theory.

Although using quantum terminology when appropriate, we have basically dealt 
with classical information in a classical memory, but at the end, we obtain the exact 
apparatus of quantum information. This means that quantum information as such 
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is nothing but information itself and therefore independent of any physical content. 
Our major conclusion, as sketched in Sect. (1.2), is somewhat baffling: Quantum 
information is simply classical information processed by Bayesian inference theory.

As far as quantum formalism itself is concerned, the current model is the first 
to logically deduce from information theory its fundamental characteristics, almost 
always posited from the outset as seemingly arbitrary postulates: Why is the theory 
probabilistic? Why is the theory linear? Where does the Hilbert space come from? 
Also, most of the emblematic paradoxes, such as entanglement, contextuality, non-
signaling correlation, measurement problem, no-cloning theorem etc., find a per-
fectly rational explanation. At last the controversial concept of Shannon information 
conveyed by a wave vector, or stored in the system is clarified.

Beyond physics, quantum information appears as a multipurpose technique for 
analyzing a system of logical constraints, in line with classical information. Whereas 
classical information is the universal tools of logic, quantum information in the uni-
versal tool of inference. This is perhaps the most important conclusion of this article.
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