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Abstract
I assess various proposals for the source of the intuition that there is something 
problematic about contextuality, ultimately concluding that contextuality is best 
thought of in terms of fine-tuning. I then argue that as with other fine-tuning prob-
lems in quantum mechanics, this behaviour can be understood as a manifestation of 
teleological features of physics. Finally I discuss several formal mathematical frame-
works that have been used to analyse contextuality and consider how their results 
should be interpreted by scientific realists. In the course of this discussion I obtain 
several new mathematical results—I demonstrate that preparation contextuality is 
a form of fine-tuning, I show that measurement contextuality can be explained by 
appeal to a global constraint forbidding closed causal loops, and I demonstrate how 
negative probabilities can arise from a classical ontological model together with an 
epistemic restriction.

Keywords Quantum mechanics · Contextuality · Fine-tuning

The study of contextuality has made great strides in recent years. On the mathemati-
cal side, we now have a rich understanding of the limits of quantum contextuality 
thanks to several powerful formalisms [1–4]. On the conceptual side, there are ongo-
ing discussions both about the reasoning that leads us to prefer non-contextual theo-
ries [5, 6] and the sorts of models which could naturally be expected to lead to con-
textuality [7, 8]. My aim in this article is to clarify how these various approaches to 
contextuality relate to one another and to explore what this combined body of work 
means for a scientific realist. Obviously I will not be able to mention every relevant 
result, but I aim to cover enough to get a clear picture of the conceptual implications 
of contextuality.

I begin by assessing various proposals for the source of the intuition that there is 
something problematic about contextuality, ultimately concluding that contextuality 
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is best thought of in terms of fine-tuning. I then argue that as with other fine-tuning 
problems in quantum mechanics, this behaviour can be understood as a manifesta-
tion of teleological features of physics; I therefore suggest that contextuality can be 
regarded as evidence for the ‘all-at-once’ approach advocated in [9–11]. Finally I 
discuss several formal mathematical frameworks that have been used to analyse con-
textuality and consider how their specific results should be interpreted.

In the course of this discussion I prove several new mathematical results. I use the 
methods of [12] to demonstrate that preparation contextuality is a form of fine-tun-
ing; I show that measurement contextuality can be explained by appeal to a global 
constraint forbidding closed causal loops; and I demonstrate how negative probabili-
ties arise from a classical ontological model together with an epistemic restriction.

1  A Note on Terminology

Throughout this article we will be dealing with contextuality scenarios. A contex-
tuality scenario is a set of measurements together with a specification of contexts, 
where a context is a set of measurements which can be performed together, i.e. they 
are all ‘compatible.’ When we are dealing with quantum mechanics we say that 
measurements are compatible if the corresponding measurement operators com-
mute, but what if we want to understand contextuality in a more general operational 
context without presupposing the mathematical formalism of quantum mechanics? 
In this article, we will take it that a set of measurements ℂ on a (possibly composite) 
system S are compatible if for any possible preparation of S, if we perform all the 
measurements in ℂ on S, the probability distributions over the outcomes of each 
individual measurement are independent of the order (defined in any convenient 
reference frame) in which the measurements are performed. Clearly a set of com-
muting quantum measurements will always have this property. We will say that a 
context is maximal if it is not possible to add any other measurement (other than the 
trivial one) to the set whilst retaining this property. Note that in the classical world 
all measurements are (in principle) non-disturbing, so for a classical system all pos-
sible measurements form a single maximal context.

There are two main ways in which we may form ‘contexts’ in quantum mechanics 
and other non-classical theories. If we are dealing with two or more distinct physical 
systems, we can perform measurements on each system individually, and in quan-
tum mechanics the no-signalling theorem ensures that performing measurements on 
one system does not change the probability distributions for measurements on the 
other systems, so the probability distributions over outcomes are independent of the 
order of measurement in any reference frame and thus each possible combination of 
individual measurements defines a context. Clearly we can keep the measurement on 
one system constant while changing the choice of measurement on other systems, so 
a single measurement can appear in several different contexts, and the no-signalling 
theorem ensures that in quantum mechanics the probability distribution over the out-
comes of a measurement is independent of the context.

In the case where we are dealing with only one physical system, a context usu-
ally refers to a multiple-outcome measurement such as P = {�0⟩⟨0�, �1⟩⟨1�, �2⟩⟨2�}. 



1 3

Foundations of Physics (2021) 51:106 Page 3 of 40 106

Although we may be accustomed to thinking of P as a single measurement in 
its own right, it can equivalently be regarded as a set of three measurements 
{�0⟩⟨0�, � − �0⟩⟨0�}, {�1⟩⟨1�, � − �1⟩⟨1�} and {�2⟩⟨2�, � − �2⟩⟨2�}. The probability to 
obtain the result �0⟩⟨0� to the measurement {�0⟩⟨0�, � − �0⟩⟨0�}, is the same regard-
less of the order in which we perform these three measurements, and likewise for the 
other two measurements, so P defines a (maximal) context. For the sake of clarity, 
in this article we will use ‘measurement’ to refer to a two-outcome test of the form 
{�0⟩⟨0�, � − �0⟩⟨0�} and we will use ‘context’ to refer to more complex operations 
like P which can be regarded as sets of compatible measurements.

In general, for quantum systems of dimension greater than two a measure-
ment may appear in more than one context: for example the measurement 
{�0⟩⟨0�, � − �0⟩⟨0�} appears in the context {�0⟩⟨0�, �1⟩⟨1�, �2⟩⟨2�} and also the con-
text {�0⟩⟨0�, 1

2
(�1⟩ + �2⟩)(⟨1� + ⟨2�), 1

2
(�1⟩ − �2⟩)(⟨1� − ⟨2�)}. Quantum mechan-

ics has the feature that the probability distribution over the outcomes of a quantum 
measurement does not depend on which other compatible measurements are being 
performed simultaneously, i.e. once again the probability distribution over the out-
comes of a measurement is independent of the context; I will refer to this property as 
‘Gleason’s property,’ because it plays an important role in Gleason’s theorem [13]. 
Many theories that we are familiar with satisfy Gleason’s property trivially—e.g. 
because no measurement appears in more than one context, as in two-dimensional 
quantum mechanics, or because there is only one maximal context, as in classical 
mechanics. But quantum mechanics for systems of dimension greater than two satis-
fies Gleason’s property in a non-trivial way, since there are multiple maximal con-
texts and some measurements appear in more than one maximal context, so it would 
be logically possible for a given measurement to have different probabilities in dif-
ferent maximal contexts.

2  What’s the Problem with Contextuality?

In its first incarnation, contextuality was associated with the idea that quantum 
measurement outcomes correspond to definite properties of systems—so if a system 
has the property associated with an outcome of A to the measurement {A, � − A}, 
then whenever we perform this measurement we are certain to get the outcome A, 
regardless of what other measurements we are performing at the same time. A hid-
den variable model in which measurement works this way can be said to obey deter-
ministic non-contextuality. It is trivial to find an assignation of definite properties 
satisfying deterministic non-contextuality in a setting where each measurement can 
occur in only one context, but in quantum mechanical systems of more than two 
dimensions a given measurement can occur in several different possible contexts, 
and the Kochen–Specker theorem proves that for certain collections of measure-
ments for quantum systems of more than two dimensions, there is no possible way 
of picking a set of outcomes which correspond to ‘definite properties’ [14]—if we 
insist on assigning deterministic outcomes to measurements, we will sometimes 
have to assign them in such a way that we are certain to get an outcome of A to the 
measurement {A, � − A} when we perform it in some context and we are certain not 
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to get an outcome of A to the measurement {A, � − A} if we perform it in some other 
context. So quantum mechanics does not obey deterministic non-contextuality and 
therefore it is not possible to think of quantum measurement outcomes as simply 
describing pre-existing properties of systems.

For realists, there is an obvious response to be made here: the demand for deter-
ministic non-contextuality is a confusion arising from the naive classical view that 
measurements reveal pre-existing properties, and its lesson is simply that we should 
avoid taking the mathematical structure of the theory so literally. Indeed, an earlier 
result by von Neumann had already demonstrated the impossibility of determinis-
tic hidden variable models whose variables are elements of a Hilbert space [15], 
and Ancuna has recently argued that Gleason’s theorem leads to a similar conclu-
sion [6]. As discussed at length in the subsequent literature [6, 16–18] these various 
results provide abundant evidence against straightforward deterministic hidden vari-
able models which read ontic structure directly off mathematical structure, but they 
don’t rule out the possibility of more general hidden variable models—indeed, since 
the Kochen–Specker theorem was proved a number of models, such as Spekkens’ 
toy model [19], have been proposed to demonstrate that many of the predictions of 
quantum mechanics can be derived from ‘psi-epistemic’ models where the under-
lying ontic structure is different from the mathematical structure. Therefore these 
results are no great threat to the broader realist project or indeed to the possibility of 
determinism.

However, there exist more sophisticated approaches to contextuality. Spekkens 
has popularised a form of generalized contextuality based on the idea that opera-
tionally equivalent scenarios should correspond to the same underlying ontic reality 
[20]; I will henceforth refer to this idea as the Ontic Equivalence Principle (OEP). 
To make OEP precise, Spekkens employs the ontological models framework (see 
Appendix 1), in which each possible preparation is associated with an epistemic state 
distribution �P over ontic states and each measurement M and outcome k is associ-
ated with a response function �k,M . Spekkens uses this framework to identify several 
different sorts of contextuality: for now let us focus on measurement contextuality, 
which can be regarded as the non-deterministic generalisation of Kochen–Specker 
contextuality. An ontological model is said to be measurement non-contextual if a 
quantum mechanical measurement operator is represented in the ontological model 
by the same response function in every possible context, and Spekkens has shown 
that under plausible assumptions, no ontological model for quantum mechanics can 
be measurement non-contextual [20].

Because OEP is formulated in operational terms, Spekkens’ approach to contex-
tuality avoids the pitfall of naively reading structure off a particular mathematical 
formulation. But what exactly is the status of OEP, and why should we find it con-
vincing? A number of different arguments have been proposed. First, it has been 
suggested [5, 12, 21] that OEP is a version of Leibniz’s Principle of the Identity of 
Indiscernibles (IOI). However, IOI is usually understood as a metaphysical thesis 
about numerical identity: Leibniz claimed it was a conceptual, a priori truth that 
there cannot be two numerically distinct physical objects, or two numerically distinct 
possible worlds, which share all the same properties [22]. Whereas OEP does not 
seem to be intended as a conceptual truth, as no one is arguing that it is impossible 
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for operationally equivalent phenomena to differ at the ontic level. Indeed, in order 
to make such an argument one would probably have to adopt a fairly strong form of 
idealism which entails that reality supervenes on our observations, in which case 
there would be little sense in postulating a set of underlying ontic states at all. In 
fact, the proponents of OEP usually present it as a methodological principle about 
how to construct models: it is supposed to be a useful but ultimately fallible guide to 
action, rather than an exceptionless conceptual truth.

Moreoever, OEP also does not seem to be intended as a thesis about numerical 
identity. Say for example that some measurement E is performed in two different 
contexts. Regardless of whether or not E can be represented by the same response 
function in the two contexts, there is no question that these two measurements are 
numerically distinct—they take place in different spacetime locations, they involve 
different measurement procedures, and they are performed on different physical sys-
tems. Thus OEP and IOI have distinctly different subject matter: IOI deals with the 
metaphysics of identity while OEP deals with the epistemology of whether we could 
ever have good reason to suppose that operationally equivalent processes are onto-
logically distinct.

This is not just nit-picking, because it follows from this observation that the types 
of argument in which IOI is usually employed are not available in the contextuality 
case. For example, Spekkens compares the discussion over contextuality to Leib-
niz’s famous argument against the existence of absolute space, where he asks us to 
consider two possible worlds such that the whole of the universe is shifted by some 
distance in the first universe relative to its position in the second, and then invokes 
IOI to argue that these are not really different possible worlds.1 But in the contextu-
ality case this sort of argument can’t be made, for if there are two possible worlds 
such that in one world an agent performs a measurement in one context and in the 
other world the agent performs the same measurement in a different context, there 
can be no doubt that these are distinct worlds, and therefore IOI is not relevant to the 
question of whether or not the response functions associated with the measurement 
in these two contexts are the same or not. Moreover the fact that IOI is supposed to 
be known a priori means that (if its status as a priori knowledge is accepted) it needs 
no further justification; but OEP is certainly not an a priori conceptual truth and 
therefore some other justification must be offered for it, so comparisons to IOI don’t 
really do anything to explain why we should find OEP plausible.

It has also been suggested [5] that OEP can be regarded as a generalization of 
Einstein’s ideas—for example, his belief that we should try to rid our theories of 
‘asymmetries which do not appear to be inherent in the phenomena,’ [23] which 
was an important motivation for the theory of Special Relativity. Einstein’s argu-
ment here is a relational one: he is pointing out a mismatch between the phenomena 
and the model which can be removed simply changing the model. We can there-
fore understand him as invoking a version of Ockham’s razor—since this structure 
can be removed by a simple change of model, it is superfluous and therefore we 

1 I take no position here on whether Leibniz’s argument is right; I only mean to draw attention to its 
particular form.
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shouldn’t attach ontological significance to it. But the same argument can’t be made 
in the case of quantum contextuality, as we have a number of proofs to the effect 
that no model of quantum mechanics can be non-contextual, and so it appears that 
this particular asymmetry is in fact inherent in the phenomena: since there can be no 
non-contextual model of quantum mechanics, contextuality must be playing some 
non-trivial role, and therefore Ockham’s razor has every reason to spare it. Yet the 
various proofs that contextuality is an essential feature of quantum mechanics have 
not put an end to the discussion, and there still seems to be a sense that it would be 
desirable to get rid of contextuality if that were possible. This sense can’t be based 
on an appeal to Ockham’s razor, since it is provably not the case that contextuality is 
‘superfluous structure’—so what is the real motivation here?

One way of answering this question would be to argue that proofs of quantum 
contextuality depend on a set of assumptions about the nature of the underlying 
model, and therefore quantum contextuality is likewise relativized—not in this case 
to a single model, but to a class of models. In particular, Spekkens’ proof of meas-
urement contextuality depends on representing measurements as two-way interac-
tions between a state and an object representing the individual measurement, i.e. 
a response function, so perhaps we can get rid of the contextuality by moving to 
models which don’t represent measurements in this way. For example, in Rudolph’s 
‘marble-world’ model, the individual measurements and the ontic states are both 
represented by projectors in the state space, and the result of a measurement is sim-
ply the projector which is closest to to the current ontic state, so when we perform n 
compatible measurements, the outcome is determined by an (n + 1)-way interaction 
between the ontic state vector and all of the n projectors. Although it is not pos-
sible to represent measurements by a unique response function in marble-world, it 
is nonetheless the case that in the model they are represented by a unique object, 
i.e. a vector in the state space, so the structure of the model mirrors the relevant 
operational equivalences and therefore marble-world is in a general sense non-con-
textual relative to its own conception of the content of reality. The box below gives 
some more details on marble-world, and several other models in which contextual-
ity seems to arise in a natural way. In the context of these sorts of models it seems 
very reasonable that the result of a measurement should depend on which compat-
ible measurements are also being performed—so reasonable, in fact, that one might 
begin to wonder why anyone would ever have thought otherwise.

But in fact, there is a good reason that to think otherwise: Gleason’s property. 
Since Gleason’s property is precisely the ‘operational equivalence’ which grounds 
the intuition that measurement outcomes should be represented identically in every 
context in the first place, any putative explanation for contextuality must also satis-
factorily explain Gleason’s property. And marble-world does not automatically sat-
isfy the Gleason property: in order to do so, the model would have to guarantee that 
for any pair of contexts of the form M1 = {A,B,C} and M2 = {C,D,E}, and for any 
probability distribution over ontic states produced by a valid preparation, the prob-
ability that the state lies in the region closer to C than to A or B is the same as the 
probability that it lies in the region closer to C than to D or E. No simple choice for 
probability distributions over ontic states is likely to have this property, and thus 
although marble-world may offer a natural way to explain the dependence of the 



1 3

Foundations of Physics (2021) 51:106 Page 7 of 40 106

outcome on the context, it does not explain why the dependence of the outcome on 
the context should be hidden by the Gleason property.

There are possible ways to rectify this—for example, by tinkering with the proba-
bility distributions to ensure that Gleason’s property is obeyed after all. But it seems 
likely that the parameters of the model would have to be very carefully chosen to 
achieve this, which is to say, the model would have to be fine-tuned. For example, 
the de Broglie–Bohm theory manages to reproduce the empirical results of quantum 
theory only because the de Broglie–Bohm particles are always assumed to start out 
in a very specific distribution, and it has frequently been argued that this special fine-
tuned distribution is in need of explanation [24–26]. And in fact, this is a generic 
feature. The obvious way to explain Gleason’s property is to say that measurements 
are associated with stable underlying properties such that the probability of obtain-
ing the outcome E to the measurement {E, � − E} after preparation P is equal to the 
relative frequency of the property corresponding to E in a large ensemble of systems 
prepared according to P, which is naturally independent of context. But quantum 
contextuality blocks this sort of account, so instead we are forced to postulate mod-
els such that for any given ontic state the probability distribution over the outcomes 
of a given measurement may depend on the context, but when we average over ontic 
states according to the distributions associated with possible preparations, the prob-
abilities will no longer depend on contexts. Yet any model which succeeds in ‘hid-
ing’ the dependence on context in this conspiratorial way will necessarily look very 
fine-tuned.

Cavalcanti has given a formal proof of the link between contextuality and fine-
tuning by applying the framework of causal models to contextuality scenarios 
[12]. This involves attempting to describe causal influences between the variables 
involved in the scenarios and/or some set of ‘latent’ variables in terms of a causal 
model, and saying that a causal model is faithful (i.e. not fine-tuned) if its causal 
graph exhibits a d-separation between any two variables which are conditionally 
independent, where (roughly speaking) two variables are d-separated if there is no 
direct causal path between them. Cavalcanti applies the framework to no-distur-
bance phenomenon—i.e. pairs of measurements where the choice of measurement 
setting for one measurement has no effect on the probability distribution over the 
outcomes for the other measurement and vice versa. Clearly tests of two-party Bell 
inequalities are no-disturbance phenomena, but standard measurement contextuality 
scenarios can also be put in this form—for example, given two maximal contexts 
{A,B,C} and {A,D,E}, we can let the first measurement be {A, � − A} and then sub-
sequently we choose either the two measurements {B, � − B}, {C, � − C} or the two 
measurements {D, � − D}, {E, � − E}. Due to Gleason’s property, the result of the 
first measurement doesn’t depend on the choice we make in the second measure-
ment, so this is indeed a no-disturbance phenomenon. Cavalcanti demonstrates that 
if a no-disturbance experiment is constructed from a collection of measurements 
which together violate a Kochen–Specker inequality, then when we try to represent 
their behaviour with a causal model, it is necessarily the case that the model is not 
faithful. This confirms the conclusion we reached in the above discussion: the exist-
ence of Kochen–Specker contextuality does indeed entail that any causal model for 
the phenomena in question must be fine-tuned.
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It’s important to note that Cavalcanti’s fine-tuning result does not make any 
assumptions about the nature of the latent variables or the form of the causal rela-
tions postulated by the model—the fine-tuning proof requires only the assumption 
that there exists some causal account of the correlations, and therefore it is not rel-
ativized to any particular theoretical framework. Of course we have the option to 
move to a non-causal model, and indeed this is exactly what I will advocate, but 
nonetheless it seems clear that the existence of contextuality is telling us something 
profound about reality itself, not merely about our choice of representation.

So in fact, I suggest that the appropriate way to motivate OEP is not by appeal 
to IOI, Ockham’s razor, or superfluous structure, but in terms of our preference 
for models which avoid fine-tuning. The reason operationally equivalent situa-
tions should correspond to the same underlying ontic reality is simply that in cases 
where we have two or more ontic realities associated with the same operational sta-
tistics, the model will generally have to be fine-tuned in order to precisely cancel 
out dependencies so that no differences between these ontic realities are detectable. 
Physicists tend to take the presence of fine-tuning as an indication that something 
further must be added to the model to explain the fine-tuning [27–29], so we have 
good reason to pay special attention to places in physics where OEP seems to fail. 
Clearly this is a heuristic principle rather than an exceptionless rule: there might be 
special sorts of models where the multiplicity of the underlying ontic realities does 
not in fact look like fine-tuning, and in any case fine-tuned models are not logically 
impossible. But nonetheless, when we come across fine-tuning in physics it is con-
sidered good practice to at least make some attempt to explain it, so the existence of 
contextuality does indicate that there is some work to be done.

2.1  Measurement Device Configuration

In [8] Rudolph and Harrigan argue that contextuality can be attributed to the 
‘completely natural arrangement that the interactions of (the measurement 
device) and (the system) depend on the configuration of (the measurement 
device),’ where the configuration of the measurement device is understood to 
include information about which other compatible measurements are being 
simultaneously performed. And indeed, this suggestion seems very natural—after 
all, we already know that this interaction must depend in some way on the config-
uration of the measurement device, since it is the configuration of the measure-
ment device which determines the possible outcomes available, so it is not much 
of a leap to suppose that the response function may depend in other ways on the 
choice of setting.

However, this approach seems to work best in the case where the full set 
of compatible measurements are combined into a single measurement, e.g. 
{�0⟩⟨0�, �1⟩⟨1�, �2⟩⟨2�}. It’s less clear how it would apply if we first performed 
{�0⟩⟨0�, � − �0⟩⟨0�} and then subsequently decided which compatible measure-
ments to perform—is our later choice supposed to have a retrocausal influence on 
the setting of the measurement device for the first measurement? Alternatively, 
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one could suppose that there is a fixed, context-independent response function 
for the first measurement and then either the ontic state or the response func-
tions for the subsequent measurements depend on the measurements which have 
already been made; so the ‘measurement setting’ approach is only supposed to 
apply when the measurements are performed simultaneously.

2.2  De Broglie–Bohm

The de Broglie–Bohm interpretation [30] may be regarded as an example of the 
kind of model that Rudolph and Harrigan have in mind. In this picture, quantum 
systems are associated with de Broglie–Bohm particles having definite positions 
which are guided through space by the wavefunction. During a measurement, the 
system being measured becomes entangled with some variables of the measur-
ing device, so that the velocity of the de Broglie-Bohm particles of the system 
come to depend on the positions of the de Broglie–Bohm particles of the measur-
ing device, and thus the result of the measurement may depend on the full con-
figuration of the measurement device, including which other measurements are 
being performed simultaneously. Indeed, it is shown in [31] that in many cases 
the configuration of the measuring device is the main influence on the outcome, 
as we might expect given that the measuring device is usually much larger than 
the measured system and thus it dominates the interaction.

The de Broglie–Bohm model can also deal with the case where the meas-
urements composing a context are performed sequentially rather than simulta-
neously: the ontic state (i.e. the spatial distribution of the de Broglie–Bohm 
particles) is altered by the first measurement, and thus the later measurements 
naturally have a different ontic representation.

2.3  Marble‑World

Another natural way to explain the dependence of measurement outcomes on 
context is to imagine that rather than being collections of properties, quantum 
states are like preference orderings: that is to say, a state corresponds to an 
ordered list of all possible measurement outcomes such that, for any possible 
measurement, the highest-ranked outcome is the one that will occur. So the meas-
urement {A,B,C} is to be understood not as asking ‘which of these three proper-
ties do you currently have?’ but rather ‘which of these options do you prefer?’—
and of course, when you are asked to choose a favourite amongst a set of options, 
whether or not you choose option A will usually depend on what other options are 
available.

Rudolph suggests an explicit model of this kind, which I refer to as ‘marble-
world’ [7]. In this model, a quantum state corresponds to a probability distribu-
tion over ontic states, which are represented as projectors in a complex projective 
space. Measurements are also represented by projectors, and when we perform 



 Foundations of Physics (2021) 51:106

1 3

106 Page 10 of 40

a set of compatible measurements, the outcome which occurs is simply the one 
associated with the measurement projector which happens to be closest to the 
current ontic state: Rudolph suggests thinking of the ontic state as a marble on a 
sphere, which is attracted towards all of the measurement vectors and thus ulti-
mately moves to the closest one.

Rudolph’s model does not perfectly reproduce the quantum mechanical sta-
tistics, but it is nonetheless suggestive. In particular, it is straightforward to see 
how contextuality can arise under these circumstances; given two measurements 
M1 = {A,B,C} and M2 = {C,D,E}, it could easily be the case that � is closer 
to C than to A or B, but closer to D than to C, so the result of M1 will be C but 
the result of M2 will not be C. This model is clearly KS-contextual, and it is also 
measurement contextual in Spekkens’ sense—if we write it down as an ontologi-
cal model then the response function associated with C must satisfy �C,M1(�) = 1 
but �C,M2(�) = 0. But the contextuality arises in a very natural way, because meas-
urements in marble world amount to asking systems to ‘pick the best option.’

Again, it is not entirely clear how the marble-world model is meant to work in 
the case where the measurements constituting a context are performed sequen-
tially: if the measurements are temporally separated then the complex projective 
space in which the relevant vectors live can’t actually be located at the spacetime 
locations of the measurements, since then we would never have the full set of 
vectors present at once, so if the attraction model is to be taken literally, marble-
world would seem to entail the existence of some sort of platonic extra-temporal 
space in which these interactions can take place. Alternatively, as before we can 
suppose that either the ontic state or the response functions for the subsequent 
measurements depend on the measurements which have already been made, so 
the vector attraction account applies only when all the measurements are being 
performed simultaneously.

2.4  Preparation Contextuality

I have argued that violations of OEP are best understood as fine-tuning problems. 
To test this intuition, let us now see if it is true for another form of contextuality 
identified in Spekkens’ analysis. Again using the ontological models framework, 
Spekkens specified that an ontological model is preparation non-contextual if for 
every set of preparation procedures which all produce the same quantum state, all 
of the preparations in the set are represented by the same probability distribution 
over ontic states in the ontological model; otherwise it is preparation contextual 
[20]. Moreoever, Spekkens proved that any ontological model which reproduces the 
observable results of quantum mechanics must be preparation contextual, subject to 
reasonable assumptions about the way ontic states behave under composition.

To see that preparation contextuality is indeed a fine-tuning problem in the causal 
modelling sense, observe that a scenario exhibiting preparation contextuality can be 
thought of as a no-disturbance phenomenon: given a set of preparations which all 
prepare the same quantum state, we select and perform one preparation and then 
measure the resulting state, and of course the result of this measurement will be 
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independent of the choice of preparation. Thus we can apply Cavalcanti’s methods 
to show that any faithful causal model for such a scenario is factorisable. But it fol-
lows from the definition of preparation contextuality that a preparation contextual 
ontological model for such a scenario will not be factorisable; so if a preparation 
contextual ontological model is turned into a causal model by treating the ontic vari-
ables as latent variables, the resulting causal model can’t be faithful. Thus we have 
shown that any preparation contextual ontological model is necessarily fine-tuned, 
so we are now able to see what is ‘wrong’ with preparation contextual models: they 
are suspect because they have to be fine-tuned in order to hide the dependence of 
measurement outcomes on the choice of preparation. The details of this proof can be 
found in Appendix 2.

It might have been tempting to think that we could get around Spekkens’ prepara-
tion contextuality result by observing that the proof is based on the assumption that 
measurement results can depend only on facts about the present ontic state, whereas 
in a more general setting measurement results might depend on facts about the past 
and future as well. However, Costa and Shrapnel have used the process matrix for-
malism to demonstrate that even if we allow non-standard temporal orderings, any 
model which reproduces the observable results of quantum mechanics must exhibit 
‘process contextuality,’ which can be understood as a generalisation of preparation 
contextuality for scenarios with non-standard causal ordering: a process ‘captures 
those physical features responsible for generating the joint statistics for a set of 
events, independently of the choice of local instruments’ [32]. And in fact this is 
exactly what we would expect if indeed preparation contextuality is a fine-tuning 
problem in the causal modelling sense, because causal models make no assumption 
about the temporal relationships between the variables in the model; in particular, 
there is no assumption that the latent variables are located to the past of the meas-
urements or that their effect is spatially or temporally local, and therefore it is to be 
expected that simply relaxing some assumptions about the spacetime location of the 
latent variables will not get rid of the fine-tuning problem or the contextuality asso-
ciated with it.

2.4.1  Biased and Unbiased Counterfactual Outcomes

To get a clearer understanding of the nature of the fine-tuning involved in prepara-
tion contextuality, it’s helpful to consider the case of an ontological model where 
all the response functions are deterministic. In such a model, the ontic state � must 
record, for each possible context C, which set of outcomes O will occurs if we per-
form the set of measurements in C. The ontic state can therefore be written as a 
vector c⃗ such that the entry ci in position i of c⃗ , specifies the set of outcomes that we 
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will definitely obtain if we perform the set of measurements belonging to the context 
labelled by i. I will refer to c⃗ as the counterfactual outcome, since it specifies the 
outcome that we would obtain if we could check every possible context simultane-
ously. Of course, since we are dealing with maximal contexts we can never actually 
check more than one context, meaning that we can only ever find out one of the 
entries in the counterfactual outcome.2,3

According to the usual specification of an ontological model, a preparation pro-
cedure P leads to a probability distribution �P over the space of counterfactual out-
comes c⃗ . I will say that �P is unbiased if it is the case that for each i, the marginal 
probability distribution induced by �P over the possible values of ci is independent 
of the values of the other entries in the vector c⃗ . Because we can never check more 
than one context, we will never be able to determine directly whether a distribution 
is biased or unbiased. However, in some cases we can make inferences. Consider a 
set of three maximal contexts, each consisting of a single qubit measurement4:

And consider a set of preparations which prepare the following states:

Let the first three entries of the counterfactual outcome c⃗ contain the outcomes for 
the measurements M1,M2,M3 in that order, and let the outcomes of the measure-
ments M1,M2,M3 be labelled by 0,  1 with respect to the order in which they are 
displayed above. Then �P1

 must assign probability 0 to all counterfactual outcomes 
c⃗ with c1 = 1 ; �P2

 must assign probability 0 to all counterfactual outcomes c⃗ with 

(1)

M1 = {�0⟩⟨0�, �1⟩⟨1�}

M2 =
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3 In general c⃗ will be of infinite length, since the set of possible contexts is continuous; however, it may 
be possible to parametrize c⃗ using a finite number of parameters—for example, the Kochen–Specker 
model gives a deterministic model for the pure states of a qubit using only two parameters.
4 Recall that in the single-qubit case no context can contain more than one measurement, so these single 
measurements are also maximal contexts

2 Of course we we can certainly perform all the measurements associated with one context and then 
subsequently perform a measurement from a different context, but by definition the probability distribu-
tion over the last measurement will be different from the one that would have been obtained if we had 
performed it before the other measurements, so we should assume that in general the value of the coun-
terfactual outcome may have changed before we get to the second context
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c2 = 1 ; and �P3
 must assign probability 0 to all counterfactual outcomes c⃗ with 

c3 = 1.
Now consider the preparation in which we choose a number x uniformly at ran-

dom from {1, 2, 3} and then perform the corresponding preparation Px , thus pro-
ducing the maximally mixed state. Given that this is the maximally mixed state, 
the probability of obtaining the result 1 to measurement M1 is 1

2
 , and likewise 

for measurements M2 and M3 . However, if we make the standard assumption that 
distributions over ontic states compose under convex compositions in the same 
way as other probability distributions, it is clear that there is no possible way 
for us to obtain an ontic state where we are certain to get the result 1 to all three 
of these measurements; that is to say, the corresponding distribution �mix;0 must 
assign probability 0 to all counterfactual outcomes with [c1, c2, c3] = [1, 1, 1] , i.e. 
�mix;0(c1 = 1|c2 = 1, c3 = 1) = 0 . However, �mix;0(c1 = 1) =

1

2
 , and therefore �mix;0 

is biased.
Moreover, in general different ways of producing the same mixed state will 

lead to different biases. For example, suppose we instead prepare the maxi-
mally mixed state by making an equal mixture of the states �0⟩ and �1⟩ . Prepar-
ing the state �1⟩ individually leads to a non-zero probability of obtaining the 
result 1 for each of the measurements M1 , M2 and M3 , so there seems no rea-
son to think that a preparation of �1⟩ can’t ever prepare an ontic state with 
[c1, c2, c3] = [1, 1, 1] . Thus prima facie we might expect that when the maximally 
mixed state is produced in this way, the resulting distribution �mix;1 will not sat-
isfy �mix;1(c1 = 1|c2 = 1, c3 = 1) = 0—that is to say, �mix;0 and �mix;1 will exhibit 
different biases.

Of course, this is not a proof—after all, in principle it’s possible that preparing 
the state �1⟩ actually never produces an ontic state with with [c1, c2, c3] = [1, 1, 1] , 
since there is no direct way for us to check. However, we can turn this informal 
argument into a proof by simply rewriting Spekkens’ classic proof of preparation 
contextuality in terms of counterfactual outcomes; this is done in Appendix 3. Obvi-
ously this change makes the proof less general and thus in a sense less interesting, 
but working with counterfactual outcomes makes it more straightforward to see why 
we can’t represent these five different preparations of the maximally mixed states by 
the same probability distribution over ontic states: it’s because they produce differ-
ent biases, and there is no possible distribution over counterfactual outcomes which 
respects all the different biases produced by these different preparations. So the 
results of these preparations are in fact meaningfully different from the point of view 
of the counterfactual outcomes, since they produce different biases, but since we 
can’t perform the measurements for more than one maximal context we can never 
check these biases by direct measurements, and thus the results of the preparations 
are operationally indistinguishable.

This allows us to express the fine-tuning problem associated with preparation 
contextuality in a more concrete way: the question is, why do there exist sets of 
preparations in quantum mechanics which give rise to distributions over counterfac-
tual outcomes which are fine-tuned in such a way that the differences between them 
show up only in the biases and not in the observable probabilities for measurements 
within any single maximal context? A similar analysis could be applied in the case 
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of indeterministic response functions; instead of a counterfactual outcome the ontic 
state would assign a probability distributions over possible outcomes to every pos-
sible context, and a ‘bias’ would be defined in terms of correlations between the 
probability distributions assigned to different contexts; then again, for sets of prepa-
rations exhibiting preparation contextuality, the differences between the results of 
these preparations would show up only in the biases and not in the observable prob-
abilities for any individual context. Metaphorically speaking this effect looks almost 
‘conspiratorial,’ as if the extra information in the counterfactual outcome is being 
deliberately hidden from us by the universe. Thus, again, there is a strong case to be 
made that this fine-tuning effect demands some sort of explanation.

Moreover, this analysis demonstrates that the existence of preparation contextual-
ity is closely tied to the existence of distinct maximal contexts, since if we didn’t 
have distinct maximal contexts then we would always be able to access the entire 
counterfactual outcome for any preparation, meaning that different distributions over 
counterfactual outcomes would always be operationally distinguishable. This makes 
it clear that the connection between preparation and measurement contextuality goes 
beyond OEP—both can exist only because quantum mechanics allows distinct maxi-
mal contexts, and both can be understood as fine-tuning problems.

3  How Can Fine‑Tuning be Explained?

It has frequently been observed that Kochen–Specker and measurement contextual-
ity are closely related to non-locality—for example, they can be unified mathemati-
cally by the sheaf-theoretic framework, which we will discuss in Sect. 4.1. Prima 
facie this might seem puzzling, because non-locality seems to entail some sort of 
violation of classical ideas about causality, whereas contextuality does not seem to 
require any exotic physical mechanisms: thus, for example, Rudolph and Harrigan 
opine that contextuality is ‘an entirely natural requirement of realistic theories, in 
no way comparable to the un-intuitive nature of non-locality’ [8]. So one might be 
tempted to think that the relationship between contextuality and non-locality is a 
purely formal one.

However, once we start seeing contextuality as a fine-tuning problem, the anal-
ogy becomes much clearer. It is now well-recognised that non-local quantum cor-
relations are fine-tuned in the causal modelling sense [33]: once one accepts the 
possibility of non-local influences, the puzzling thing is not the dependence of the 
measurement outcome on the other measurement choices, but rather the fact that 
this dependence is precisely hidden by the non-signalling property. And similarly, 
we have just seen that in the case of measurement contextuality the problem is not 
the dependence on the context per se, but rather the fact that this dependence is pre-
cisely hidden by the Gleason property. So fine-tuning is quite a generic feature of 
quantum correlations, and therefore it should be a priority for any realist account of 
the quantum world to offer an explanation for this behaviour. The precise form of the 
fine-tuning will depend on one’s account of the nature of the probability distribu-
tions over ontic states described by an ontological model: if one takes them to be 
objective chances, then the relevant distributions will have to be carefully adjusted 
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and appropriately coordinated across spacetime, whereas if one takes them to be 
subjective probabilities over real distributions which are fixed by past evolution, 
then presumably one will have to encode the relevant fine-tuned distributions into 
the initial state of the universe. However in both of these cases the fine-tuning effect 
seems to demand some sort of explanation.

It should be reinforced that fine-tuning in the causal modelling sense is disanalo-
gous in several important ways from the ‘fine-tuning’ often discussed with reference 
to naturalness arguments in cosmology and particle physics, such as the cosmolo-
gists’ concern that the Cosmological Constant is much smaller than it ‘ought’ to 
be [34], and that the particle physicsts’ worry that the Higgs mass is not as close to 
the Standard Model’s high energy cutoff as it ‘ought’ to be [35]. First, both of these 
arguments are strongly theory-dependent, whereas the fine-tuning arguments around 
quantum non-locality and contextuality are very deliberately not theory-dependent, 
since they employ a framework which assumes nothing other than the existence of 
some causal description. Second, concerns about the cosmological constant or the 
Higgs mass pertain only to the value of a single fixed parameter, so if there is fine-
tuning involved it affects only one value; whereas in the non-locality and contex-
tuality cases it seems that either the entire initial state of the universe or a collec-
tion of probability distributions across the entire course of history must be carefully 
adjusted to ensure all dependencies exactly average out, so the fine-tuning involved 
seems much more ‘conspiratorial.’ I make this point because naturalness and fine-
tuning arguments in cosmology and particle physics have come in for a fair amount 
of criticism in recent years [36–38], so it is important to be clear that these sorts 
of criticisms do not necessarily translate to arguments surrounding the fine-tuning 
exhibited by quantum non-locality and contextuality.

So what sort of explanation could be offered for the fine-tuning of these quan-
tum phenomena? Of course one option is to simply accept the existence of fine-
tuning, perhaps in the context of some sort of superdeterministic model [39], but 
what if we want to eliminate the fine-tuning, or at least account naturally for it? We 
might perhaps give a historical ‘equilibration’ account as proposed in some of the 
literature on causal modelling [40]. For example, in some versions of the de Bro-
glie–Bohm theory it is suggested that if the de Broglie–Bohm particles start out 
in a randomly selected initial state, due to properties of the time evolution equa-
tions it is likely that they will over time evolve closer and closer to the ‘quantum 
equilibrium’ distribution which is necessary to reproduce the empirical results of 
quantum mechanics [24]. So although the quantum equilibrium distribution is in a 
sense ‘fine-tuned,’ this fine-tuning is brought about by a natural process of equili-
bration rather than by directly adjusting the ontic state distributions. This approach 
does have the consequence that events in the early universe may not have obeyed 
standard quantum statistics: in particular, if we use this sort of account to explain the 
fine-tuning effects which enforce no-signalling and Gleason’s property, we will have 
to accept that in the early universe, no-signalling and Gleason’s property were some-
times violated [41]. Such violations of no-signalling may make committed relativ-
ists a little queasy, and would also lead to the existence of problematic phenomena 
like closed causal loops [9]. Moreover, equilibration models amount to putting in 
by hand a strong form of empirical time-asymmetry for which we currently have no 
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direct evidence; Valentini has made suggestions about where we might look for such 
evidence [42], but if confirmation is not forthcoming after these searches it would 
seem appropriate to explore other options.

So is it possible to explain the fine-tuning associated with no-signalling and Glea-
son’s property in a way which ensures that these constraints are universally satis-
fied? By definition we can’t give a causal model of these phenomena which is not 
fine-tuned, and since it is common to conflate ‘causal’ and ‘realist,’ one might worry 
that this effectively rules out all possible realist explanations. However, although the 
causal modelling approach is very general, it does make a few assumptions which 
we might choose to give up in preference to a wholesale abandonment of realism. 
Standard causal modelling assumes that causal graphs employed are directed and 
acyclic, and therefore it presupposes the existence of a unique, well-defined causal 
order: in particular, the use of directed acyclic graphs entails that it can never be 
the case that both X causes Y and also Y causes X (either directly or indirectly via 
the mediation of other variables). Now, we have seen from the results of Cavalcanti 
and Shrapnel and Costa that simply adopting retrocausality will not suffice to get 
rid of the fine-tuning: as long as we have a well-defined causal order we will still 
have a fine-tuning problem, even if that causal order is not aligned with the usual 
arrow of time. However, as argued in [43], it is important to distinguish between 
two different forms of retrocausality. The ‘causal mediation’ approach to retrocau-
sality preserves the notion of a well-defined causal order, either simply switching 
the temporal direction of the arrow of causality, or keeping the ‘forwards’ arrow of 
causality and adding an additional ‘backwards’ arrow of causality, as in the two-
state-vector framework [44]. By contrast, in the ‘all-at-once’ approach we postulate 
models in which the entire history is selected in an atemporal fashion, for example 
by optimizing some quantity over the whole history, and therefore in this picture we 
would not expect to see any well-defined causal order. And in the all-at-once picture 
it can certainly be the case that both X causes Y and also Y causes X, since X and Y 
must be chosen together to satisfy the constraints of the all-at-once, atemporal mod-
els. All-at-once models would therefore be expected to induce relations which can’t 
in general be expressed as a directed acyclic graph, meaning that the fine-tuning 
problem cannot even be posed.

Moreover, within an all-at-once model we can straightforwardly explain appar-
ently ‘fine-tuned’ phenomena by adopting a teleological account. That is, rather 
than employing the ‘fine-tuned’ parameters as an input to the model, we impose the 
desired property (e.g. non-signalling or Gleason’s property) directly as a constraint 
on the model, and then allow the supposedly fine-tuned parameters to be produced 
as an output of the model, so the fine-tuning is not an inexplicable ‘conspiratorial’ 
effect but rather a consequence of the fact that as part of the model the operational 
statistics are constrained to satisfy the desired property. For example, we could 
produce a contextual model which obeys Gleason’s property by simply imposing 
as a constraint ‘the probability for a measurement outcome never depends on the 
context.’

This sort of constraint is an example of what is known as an ‘epistemic restric-
tion,’ and it has been shown that ontological models with epistemic restrictions can 
reproduce many features of quantum mechanics [19, 45]. However, simply imposing 



1 3

Foundations of Physics (2021) 51:106 Page 17 of 40 106

Gleason’s property as a constraint looks fairly ad hoc and unmotivated: ideally we 
would like to come up with some more general reason why the model should be 
subject to such a constraint. For example, in [9] the fine-tuned nature of non-local 
quantum correlations was explained by imposing a global determinism constraint 
in the form of a prohibition on certain sorts of loop compositions, which entails 
that all non-local correlations must be non-signalling and so the parameters must be 
‘fine-tuned’ to prevent signalling. Is there some similar argument to be made in the 
contextuality case?

3.1  Signalling from the Future

In fact, there is very good reason why the universe should not allow violations of 
Gleason’s property: because this would give us a way to perform signalling back-
wards in time. To see this, suppose we have two maximal contexts {A,B,C} and 
{A,D,E} such that the probability for obtaining a positive result to the measurement 
{A, � − A} is different in the two contexts. From the definition of a context the prob-
ability for obtaining the result A to the measurement {A, � − A} does not depend on 
the order in which the measurements within the context are performed, so we may 
suppose that {A, � − A} is performed first and the decision about whether to proceed 
with {{B, � − B}, {C, � − C}} or {{D, � − D}, {E, � − E}} is made later. Then the 
probability that we obtain the result A to the measurement {A, � − A} depends on 
a future decision about which additional measurements to perform, so the result of 
that measurement is a ‘signal’ from the future.

Of course, one might wonder what exactly is wrong with signalling from the 
future. As a first response, we might appeal to the problem of ‘bilking’—an argu-
ment due to Black [46] which suggests that backwards causation is impossible 
because after observing the putative effect we can always choose to interfere to pre-
vent the putative cause from happening, so the putative cause can’t in fact be the 
actual cause. There has been much discussion over bilking as it applies to determin-
istic backwards causation, but note that what we are dealing with here is not deter-
ministic but rather probabilistic backwards causation, since in a theory that violates 
Gleason’s property it need not be the case that we are guaranteed to obtain a posi-
tive result to the measurement {A, � − A} in one context and guaranteed to obtain 
a negative result in the other context; to violate Gleason’s property it’s enough that 
the positive result is more likely in one context than the other. And the bilking argu-
ment looks significantly weaker in the context of probabilistic backwards causation, 
as there is no reason to think that probabilistic relationships will stay the same in a 
bilking scenario. For example, suppose we know that the outcome A for the meas-
urement {A, � − A} is more likely in the context {A,B,C} , and suppose we decide 
that whenever we obtain the result A to the measurement {A, � − A} we will go on to 
perform the measurements {{D, � − D}, {E, � − E}} . Thus it will come to pass that 
if we perform repeated instances of this experiment, the relative frequency of obtain-
ing the result A in the context {A,B,C} will be zero, whilst the relative frequency of 
obtaining the result A in the context {A,D,E} will be one, so the effective relative 
frequencies in this particular experiment will not match the probabilities obtained 
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from measurements without bilking. This may seem odd, but it doesn’t lead to any 
actual contradiction, since it certainly need not be the case that probabilistic rela-
tionships observed where the context is selected independently should no still obtain 
when the choice of context ceases to be independent of the measurement results. 
To make the bilking argument stick here we would presumably have to adopt some 
fairly robust account of the nature of the probabilities involved, so the argument 
could easily be rejected by anyone who favours a different account of probability.

Alternatively, we can make an argument very similar to that of [9], by observ-
ing that ‘backwards signalling’ due to violations of Gleason’s property could be 
used to create a closed loop by the arrangement shown in diagram 1. Here the labels 
X,  Y refer to two different physical systems undergoing measurements, X1, Y1 are 

Fig. 1  Schematic diagram of the 
composition of two processes 
used in the derivation of the 
Gleason property

OX

OY

X2

X1

Y2

Y1



1 3

Foundations of Physics (2021) 51:106 Page 19 of 40 106

black boxes which measure {{B, � − B}, {C, � − C}} if they are given input 0 and 
instead measure {{D, � − D}, {E, � − E}} if they are given input 1, and X2, Y2 are 
black boxes which implement {A, � − A} and then return 0 if the result is A and 1 
if the result is � − A . As argued in [9], the problem with closed loops like this is 
that the variables inside the loop have no cause outside the loop and therefore the 
loop is necessarily indeterministic. Thus applying a constraint of global determinism 
entails that the Gleason property must hold for these measurements, i.e. if O is the 
outcome of the measurement {A, � − A} and I is the choice of {B, � − B}, {C, � − C} 
or {D, � − D}, {E, � − E} , we must have I(O ∶ I) = 0 . This proof is given in Appen-
dix  4. So we can give a teleological explanation for the fine-tuning exhibited in 
measurement contextuality: in general measurement outcomes may indeed depend 
on the context, but a global prohibition on indeterministic loops enforces that these 
dependencies must average out such that Gleason’s property is obeyed.

3.2  Preparation Contextuality

Can we give a similar explanation for the case of preparation contextuality? More 
specifically, can we explain why it should be the case that the distributions over 
counterfactual outcomes associated with certain sets of convex decompositions are 
fine-tuned in such a way that the differences between these distributions can’t be 
detected by looking at any individual context?

In fact, this question can be answered by relating the existence of preparation 
contextuality to the existence of non-local non-signalling correlations. Specifically, 
the two phenomena are related by the Choi-Jamiołkowski isomorphism, which 
describes the mathematical correspondence between quantum channels and entan-
gled bipartite states [47]. Operationally, this means that for any scenario (X) where 
Alice chooses a measurement from a fixed set of measurements and performs it on 
half of an entangled state, and Bob does the same on the other half, there exists a 
scenario (Y) producing exactly the same operational statistics, in which Alice selects 
and performs one preparation P out of some set ℂ of possible convex decomposi-
tions and then subsequently performs a measurement M. In [48], it was shown that 
in any operational theory which exhibits this operationalized version of the Choi-
Jamiołkowski isomorphism, the existence of non-local non-signalling correlations 
entails the existence of preparation contextuality. And using this operational version 
of the isomorphism we can straightforwardly see the reason why we must be unable 
to detect the differences between the distributions over counterfactual outcomes pro-
duced by the various different preparations in ℂ : if it were possible in case (Y) to 
use the results of M to figure out which preparation from ℂ was chosen, then in case 
(X) it would be possible to use the results on one half of the entangled state to infer 
which measurement was performed on the other half of the entangled state, so we 
could use this process to perform signalling. Thus in order to preserve no-signal-
ling in case (X), in the isomorphic case (Y) the distributions over counterfactual 
outcomes must be fine-tuned in order to prevent us from detecting any differences 
between them.
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Moreoever, in [9] no-signalling is derived from a global prohibition on indeter-
ministic closed loops in a construction similar to the one used above. So we can 
indeed give a teleological explanation for the fine-tuning exhibited in preparation 
contextuality: in general distributions over ontic states will depend on the particu-
lar choice of preparation, but a global prohibition on indeterministic closed loops 
enforces that for sets of preparations which are mapped by the CJ isomorphism to 
measurements on the same entangled state, these dependencies must average out 
such that the probabilities over subsequent measurement outcomes don’t depend on 
the choice of preparation procedure.

Furthermore, this approach demonstrates that not only are no-signalling, prepara-
tion contextuality and measurement contextuality all essentially the same type of 
problem, they also all have the same type of solution—they can all be explained as 
the consequence of a teleological constraint ruling out indeterministic closed loops. 
This is important, because if we had three similar types of fine-tuning in quantum 
mechanics which all had to be explained in completely different ways the result-
ing approach would look fairly patchwork and ad hoc, but in fact the teleological 
account allows us to give a unifying explanation which derives all three phenomena 
as consequences of the same global constraint.

4  Mathematical Formalisms for Contextuality

The study of contextuality has led to several powerful mathematical formalisms 
which allow us to study the structure of contextual theories. In this section, we dis-
cuss four such formalisms and consider what they mean for our conceptual under-
standing of contextuality.

4.1  Logical Contextuality

The ‘logical consistency’ approach to contextuality pioneered by Abramsky and 
Hardy [49] takes the idea that measurement outcomes are elements of reality one 
step further: here, measurement outcomes are regarded as boolean variables, so for 
example, performing a Bell experiment with settings A and B and getting the results 
0 (true) and 1 (false) is associated with the proposition ‘A and not B.’ Thus a prob-
ability distribution over measurement outcomes for a Bell scenario can be described 
as an assignation of probabilities to propositions, meaning that we can derive from 
classical logic an upper bound on the sum of the probabilities for various sets of 
measurement outcomes. Non-local quantum correlations violate a logical inequality 
of this kind, as do Kochen–Specker correlations.

This is a very interesting mathematical approach which makes it possible to unify 
contextuality with non-locality and offers a new way of deriving Bell and contex-
tuality inequalities. However, its conceptual significance is less clear. Is it possible 
that classical logic might be really violated in the quantum world? In one sense, the 
answer is clearly no—if ‘possible’ is interpreted in the common sense of ‘permissi-
ble according to by classical logic’ then violations of classical logic are not possible. 
But this response may seem somewhat trite, so perhaps a better way to pose the 
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question is to ask whether we could ever have good reason to entertain the hypoth-
esis that classical logic is violated in the quantum world.

Let us first observe that there are two ways this claim might be interpreted: 
first, we could say that quantum measurement outcomes are not the sort of thing 
to which it is appropriate to apply classical logic, or second, we could make the 
more dramatic claim that classical logic breaks down at the quantum level, as 
advocated by von Neumann and Birkhoff [50] and Putnam [51] amongst oth-
ers. To see the difference, suppose that every day I present you with a differ-
ent selection of breakfast items from which you may select only one, and I treat 
the propositions ‘chooses eggs,’ ‘chooses toast,’ ‘chooses Weetabix’ and so on 
as boolean variables. After some number of days I calculate the probabilities for 
these boolean variables, and I am surprised to find that the probabilities violate 
a logical inequality. It doesn’t seem likely that anyone would suggest this dem-
onstrates the existence of some special non-classical breakfast logic: rather, my 
description of your choice as a boolean variable wasn’t an accurate representa-
tion of the physical situation, because in fact your decision about whether to have 
eggs on any given day may depend what other options I have presented you with. 
Similarly, in marble-world logical inequalities are violated precisely because it is 
not correct to think of measurement operators in marble-world as boolean vari-
ables, since marble-world measurements do not ask the question ‘which one of 
these propositions is true,’ but rather ‘which of these options is preferred.’ So the 
apparent failure of classical logic in the quantum world can be regarded as simply 
another way of stating the fact that quantum measurement outcomes cannot be 
understood as expressing the sorts of stable intrinsic facts which are suitable to be 
described as boolean variables.

This demonstrates that we don’t have to respond to the violation of logical 
inequalities by giving up on classical logic—we can simply question the set-up 
of the problem as a test of classical logic in the first place. That said, given our 
conclusions of Sect. 2, one might argue that rejecting classical logic is an appro-
priate way to explain away the fine-tuning problem: as we’ve seen, the natural 
way to give a non fine-tuned explanation for the fact that quantum measurement 
outcomes satisfy the Gleason property is to say they express stable intrinsic facts 
of the sort which can typically be described as boolean variables, so the propo-
nent of non-classical logic might suggest that either we must accept the existence 
of fine-tuning or we must suppose that some rules of logic are broken in this 
case. In light of this argument, it might also be remarked that the breakfast and 
marble-world examples are not really a fair comparison, since these cases don’t 
satisfy Gleason’s property and hence don’t exhibit the specific behaviour which 
motivates treating measurement outcomes as boolean variables in the first place.

Now the apparent dilemma is not quite so black and white, as in Sect.  3 we 
have argued that there is an alternative way to provide a non-fine-tuned expla-
nation for the Gleason property—i.e. by appeal to teleological constraints in an 
‘all-at-once’ picture. Nonetheless the proponent of non-classical logic might con-
tend that their explanation is a better one—for example, someone very strongly 
attached to the conventional view of time might prefer to give up classical logic 
rather than adopt a teleological view. I will not rehearse here all the difficulties 
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that ‘quantum logic’ presents (see [52]), but with respect to this particular argu-
ment, my objection to the ‘failure of logic’ explanation is not that it fails to be the 
best explanation for contextuality, but that it isn’t really very explanatory at all: 
the fact that classical logic doesn’t give the right answer in these circumstances is 
precisely the fact that needs explaining, so simply positing the failure of classical 
logic isn’t adding very much to our understanding. Of course we can’t rule out the 
possibility that some features of reality which seem in need of explanation actu-
ally can’t be explained, but presumably we should explore all viable routes before 
giving up on explanation altogether.

4.2  Generalisations of Probability

Proofs that quantum mechanics is contextual implicitly depend on the assumption 
that the probabilities employed by the underlying ontological models obey the axi-
oms of classical probability. Thus one possible way to avoid these no-go results is 
to relax one or more of the classical probability axioms, leading to a non-classical 
probability space in which it is possible to come up with a non-contextual model. A 
number of such proposals have been made, including extended probability spaces 
which allow negative probabilities [2] or complex probabilities [53–55], generalized 
probability spaces [56] which relax the requirement that we should be able to assign 
probabilities to all conjunctions of events, upper probability spaces which are subad-
ditive rather than additive on disjoint measurable sets [57], and quantum measures 
which are not additive on pairs of events but which are additive on triples of events 
[58].

As with the case of logical contextuality, there are two possible ways to interpret 
these proposals. First, we could say that non-classical probabilities are a convenient 
mathematical shorthand: quantum measurement outcomes are not the kind of thing 
which can appropriately be described as ‘elementary events,’ and therefore they 
don’t form a classical probability space, but we can come up with a formalism for 
non-classical probability which allows us to do calculations with quantum measure-
ment outcomes as if they are elementary events governed by non-classical probabili-
ties, though this is not to be taken literally. Alternatively, we could say that quantum 
measurement outcomes really are elementary events and classical probability simply 
breaks down at the quantum level, so these non-classical probabilities are just as real 
as classical probabilities.

If we take the latter approach, there is a further question about whether these new 
non-classical probabilities are supposed to be subjective or objective. Recall that 
the concept of probability has two distinct facets: subjective probabilities describe 
agents’ reasonable degrees of belief as governed by Bayesian reasoning, while 
objective chances are supposed to describe some sort of real, observer-independ-
ent property [59]. Now, the difficulty with the subjective probability approach in 
this instance is that using non-classical probabilities as degrees of belief will lead to 
behaviour which does not meet our usual standards for reasonableness. For exam-
ple, it is a well-known result from decision theory that agents who assign negative 
probabilities will be vulnerable to having a ‘Dutch Book’ made against them, i.e. 
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a set of bets on which they are guaranteed to lose money, so credences of this sort 
would seem to violate a minimal condition for rationality [60]. Moreover, Feintzig 
and Fletcher [3] have developed a framework of ‘weak hidden variable representa-
tions’ which is intended to subsume all of these proposals for models of quantum 
mechanics involving non-classical probabilities, and they show that for any attempt 
to model a contextuality scenario which violates some Kochen–Specker inequalities 
using a weak hidden variable representation, this representation will have to violate 
either Weak Classicality (the requirement that subsets of the event space consisting 
of mutually orthogonal projection operators spanning the Hilbert space must be clas-
sical probability spaces) or No Finite Null Cover (the requirement there is no subset 
of events which individually have probability zero but whose disjunction is certain 
to occur). Feintzig and Fletcher argue that violations of WC can’t be accepted, since 
mutually orthogonal operators are all simultaneously measurable and therefore rep-
resent classical events which must be governed by classical probabilities; so they 
conclude that any weak hidden variable representation will have to violate NFNC. 
They then show that any agent whose subjective probability assignment violates 
NFNC is vulnerable to a Dutch Book; so in fact, if we interpret quantum measure-
ment outcomes as elementary events and adopt some sort of non-classical proba-
bilities as our subjective probabilities, any choice of non-classical probabilities will 
lead to beliefs which are paradigmatically irrational.

So perhaps the non-classical probabilities should instead be regarded as objective 
probabilities? Well, ‘objective chance’ as a concept remains philosophically prob-
lematic, but it is generally agreed that objective chances (if they exist at all) must 
play the functional role picked out by Lewis’ Principal Principle: objective chances 
are simply whatever a rational agent would set their credences to [61]. That is to 
say, if E is a proposition stating the objective chance of A, and E contains no inad-
missible information about the future, then a rational agent who knows E will set 
their credence for A equal to the objective chance stated in E. There are a number of 
nuances surrounding the issue of ‘admissible information,’ but these will not con-
cern us here: we need only observe that the Principal Principle requires some degree 
of mathematical continuity between objective chances and credences, since we are 
supposed to be able to set them equal to one another. Moreover, credences are sub-
jective probabilities, and we have just argued that in order to be rational, subjective 
probabilities must obey the axioms of classical probability; so rational agents can set 
their credences equal to objective chances only if the objective chances also obey 
the axioms of classical probability. This line of argument suggests that objective 
chances can be regarded as such only in virtue of obeying the axioms of classical 
probability: a mathematical construction which relaxes one of these axioms might 
be analogous to probability but it cannot literally be a form of probability.

4.2.1  Where Do Non‑classical Probabilities Come from?

These considerations suggest that non-classical probabilities can’t straightfor-
wardly be regarded as either subjective or objective probabilities, so let us therefore 
return to the idea that non-classical probabilities are to be regarded as a convenient 
mathematical shorthand—that is to say, something about the nature of the reality 
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underlying quantum systems makes it appropriate to describe them using ‘non-
classical probabilities,’ although these numbers are not literally probabilities. In this 
case, appealing to non-classical probabilities is not really an explanation for con-
textuality: we still need to say what it is about the nature of the reality underlying 
quantum mechanics which makes the non-classical probabilities useful. I will now 
proceed to suggest such an explanation for the case of negative probabilities. (I do 
not mean to suggest that this is the only possible explanation; it is merely an exam-
ple of the sort of account that would be necessary to make sense of the mathematical 
utility of non-classical probabilities).

Let us begin from a classical ontological model on x ontic states, so the epis-
temic state vectors lie in the space ℝx . Suppose that this is a model for a set of 
quantum operators on a single quantum system—that is to say, an ontological 
model for a single system where all the probabilities appearing in the epistemic 
state distributions and response functions obey the axioms of classical probabil-
ity. Suppose that this ontological model is measurement contextual, and suppose 
further that, for the reasons discussed in Sect. 3, this model is subject to an epis-
temic constraint: it must satisfy the Gleason property. Then consider some event 
E which is represented in the ontological model by two different response func-
tions �1 and �2 for two different contexts. By stipulation this event must exhibit the 
same operational statistics in either context, and thus for any possible prepara-
tion P, the epistemic state vector 𝜇P resulting from that preparation must satisfy 
𝜉1 ⋅ 𝜇P = 𝜉2 ⋅ 𝜇P (here we employ the geometric interpretation of an ontological 
model—see Appendix 5). Thus all allowed epistemic state vectors are orthogonal 
to 𝜉1 − 𝜉2 , and therefore all allowed epistemic state vectors lie in a subspace S of 
the ontic state space of dimension x − 1.

In Appendix 5, we show how to use this fact to compress the model into a new 
quasi-ontological model defined on x − 1 quasi-states, where the model is now non-
contextual. However, some of the epistemic state vectors and response functions 
will typically be forced to have negative entries in this new quasi-ontological model, 
because the intersection of the nonnegative orthant of ℝx (which is a convex cone 
with x extreme halflines) with the null space of 𝜉1 − 𝜉2 (which is a subspace) will 
always be a cone, but the number of extreme halflines of this cone will be less than 
x only in special cases, and if the number of extreme halflines is not less than x it 
will not be possible to choose a basis of x − 1 vectors for the new quasi-space which 
ensures that the intersection of the nonnegative orthant of ℝx with the subspace lies 
inside the nonnegative orthant of ℝx−1 as defined by the new quasi-states (since this 
is a convex cone with x − 1 extreme halflines). Thus some of the epistemic state vec-
tors and response functions which lie in the nonnegative orthant of ℝx will be taken 
by the compression outside the nonnegative orthant of the new quasi-space, mean-
ing that they will end up having some negative entries.

This consequence can be avoided if the original ontological model uses only a 
limited portion of the nonnegative orthant of ℝx , so that only epistemic state vec-
tors and response functions which are taken by the compression to the nonnega-
tive orthant of the new quasi-space are considered physically real. But due to the 
continuity of the space of quantum states and operations it’s typically the case that 
ontological models of quantum mechanics use the whole nonnegative orthant and 
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thus generically we will get negativity under compression. Indeed, the proof of [62], 
which shows that the presence of KS-contextuality in a theory is equivalent to the 
presence of negativity in any possible quasi-probability representation of the theory, 
allows us to conclude that in the case of quantum mechanics this compression pro-
cess will necessarily always take us outside the nonnegative orthant of the final non-
contextual space. The argument we have presented here is a useful complement to 
that of [62] because it demonstrates why contextuality and negativity should be con-
nected in this way: negative quasi-probabilities arise precisely because the existence 
of contextuality forces the epistemic state vectors to live on a subspace of the ontic 
state space, leading to a new quasi-ontological model which will not have all non-
negative probability distributions and response functions.

So we can now appreciate why it might work mathematically to describe quan-
tum measurement outcomes as elementary events governed by non-classical prob-
abilities: given an underlying reality which is entirely classical and obeys the stand-
ard classical probability axioms, negative probabilities will arise when we compress 
the model to a non-contextual subspace. The negative probabilities are therefore not 
literally probabilities, because the events to which they apply are not literally ele-
mentary events: these new response functions are mathematical constructions which 
have significance only as part of the compression process. Moreover, note that in this 
construction contextuality is not explained by the existence of negative probabilities, 
but the reverse: it is the existence of contextuality which gives rise to the appearance 
of negative probabilities when we compress to a non-contextual representation.

4.3  Graph Theory

Beginning with [1], it has become popular to represent a contextuality scenario as an 
‘exclusivity graph,’ G where every measurement operator is a vertex v of the graph 
and the edges E of the graph connect compatible measurements. We define a proba-
bilistic model for such a graph by assigning nonnegative real numbers pv ∈ [0, 1] 
to the vertices v in such a way that for any edge E of the graph, 

∑
v∈E pv ≤ 1 . Mod-

els for a contextuality scenario that obey deterministic contextuality, known as non-
contextual hidden variable (NCHV) models, are probabilistic models in which every 
value pv is equal to 0 or 1.

Trivially, it is always possible to find a valid NCHV model for any contextuality 
scenario—for example, we can simply assign the value 0 to all vertices. However, 
the situation changes if we stipulate that all the sets of compatible measurements 
in the graph are maximal, giving what we will describe as a maximal contextuality 
scenario. The sum of the probabilities across a maximal set of compatible meas-
urements must be equal to 1 (since they could all be combined into a single meas-
urement and that measurement would necessarily have some outcome), so a valid 
probabilistic model for a maximal scenario must satisfy ∀E

∑
v∈E pv = 1 , and 

an NCHV model must assign the value 1 to exactly one vertex in each edge. It is 
not always possible to find even one model fulfilling these constraints: indeed, the 
Kochen–Specker theorem may be expressed in this langauge as the statement that 
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at there exist maximal contextuality scenarios which can be realised by quantum-
mechanical measurements for which there exists no valid NCHV model.

We can quantify the amount of contextuality exhibited by a model for a given 
contextuality scenario by the expectation value of the witness operator Σ ∶=

∑q

i=1
pi , 

where pi is the probability that we will obtain the outcome i if we perform some 
measurement for which i is a possible outcome, and we sum over all the measure-
ments [63]. It can be shown [1] that the expectation value of Σ for any valid NCHV 
model is bounded above by the independence number �(G) of the exclusivity graph.5 
On the other hand, in models where the vertices are assigned probabilities derived 
from a quantum-mechanical representation in terms of density operators and pro-
jective measurements, the witness operator is instead upper bounded by the Lovasz 
number �(G) of the exclusivity graph.6 Finally, in models which obey no constraint 
other than Exclusivity—the requirement that the sum of the probabilities assigned 
to a set of measurement elements such that any two elements in the set are adjacent, 
and hence simultaneously measurable, is no greater than 1—the witness operator is 
upper bounded by the fractional packing number vF(G) of the graph.7 Now the inde-
pendence number, Lovasz number and fractional packing number do not in general 
coincide: in general we have �(G) ≤ �(G) ≤ vF(G) and this suggests two interesting 
questions: first, why is quantum mechanics more contextual than any NCHV the-
ory, and second, why is quantum mechanics not as contextual as Exclusivity would 
allow?

We have already spent some time addressing the first question, but we have not 
yet addressed the second. The graph theoretic framework represents each measure-
ment by a unique vertex, and therefore any graph representation of a contextual-
ity scenario necessarily obeys Gleason’s property, which means that the teleological 
arguments given in the previous section aiming to explain Gleason’s property do 
not suffice to explain why quantum theories can’t in general achieve the maximal 
value of the witness operator compatible with Exclusivity. Thus the question raised 
by the graph-theoretic approach can be made more specific: why are quantum cor-
relations more fine-tuned than Gleason’s property requires? Answering this question 
is somewhat outside the scope of this article, so we will merely observe that since 
we have seen that Gleason’s property is something like a temporal analogue of no-
signalling, this question is very similar in form to well-known questions about why 
quantum mechanics is more local than the no-signalling theorem requires [65] and 

6 The Lovasz number of a graph G with weights {pv} is defined as 
∑

v pvxv where {xv} is a set of real 
numbers such that 

∑
v xv

(a1v)
2

��av��2
≤ 1 for any orthogonal labelling {av} (where av

1
 denotes the first entry in 

the vector av and ||av|| denotes the magnitude of the vector av ). An assignation of vectors to the vertices 
of a graph G is an orthonormal labelling iff the vectors representing vertices i and j are orthogonal when-
ever i and j are not adjacent in G.
7 The fractional packing number of a q-vertex graph G with weights {pv} is equal to max

∑
i∈{1,2…q} piqi 

where we maximize over all choices of nonnegative numbers qi subject to the constraint that for any 
clique C of G, 

∑
i∈C qi ≤ 1 . A clique of a graph is a set of its vertices such that any two distinct vertices 

in the set are adjacent.

5 The independence number of a weighted graph G is the largest sum of weights assigned to an inde-
pendent set, i.e. a set such that no two two vertices in the set are adjacent [64].
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why quantum mechanics obeys a stronger monogamy bound than the no-signalling 
theorem requires [66], and thus it would be interesting to see if the contextuality 
bound could be explained in a similar way to the Tsirelson bound and/or the quan-
tum monogamy bound (e.g. see [10, 65]).

4.4  Sheaf‑Theoretic Contextuality

Abramsky and Brandenburger [4] have developed a powerful mathematical frame-
work unifying contextuality and non-locality in the language of sheaf theory. In this 
framework, an empirical model for a contextuality scenario specifies, for every con-
text in the scenario, a joint probability distribution over the outcomes of the meas-
urements included in that context, such that whenever two contexts intersect (i.e. a 
measurement appears in two contexts), the distributions for the two contexts agree 
on the intersection (i.e. they assign the same probability distribution over the out-
comes of the shared measurement). If it is possible to come up with a single empir-
ical model which specifies a unique probability distribution over the outcomes of 
each possible measurement in a context-independent way, that model is known as a 
‘global section.’

In this framework, we say that an empirical model is contextual if it has no global 
section, i.e. contextuality can be understood as the existence of some obstruction to 
a global section. In the non-locality case a global section is equivalent to the exist-
ence of a ‘hidden variable’ which determines the outcome of measurements on each 
system independent of choices for measurements on the other system, and therefore 
measurements which can be used to violate Bell’s theorem can’t be associated with a 
global section, so non-locality is a form of contextuality in this framework.

We can also distinguish several different levels of contextuality in this framework. 
An empirical model exhibits probabilistic contextuality if there is no global section 
such that for all possible contexts, the marginal of the global section on that context 
is equal to the empirical model on that context. An empirical model exhibits pos-
sibilistic contextuality if there is no global section such that for all possible contexts, 
the set of measurement outcomes in that context to which the global section assigns 
non-zero probability is the same as the set of measurement outcomes in that context 
to which the empirical model assigns non-zero probability. (Possibilistic contextual-
ity was also studied by Simmons et al. [67]) An empirical model exhibits strong con-
textuality if there is no way of choosing a subset S of all the measurement outcomes 
such that for all possible contexts, the support of S on that context is equal to the set 
of measurement outcomes in that context to which the model assigns non-zero prob-
ability. These forms of contextuality define a hierarchy: any possibilistically con-
textual empirical model is probabilistically contextual, and any strongly contextual 
empirical model is possibilistically contextual, but the reverse entailments do not 
hold, so strong contextuality is indeed the ‘strongest’ of these forms of contextual-
ity. Abramsky and Brandenburger demonstrate that probabilistic, possibilistic and 
strong contextuality can all be exhibited in quantum contextuality scenarios.

Our discussion in this article has largely focused on probabilistic contextuality, 
but many of our comments carry over to possibilistic and strong contextuality. We 
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have argued that probabilistic contextuality and non-locality should be understood 
as a fine-tuning problem: we accept that for a given ontic state the probabilities for 
various measurement outcomes may depend on context, and then the mandate is to 
explain why the context-dependence is hidden. The existence of possibilistic and 
strong contextuality in quantum mechanics demonstrates that in some cases, for a 
given ontic state not only the probabilities for various measurement outcomes but 
even the facts about which measurement outcomes are possible may depend on con-
text: again, the crucial question is to explain why this particularly strong form of 
context-dependence is hidden.

Abramsky and Brandenburger use their framework to prove many interesting 
results—for example, they demonstrate that for any contextuality scenario satisfying 
no-signalling and Gleason’s property, we can always come up with a global sec-
tion if we are allowed to use negative probabilities. This accords with the discus-
sion of Sect. 4.2, where we saw that a contextual ontological model can always be 
compressed to a non-contextual model on a subspace of the ontic state space if we 
allow the model to use some negative probabilities. Abramsky and Brandenburger 
also point out that the same is true for non-quantum no-signalling correlations like 
the PR boxes, so the existence of negative probabilities does not suffice to single 
out quantum mechanics uniquely. Again, this is what we would expect based on 
Sect.  4.2, as we obtained negative probabilities from a general compression pro-
cess which can be applied to any ontological model which exhibits measurement 
contextuality.

Abramsky and Brandenburger also suggest that their approach leads to a new way 
of thinking about the nature of a ‘context.’ They observe that in the study of contex-
tuality it is usual to define contexts as sets of compatible measurements, with incom-
patibility understood in terms of ‘the quantum-mechanical formalism of non-com-
muting observables,’ but they suggest that their work offers a theory-independent 
approach to incompatibility, where ‘the incompatibility of certain measurements can 
be interpreted as the impossibility—in the sense of mathematically provable non-
existence—of joint distributions on all measurements which marginalize to yield 
the observed empirical distributions.’ Clearly this way of thinking has something in 
common with the operational definition of a context that we have used in this paper. 
However, the two definitions are not equivalent: this can be seen most clearly by 
considering the single-qubit case. Here, we have many measurements which are not 
‘compatible’ in the sense defined in Sect. 1, since pairs of projective measurements 
do not commute and therefore if we perform two projective measurements in a row 
on a single qubit the probability distributions over their outcomes will depend on 
the order. But for a single-qubit system no measurement can appear in more than 
one context, and therefore there will always exist a global section for measurements 
on a single qubit, so no single-qubit measurements are ‘incompatible’ in the sense 
of Abramksy and Brandenburger. This suggests that it may be useful to keep the 
issue of ‘compatibility’ separate from facts about the existence of a global section: 
certainly, the fact that some measurements can’t be simultaneously performed is part 
of what makes it possible to construct contextuality scenarios in quantum mechan-
ics for which there is no global section, but there do exist non-trivial contextuality 
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scenarios which have a global section and therefore we shouldn’t conflate the two 
issues.

5  Conclusion

We set out in Sect. 2 to understand the source of the intuition that there is something 
problematic about contextual models. We argued that the Identity of Indiscernibles 
is not particularly relevant to this intuition, and that it also can’t straightforwardly 
be regarded as an application of Einstein’s ideas or Ockham’s razor. Ultimately, we 
concluded that the real difficulty with Kochen–Specker and measurement contex-
tuality is the fact that any model which allows a dependence on context whilst pre-
serving Gleason’s property will necessarily have to be fine-tuned to hide the con-
text-dependence: thus measurement contextuality is best thought of as a fine-tuning 
problem. We then argued that preparation contextuality can also be regarded as a 
fine-tuning problem.

Because the causal modelling framework used here and in [12] to demonstrate 
that contextuality is linked with fine-tuning is very general and makes no assump-
tions about the nature of the latent variables involved, it is not straightforward to 
avoid this problem by simply moving to a different sort of (causal) model. So, 
assuming we are not willing to abandon realism altogether, we seem to have three 
options: we could accept the existence of fine-tuning, we could give some sort of 
historical account which entails that no-signalling and Gleason’s property do not 
hold universally, or we could adopt an account which is realist but non-causal. Thus 
for any scientific realists who consider that fine-tuning generally demands an expla-
nation and who believe that key features of quantum mechanics should hold uni-
versally, there is a strong motivation to move to a non-causal, teleological picture. 
We therefore suggest that the contextual nature of quantum theory can be regarded 
as further evidence for the ‘all-at-once’ picture of lawhood [9–11] in which global 
constraints and teleological explanations are most natural. Here we offered a pos-
sible teleological explanation for Gleason’s property in terms of a prohibition on 
indeterministic closed loops, and we argued that this allows us to provide a unify-
ing explanation of the fine-tuning effects involved with measurement contextuality, 
preparation contextuality, and non-locality.

Finally, we discussed a number of mathematical frameworks which have recently 
been applied to the study of contextuality. We concluded that although non-classical 
logic and non-classical probabilities are a powerful tool for the study of contextual-
ity, they need not be taken literally. As an example, we demonstrated how non-clas-
sical negative probabilities arise naturally within an ontological model obeying clas-
sical logic and classical probability theory when the model is compressed to remove 
contextuality. We also showed that this compression process agrees with conclu-
sions obtained within the sheaf theoretic hierarchy set by Abramsky and Branden-
burger, and we noted that the sheaf theoretic framework demonstrates the existence 
of an even stronger form of fine-tuning associated with contextuality.
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Appendix 1: Ontological Models

Several of the proofs presented here make use of the framework of ontological mod-
els, which we now briefly recapitulate for ease of reference.

In the ontological models framework, each possible preparations is associated 
with an epistemic state distribution �P over ontic states such that �P(�) gives the 
probability that the system will end up in the ontic state � when we perform proce-
dure P, and each measurement M and outcome O is associated with a response func-
tion �k,M such that �k,M(�) gives the probability that outcome k will occur when we 
perform measurement M on a system which is in ontic state � . (Ontological models 
may also model transformations, but we will not be concerned with them here). A 
valid ontological model must satisfy the following conditions: 

1. All entries in the epistemic state distributions �P are nonnegative (since they are 
probabilities)

2. The entries in each epistemic state distribution �P sum to 1 (since each preparation 
must prepare some ontic state)

3. All entries in the response functions �k,M are nonnegative (since they are prob-
abilities)

4. For any measurement/context M, and any ontic state � , we have that ∑
k∈M �k,M(�) = 1 (since every measurement must have some outcome)

In some of these proofs we will use a geometric interpretation of ontological mod-
els, where epistemic state distributions �P become epistemic state vectors 𝜇P with 
each entry in the vector giving the probability assigned to the corresponding ontic 
state, and response functions �k,M become response function vectors 𝜉k,M with each 
entry in the vector likewise giving the probability for the corresponding ontic state, 
with all vectors defined on ℝN where N is the total number of ontic states. In this 
language, the probability to obtain the outcome k when we perform measurement M 
on a system which has been prepared in state P is given by 𝜇P ⋅ 𝜉

k,M , and the condi-
tions above can be rewritten as follows: 

1. All entries in the epistemic state vectors 𝜇P are nonnegative
2. The entries in each epistemic state vector 𝜇P sum to 1
3. All entries in the response function vectors 𝜉k,M are nonnegative
4. For any measurement/context M, we have that 

∑
k∈M 𝜉k,M = 1⃗ , where 1⃗ is the vec-

tor in ℝN with all entries equal to one.
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Appendix 2: Proof for Sect. 2.4: Fine‑Tuning

Proof As in [12], given an operational procedure which takes inputs X, Y and 
produces outputs A, B, we say that this is a no-disturbance phenomenon iff 
P(A|XY) = P(A|X) and P(B|XY) = P(B|Y) for all values of the variables A, B, X, Y 
for which those conditionals are defined.

Let � be a prepare-measure scenario: that is, in scenario � we select and perform 
one preparation P out of some set ℂ of possible preparations, then perform a meas-
urement M which results in outcome O. Suppose that ℂ is chosen such that no sub-
sequent measurement M can distinguish which preparation from ℂ has been used. 
Since no measurement can distinguish which preparation from ℂ has been used in 
this scenario, O is conditionally independent of P, i.e. we have that for any O, M, 
P(O|MP) = P(O|M) . We can define a trivial event � which always occurs, such that 
P(�|MP) = P(�|P) = 1 . Thus � is a no-disturbance phenomenon.

Consider some preparation contextual ontological model for ℂ—i.e. a model 
in which it is not the case that all of the preparations in ℂ are represented by the 
same probability distribution over ontic states. We will turn this model into a causal 
model � by treating the ontic states as latent variables. The measurement probabili-
ties in this causal model will be given by P(O�MP) =

∑
� �P(�)�

O,M(�)) . Because 
the preparations in ℂ are not all represented by the same probability distribution 
over ontic states, we do not have �P = �P� for all P,P′ and therefore it is not possible 
to find a unique probability distribution P(�) such that this model can be expressed 
as P(O�MP) =

∑
� P(�)�

O,M(�).
Suppose � is faithful. In [12] it is shown that every faithful causal model for 

a no-disturbance phenomenon is factorisable, so � can be written in the form 
P(O��MP) =

∑
� P(�)P(O�M, �)P(��P�) , or equivalently P(O�MP) =

∑
� P(�)�

O,M(�)

.
But we have already seen that � can’t be written in this form. Thus we have 

derived a contradiction; so no causal model derived from a preparation contextual 
ontological model is faithful, and therefore preparation contextual ontological mod-
els are necessarily fine-tuned.   ◻

Appendix 3: Proof for Sect. 2.4: Counterfactual Outcomes

Proof Consider the following six states:
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And consider the following measurements, with outcomes labelled as follows:

Then let Pi,j ∶ i, j ∈ {1, 2, 3, 4, 5, 6} be the composite preparation procedure 
where either preparation Pi or Pj is performed with equal probability. Likewise let 
Pi,j,k ∶ {i, j, k} ∈ {1, 2, 3, 4, 5, 6} be the composite preparation procedure where Pi , 
Pj or Pk is performed with equal probability. Each of these preparation procedures 
gives rise to a mixed state, as described in Sect. 3.2; and in fact, the six states have 
been selected such that all of the preparations P1,2, P3,4, P5,6, P1,3,5, and P2,4,6, give 
rise to the same mixed state, 1

2
�0⟩⟨0� + 1

2
�1⟩⟨1�.

Let’s suppose that all of these preparations lead to the same probability dis-
tribution � over counterfactual outcomes. As argued in the main text using the 
preparation P135, � must assign probability 0 to all counterfactual outcomes 
with [c1, c2, c3] = [1, 1, 1]. Rehearsing the same argument for preparation P246 
shows that � must also assign probability 0 to all counterfactual outcomes with 
[c1, c2, c3] = [0, 0, 0].

Now suppose that the probability of obtaining [c1, c2, c3] = [1, 1, 0] when we 
perform P5 is x. Clearly the probability of obtaining [c1, c2, c3] = [1, 1, 0] when we 
perform P1, P3 or P6 is zero. So when we perform P56 , the probability of obtaining 
[c1, c2, c3] = [1, 1, 0] is 1

2
x , while when we perform P135 the probability of obtaining 

[c1, c2, c3] = [1, 1, 0] is 1
3
x , so if these distributions are the same we have 1

2
x =

1

3
x , 

(2)

P1 ∶ �1 = �0⟩
P2 ∶ �2 = �1⟩

P3 ∶ �3 =
1

2
�0⟩ +

√
3

2
�1⟩

P4 ∶ �4 =

√
3

2
�0⟩ − 1

2
�1⟩

P5 ∶ �5 =
1

2
�0⟩ −

√
3

2
�1⟩

P6 ∶ �6 =

√
3

2
�0⟩ + 1

2
�1⟩

(3)

M1 = {0 = �0⟩⟨0�, 1 = �1⟩⟨1�}

M2 =

�
0 =

�
1

2
�0⟩ +

√
3

2
�1⟩

��
1

2
⟨0� +

√
3

2
⟨1�

�
, 1

= � −

�
1

2
�0⟩ +

√
3

2
�1⟩

��
1

2
⟨0� +

√
3

2
⟨1�

��

M3 =

�
0 =

�
1

2
�0⟩ −

√
3

2
�1⟩

��
1

2
⟨0� −

√
3

2
⟨1�

�
, 1

= � −

�
1

2
�0⟩ −

√
3

2
�1⟩

��
1

2
⟨0� −

√
3

2
⟨1�

��
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which implies that x is zero. So � must assign probability 0 to all counterfactual 
outcomes with [c1, c2, c3] = [1, 1, , 0] . We can then use the symmetry of the prob-
lem to make a similar argument for every other possible combination of counterfac-
tual outcomes, so it turns out that there is no combination of outcomes for c1, c2, c3 
to which � assigns a non-zero probability. But any preparation must produce some 
counterfactual outcome; so it can’t be the case that all of these preparations produce 
the same distribution over counterfactual outcomes �.  ◻

Appendix 4: Proof for Sect. 3

In this section we use methods developed in [9, 10] to show that a global deter-
minism constraint entails Gleason’s property. More specifically, the idea is that 
global determinism prohibits the existence of closed loops where the value of 
some variable in the loop comes ‘out of nowhere,’ i.e. it has no cause outside the 
loop. Clearly a world containing such a loop would fail to be deterministic, since 
the value of the variable in question would not be determined by anything. This 
idea is formalised in [9, 10] by using the process framework [68] and splitting 
the variables which determine the outcome of the process up into ‘local control-
lables’ (local matters of fact which influence the outcome, e.g. preparations and 
measurement settings) and ‘ontic variables’ (anything else which influences the 
outcome, including possibly non-local facts). We then require that the outcome of 
a process is fully determined by the values of the local controllables and the ontic 
variable for the process—e.g. for a process with one local controllable I and one 
output O, we require that O is a function of I and the ontic variable Q. We also 
assume that I and Q are independent.

One obvious way to preserve determinism in a world containing closed loops 
would be to say that the value of the variable in the loop is determined by some-
thing else in the universe, like the temperature of the sun at a certain time T. To 
rule this possibility out, we demand that processes still function in the usual way 
when they are composed into loops—so if the outcome of a certain process does 
not usually depend on the temperature of the sun at time T, then when the process 
is composed into a loop, the variables within the loop still don’t depend on the 
tempeature of the sun at time T. In the process framework, we formalise this by 
demanding that when two processes X, Y are composed, the outputs OX ,OY of the 
processes are now a function of any remaining local controllables IX , IY plus the 
ontic variables QX ,QY for the individual processes—i.e. we are not allowed to use 
additional information from other ontic variables to determine the values of the 
outputs.

We refer to [9, 10] for technical details of the definitions for global determin-
ism, processes, controllables and the behaviour of processes under composition. 
For the purpose of the current proof, it is enough to observe that the compos-
ite process depicted in Fig.  1 has no inputs from outside the loop, so there are 
no local controllables and thus global determinism together with our assump-
tion behaviour under composition entails that the two outcomes OX ,OY must 
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be fully determined by the global variables Qx,Qy for the two processes, i.e. 
H(OXOY |QXQY ) = 0 . Thus the proof proceeds as follows:

Proof Consider a pair of boxes such that box 1 takes an input I ∈ {0, 1} and box 2 
produces an output O. According to our global determinism assumption, it must be 
the case that for any implementation of these boxes, O is a function of I and the 
global variable for this process, Q.

In this instance, we will say that box 1 implements either the pair of measure-
ments {B, � − B}, {C, � − C} (for input I = 0 ) or {D, � − D}, {E, � − E} (for input 
I = 1 ) and box 2 implements the measurement {A, � − A} , returning outcome O = 0 
if the result is A and O = 1 if the result is � − A . Note that the two measurements 
are to be made on the same system, and therefore either X1 must be operated in the 
future lightcone of X2 or vice versa.

Suppose we create two pairs of these boxes, {X1,X2} and {Y1, Y2} . Then we 
can perform a composition as depicted in fig 1. That is, we first perform measure-
ment {A, � − A} on system X. Depending on the outcome we then choose to per-
form either the pair of measurements {B, � − B}, {C, � − C} or the pair of meas-
urements {D, � − D}, {E, � − E} on system Y. Then we perform the measurement 
{A, � − A} on system Y, and depending on the outcome we choose to perform 
either the pair of measurements {B, � − B}, {C, � − C} or the pair of measurements 
{D, � − D}, {E, � − E}.

As noted above, if QX , QY are the global variables associated with these two pro-
cesses we must have H(OXOY |QxQy) = 0 , and hence H(OXOY ) = I(OXOY ∶ QXQY ).

From the definition of the mutual information, H(OX
O

Y ) = H(OX) + H(OY )

−I(OX ∶ O
Y )

In this construction, I(OX ∶ OY ) = I(OX ∶ IX) = I(O ∶ I) , so 
H(OXOY ) = 2H(O) − I(O ∶ I),

Since OX is a function of IX and QX and OY is a function of IY and QY , 
I(OXOY ∶ QXQY ) ≤ I(OXIX ∶ QX) + I(OYIY ∶ QY ) = 2I(OI ∶ Q).

Since O is a function of I and Q, and I and Q are independent, we have 
H(O) = I(O ∶ I) + I(OI ∶ Q) (see [9, Lemma 4.3]).

Combining these results, we obtain:

Hence I(O ∶ I) ≤ 0. But the Shannon mutual information is nonnegative, so 
I(O ∶ I) = 0.   ◻

Appendix 5: Proof for Sect. 4.2.1

Consider a contextuality scenario S  consisting of a set of measurements {M} and 
contexts {C} such that some measurements appear in more than one context. Sup-
pose that it is not possible to come up with an ontological model for S  in which 
each event is represented by a unique response function, i.e. any ontological model 
for S  must be measurement contextual. We show that imposing Gleason’s property 

(4)2H(O) − I(O ∶ I) ≤ 2H(g⃗) − 2I(O ∶ I)
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as a constraint on this scenario entails that in any ontological model for the scenario, 
the allowed preparations produce epistemic state vectors which lie in a subspace S of 
the ontic state space, with smaller dimension than the full ontic state space.

Proof Consider any ontological model for S  . By assumption the model is measure-
ment contextual, so it’s possible to find a measurement {M, � −M} such that per-
forming this measurement and obtaining the outcome M is represented in the onto-
logical model by two different response functions 𝜉M,C1 and 𝜉M,C2 in two different 
contexts C1 , C2.

For a preparation P which is associated with the epistemic state vector �P , the 
probability of obtaining outcome M when we perform {M, � −M} is 𝜉M,C1

⋅ 𝜇P , and 
the probability of obtaining outcome M when we perform M2 is 𝜉M,C2

⋅ 𝜇P . Since S  
obeys Gleason’s property, for any allowed �P these probabilities must be the same. 
Thus for any allowed preparation P, the associated epistemic state vector �P must 
satisfy 𝜉M,C1

⋅ 𝜇P = 𝜉M,C2
⋅ 𝜇P ; thus all allowed epistemic state vectors are orthogo-

nal to 𝜉M,C1 − 𝜉M,C2 , and therefore all allowed epistemic state vectors lie in a sub-
space S of the ontic state space.

Note that if the vectors x⃗ and y⃗ are orthogonal to 𝜉1 − 𝜉2 , then every linear combi-
nation 𝛼x⃗ + 𝛽y⃗ is also orthogonal to 𝜉1 − 𝜉2 , so S is indeed a subspace.   ◻

We can project the response functions of the ontological model into the sub-
space S without changing any of the dot products between probability distribu-
tions and response functions, so the predictions of the model will be identical. 
We show that this projection maps the two response functions 𝜉M,C1 − 𝜉M,C2 to a 
unique vector in the space S.

Proof The projection of 𝜉M,C1 on S is:

From the symmetry of of this equation, it is clear that the projection of 𝜉M,C2 on S 
will give the same result.   ◻

(5)

𝜉M,C1 −
(𝜉M,C1

⋅ (𝜉M,C1 − 𝜉M,C2 ))(𝜉M,C1 − 𝜉M,C2 )

|𝜉M,C1 − 𝜉M,C2 |2

𝜉M,C1 (1 −
𝜉M,C1

⋅ 𝜉M,C1 − 𝜉M,C1
⋅ 𝜉M,C2

𝜉M,C1 ⋅ 𝜉M,C1 − 2𝜉M,C1 ⋅ 𝜉M,C2 + 𝜉M,C2 ⋅ 𝜉M,C2

)

+ 𝜉M,C2
𝜉M,C1

⋅ (𝜉M,C1 − 𝜉M,C2 )

|𝜉M,C1 − 𝜉M,C2 |2

= 𝜉M,C1 (
𝜉M,C2

⋅ 𝜉M,C2 − 𝜉M,C1
⋅ 𝜉M,C2

|𝜉M,C1 − 𝜉M,C2 |2
)

+ 𝜉M,C2 (
𝜉M,C1

⋅ 𝜉M,C1 − 𝜉M,C1
⋅ 𝜉M,C2

|𝜉M,C1 − 𝜉M,C2 |2
)
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Now, if after this projection there is still some other measurement operator 
which is represented by two different response functions for two different con-
texts, we can perform the same procedure again. The resulting subset of the ontic 
state space will still be a subspace, because the intersection of two subspaces is a 
subspace. So we can continue performing this procedure until eventually we have 
a subspace S′ such that each measurement operator corresponds to a unique vec-
tor in S′ , i.e. there is no longer any measurement contextuality.

We can then obtain an orthogonal basis for the subspace S′ , and use it to come 
up with a new quasi-ontological model using the components of the basis as the 
new ontic states.

Proof Let n be the dimension of the new subspace S′ , where n is strictly smaller 
than the dimension of the original ontic state space S. We define an orthogonal 
basis {f⃗ (𝜆)} for the subspace S′ , the n elements of which are associated with the n 
ontic states of the new model. We will normalise the elements of the basis such that 
|f⃗ (𝜆)|1 = 1 , i.e. the sum of the entries is equal to one.

Then we may define the (quasi) distributions and (quasi) response functions of 
the new ontological model as vectors on the space ℝn , as follows:

and

where C is any context that includes M; since the compression has eliminated meas-
urement contextuality, any choice of M will lead to the same vector 𝜉M.

It is clear that this model will reproduce the predictions of the old model. We now 
show that it also satisfies some of the necessary conditions for a valid ontological 
model. First, we show that the new (quasi) response functions are such that for any 
context, the sum of the response functions associated with obtaining the result M to 
each of the measurements of the form {M, � −M} such that M ∈ C sum to 1⃗:

Proof For any context C, and any index i, we have:

We know that the original response functions must satisfy 
∑

M∈C 𝜉
M,C = 1⃗ , since 

each context represents a measurement whose possible outcomes are given by 
M ∶ M ∈ C , and hence:

(6)𝜇P
n
(𝜆) ≡ 𝜇P

⋅ f⃗ (𝜆)

(7)𝜉M
n
(𝜆) ≡ 𝜉M,C

⋅ f⃗ (𝜆)

(8)

∑

M∈C

(𝜉M
n
)i =

∑

M∈C

f⃗ (𝜆i) ⋅ 𝜉M,C

=
∑

j

∑

M∈C

f⃗
(𝜆i)

j
(𝜉M,C)j

=
∑

j

f⃗
(𝜆i)

j

∑

M∈C

(𝜉M,C)j
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Hence for any context C we have 
∑

M∈C(𝜉
M
n
) = 1⃗n where 1⃗n is the vector on ℝn with 

all entries equal to one.   ◻

We also show that the new epistemic state vectors {𝜇P
n
} sum to 1.

Proof For any vector v⃗ in the subspace S, we have:

Hence for every vector v in S, we have v⃗ ⋅
∑

i f⃗
(𝜆i) =

∑
j v⃗j and therefore ∑

i f⃗
(𝜆i) = vec1n.

Thus for any epistemic state vector 𝜇P
n
 we must have:

  ◻

So the new quasi ontological model satisfies all the conditions for an ontological 
model except possibly the requirement that the response functions and probability 
distributions should be nonnegative. In fact the new probability distributions and 
response functions will generally have negative entries. For at each step in this pro-
cess we compress some space ℝx to a subspace ℝx−1 which is the null space of some 
vector; the intersection of the nonnegative orthant of ℝx (which is a convex cone 
with x extreme halflines) with the null space of 𝜉1 − 𝜉2 (which is a subspace) will 
always be a cone, but the number of extreme halflines of this cone will not in general 
be less than x, and if the number of extreme halflines is not less than x it will not be 
possible to choose a basis of x − 1 vectors for the new quasi-space which ensures 
that the intersection of the nonnegative orthant of ℝx with the subspace lies inside 
the nonnegative orthant of ℝx−1 as defined by the new quasi-states (since this is a 
convex cone with x − 1 extreme halflines). Thus some of the epistemic state vectors 
and response functions which lie in the nonnegative orthant of ℝx will be taken by 
the compression outside the nonnegative orthant of ℝx−1 , meaning that they will end 
up having some negative entries.

(9)
∑

M∈C

(𝜉M,C)i =
∑

j

f⃗
(𝜆i)

j
= 1

(10)

∑

j

v⃗j =
∑

i,j

(f⃗ (𝜆i) ⋅ v⃗)f⃗
(𝜆i)

j

=
∑

i

(f⃗ (𝜆i) ⋅ v⃗)|f⃗ (𝜆i)|1

= v⃗ ⋅
∑

i

f⃗ (𝜆i)

(11)

∑

i

(𝜇P
n
)i =

∑

i,j

(𝜇P)jf
(𝜆i)

j

=
∑

j

(𝜇P)j(1⃗)j

=
∑

j

(𝜇P)j = 1
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To avoid the appearance of negativity in this process, we would have to insist 
that only a limited subset of the mathematically possible epistemic state vectors and 
response functions lying in the nonnegative orthant of the space ℝx correspond to 
real physically possible states and measurements—specifically, we would have to 
restrict ourselves to epistemic state vectors and response functions which are taken 
to the nonnegative orthant of the new quasi-space under compression. But due to 
the continuity of the space of quantum states and operations it’s typically the case 
that ontological models of quantum mechanics use the whole nonnegative orthant 
and thus when compressing an ontological model of quantum systems we will in 
general end up with negative entries in some epistemic state vectors and/or response 
functions.

Finally, note that as a result of the compression process, each event is represented 
by a unique vector in S′, so the new quasi-ontological model is measurement non-
contextual. Thus the compression process produces a non-contextual, discrete quasi-
probability representation of the theory on a number of quasi-states smaller than the 
original number of ontic states.  ◻
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