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Abstract
In the present paper, we consider fuzzy optimization problems which involve fuzzy
sets only in the objective mappings, and give two concepts of optimal solutions which
are non-dominated solutions and weak non-dominated solutions based on orderings
of fuzzy sets. First, by using level sets of fuzzy sets, the fuzzy optimization prob-
lems treated in this paper are reduced to set optimization problems, and relationships
between (weak) non-dominated solutions of the fuzzy optimization problems and the
reduced set optimization problems are derived. Next, the set optimization problems
are reduced to scalar optimization problems which can be regarded as scalarization of
the fuzzy optimization problems. Then, relationships between non-dominated solu-
tions of the fuzzy optimization problems and optimal solutions of the reduced scalar
optimization problems are derived.

Keywords Fuzzy set optimization · Scalarization · Fuzzy max order · Order
preserving property · Set optimization

1 Introduction

The concept of fuzzy sets has been primarily introduced for representing sets contain-
ing uncertainty or vagueness in Zadeh (1965). Then, fuzzy set theory has been applied
in various areas of decision making theory including economics and optimization,
etc., widely. Since the seminal work on fuzzy optimization problems by Bellman and
Zadeh (1970), much attention has been focused on fuzzy optimization problems with
various formulations such as linear cases, non-linear cases, single-objective, multi-
objective, etc. (Gupta and Dangar 2014; Inuiguchi 2005, 2007; Inuiguchi and Ramík
2000; Jamison and Lodwick 1999; Maeda 2008; Ramík and Řimánek 1985; Wu 2006,
2007, 2008). The fuzzy optimization problems are mathematical programming prob-
lems involving fuzzy parameters. Applying the classical mathematical programming
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problems to real-world problems, they have several parameters. Since the parame-
ters usually contain uncertainty or vagueness, the fuzzy optimization model is a more
adequate representation of the reality than the classical one.

In the fuzzy optimization problems, representations or treatments of constraints are
not discussed, and the case that fuzzy sets are involved only in the objective map-
pings is considered in this paper. Considering treatments of only objective mappings,
one of main approaches is possibilistic programming approach. The possibilistic pro-
gramming approach, which contains many various approaches, transforms the fuzzy
mathematical programming problem to the associated conventional mathematical pro-
gramming problem based on possibility and/or necessity measures (Inuiguchi 2005,
2007; Inuiguchi and Ramík 2000 and references therein). One of well-known other
approaches is to consider (weak) non-dominated solutions and so on based on some
ordering of fuzzy sets, and it is based on neither possibility nor necessity measures.
We refer to this approach as ordering-based efficiency approach, and the ordering-
based efficiency approach based on the fuzzy max order is adopted in this paper. The
fuzzy max order was first proposed in Ramik and Řimánek 1985. Since there is no
universal concept of optimal solutions to be accepted widely, it is important to define
the concepts of optimal solutions. In the ordering-based efficiency approach, fuzzy
number-valued objective mappings are considered in most of papers. Fuzzy optimiza-
tion problems with fuzzy number-valued objective mappings are considered in Gupta
and Dangar (2014), and Wu (2006, 2007, 2008), and fuzzy optimization problems
with fuzzy vector-valued objective mappings are considered in Maeda (2008). Within
our knowledge, no literature deals with fuzzy set-valued objective mappings in fuzzy
optimization problems. The fuzzy number-valued and fuzzy vector-valued objective
mappings are special cases of the fuzzy set-valued objective mappings. We refer to the
fuzzy optimization problem with a fuzzy set-valued objective mapping as a fuzzy set
optimization problem. We consider fuzzy set optimization problems and propose two
concepts of optimal solutions of them. They are non-dominated solutions and weak
non-dominated solutions, which are extensions of well-known (weak) non-dominated
solutions of fuzzy optimization problems with fuzzy number-valued and fuzzy vector-
valued objective mappings in the ordering-based efficiency approach. Another aspect
of view, the fuzzy set optimization problems are an extension of set optimization
problems. Thus, a lot of literature on the set optimization problems published so far
also prove the importance of the fuzzy set optimization problems. Then, it can be
expected that the fuzzy set optimization problems enable us to cover more situations
of real-world problems in the sense that the fuzzy number-valued, fuzzy vector-valued
and set-valued objective mappings are special cases of the fuzzy set-valued objective
mappings in the ordering-based efficiency approach. It does notmean that the ordering-
based efficiency approach for fuzzy set optimization problems is an extension of the
possibilistic programming approach.

InWu (2006), a scalarizationmethod is proposed by embedding fuzzy numbers into
a normed space. It is difficult to apply it’s scalarization method to fuzzy set-valued
objectivemappings. InMaeda (2008), set optimization problems associatedwith fuzzy
optimization problems are derived by using the order preserving property for fuzzy
vectors, and it enables us to solve the fuzzy optimization problems by solving the set
optimization problems. On the other hand, a scalarization method for set optimization
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problems is proposed inHernández andRodríguez-Marín (2007) andMaeda (2012) by
using scalarizations of sets, and it enables us to solve the set optimization problems by
solving scalar optimization problems associated with the set optimization problems.

In the present paper, we consider fuzzy set optimization problems. First, the order
preserving property for fuzzy vectors is extended to that for fuzzy sets. Then, the
fuzzy set optimization problems are reduced to set optimization problems by using
the order preserving property for fuzzy sets. Next, the set optimization problems
associated with the fuzzy set optimization problems are reduced to scalar optimization
problems. It enables us to solve the fuzzy set optimization problems by solving the
scalar optimization problems.

The remainder of the present paper is organized as follows. In Sect. 2, orderings
and scalarizations of sets are discussed. In Sect. 3, properties of fuzzy sets are investi-
gated, and orderings of fuzzy sets are discussed. In Sect. 4, the fuzzy set optimization
problems are considered, and the properties are investigated. In Sect. 5, a scalarization
method for the fuzzy set optimization problems is proposed. Finally, conclusions are
presented in Sect. 6.

2 Orderings and scalarizations of sets

In this section, orderings and scalarizations of sets are discussed.
For a, b ∈ R ∪ {−∞,∞}, we set [a, b] = {x ∈ R : a ≤ x ≤ b}, [a, b[= {x ∈ R :

a ≤ x < b}, ]a, b] = {x ∈ R : a < x ≤ b}, and ]a, b[= {x ∈ R : a < x < b}. For
convenience, we define inf ∅ = ∞, sup∅ = −∞, min ∅ = ∞, and minR = −∞.

For A ⊂ R
n , let int(A) and cl(A) be the interior and the closure of A, respectively.

Let C(Rn) be the set of all compact subsets of R
n , and let C0(Rn) be the set of all

non-empty compact subsets of R
n . We set R

n+ = {x ∈ R
n : x ≥ 0} and R

n− = {x ∈
R
n : x ≤ 0}. For A, B ⊂ R

n and λ ∈ R, we set A + B = {x + y : x ∈ A, y ∈ B}
and λA = {λx : x ∈ A}.

Now, we introduce some orderings of sets.

Definition 1 (Jahn and Ha 2011; Kon 2014; Kurano et al. 2000; Kuroiwa et al. 1997;
Maeda 2008, 2012) Let A, B ⊂ R

n .

(i) A ≤L B
def⇔ B ⊂ A + R

n+;
(ii) A ≤U B

def⇔ A ⊂ B + R
n−;

(iii) A ≤ B
def⇔ A ≤L B and A ≤U B;

(iv) A <L B
def⇔ B ⊂ A + int(Rn+);

(v) A <U B
def⇔ A ⊂ B + int(Rn−);

(vi) A < B
def⇔ A <L B and A <U B.

The following lemmas provide fundamental properties of orderings given in Defi-
nition 1, and Lemma 1 can be shown easily.

Lemma 1 For A, B,C, D ⊂ R
n, the following statements hold.

(i) A ≤ A;
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(ii) A ≤L B, B ≤L C ⇒ A ≤L C;
(iii) A ≤U B, B ≤U C ⇒ A ≤U C;
(iv) A ≤ B, B ≤ C ⇒ A ≤ C;
(v) A <L B ⇒ A ≤L B;
(vi) A <U B ⇒ A ≤U B;
(vii) A < B ⇒ A ≤ B;
(viii) A ≤L B,C ≤L D ⇒ A + C ≤L B + D;
(ix) A ≤U B,C ≤U D ⇒ A + C ≤U B + D;
(x) A ≤ B,C ≤ D ⇒ A + C ≤ B + D;
(xi) A = ∅, B �= ∅ ⇒ A �≤L B, B ≤L A, A ≤U B, B �≤U A, A �<L B, B <L

A, A <U B, B �<U A;
(xii) ∅ ≤ ∅,∅ < ∅, R

n ≤ R
n, R

n < R
n;

(xiii) λ ≥ 0, A ≤L B ⇒ λA ≤L λB;
(xiv) λ ≥ 0, A ≤U B ⇒ λA ≤U λB;
(xv) λ ≥ 0, A ≤ B ⇒ λA ≤ λB.

Lemma 2 (Kon 2014, Proposition 3.3) Let A, B ⊂ R
n. Assume that A ∈ C0(Rn) or

B ∈ C0(Rn). If A < B, then A �≥ B.

Let k ∈ int(Rn+), and we set

sL(A; k) = inf{t ∈ R : A ≤L {tk}} = inf{t ∈ R : {tk} ⊂ A + R
n+}, (1)

sU (A; k) = inf{t ∈ R : A ≤U {tk}} = inf{t ∈ R : A ⊂ tk + R
n−}, (2)

IA(k) = [sL(A; k), sU (A; k)] (3)

for each A ⊂ R
n . sL(A; k) and sU (A; k) are scalarizations of A, which may be −∞

or ∞ (Hernández and Rodríguez-Marín 2007; Maeda 2012). IA(k) is the interval
associated with A. It follows that

sL(A; k) = inf{t ∈ R : A ∩ (tk + R
n−) �= ∅}.

If A = ∅, then sL(A; k) = inf ∅ = ∞ and sU (A; k) = inf R = −∞, and then
IA(k) = ∅.

The following theorem provides properties of sL and sU .

Theorem 1 Let k ∈ int(Rn+). In (i) and (ii), let A, B ⊂ R
n. In (iii)–(viii), let A, B ∈

C(Rn).

(i) A �= ∅ ⇔ sL(A; k) ≤ sU (A; k);
(ii) A ⊂ B ⇒ sL(A; k) ≥ sL(B; k), sU (A; k) ≤ sU (B; k);
(iii) sL(A; k) = min{t ∈ R : A ≤L {tk}} = min{t ∈ R : {tk} ⊂ A + R

n+};
(iv) sU (A; k) = min{t ∈ R : A ≤U {tk}} = min{t ∈ R : A ⊂ tk + R

n−};
(v) A ≤L B ⇒ sL(A; k) ≤ sL(B; k) ⇔ IA(k) ≤L IB(k);
(vi) A ≤U B ⇒ sU (A; k) ≤ sU (B; k) ⇔ IA(k) ≤U IB(k);
(vii) If A �= ∅ or B �= ∅, then

A <L B ⇒ sL(A; k) < sL(B; k) ⇔ IA(k) <L IB(k);
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(viii) If A �= ∅ or B �= ∅, then

A <U B ⇒ sU (A; k) < sU (B; k) ⇔ IA(k) <U IB(k).

Proof (i) and (ii) are trivial. (iii) and (iv) are Theorem 3.1 in Maeda (2012), and then
(v) and (vi) are Theorem 3.2 inMaeda (2012). In addition, (vii) and (viii) are Theorem
3.3 in Maeda (2012). �

The following lemmas provide further properties of sL and sU .

Lemma 3 Let k ∈ int(Rn+), and let Λ be any index set. In addition, let Aλ ⊂ R
n for

each λ ∈ Λ.

(i) sL

(⋃
λ∈Λ

Aλ; k
)

= inf
λ∈Λ

sL(Aλ; k);

(ii) sU

(⋃
λ∈Λ

Aλ; k
)

= sup
λ∈Λ

sU (Aλ; k);

(iii) sL

(⋂
λ∈Λ

Aλ; k
)

≥ sup
λ∈Λ

sL(Aλ; k);

(iv) sU

(⋂
λ∈Λ

Aλ; k
)

≤ inf
λ∈Λ

sU (Aλ; k).

Proof (i) First, suppose that ∪λ∈ΛAλ = ∅. Then for any λ ∈ Λ, it follows that
Aλ = ∅, and that sL(Aλ; k) = ∞. Therefore, we have sL (∪λ∈ΛAλ; k) =
infλ∈Λ sL(Aλ; k) = ∞. Next, suppose that ∪λ∈ΛAλ �= ∅. Then, it follows
that sL (∪λ∈ΛAλ; k) < ∞. Suppose that sL (∪λ∈ΛAλ; k) = −∞, and fix
any t ∈ R. Since ∪λ∈Λ(Aλ ∩ (tk + R

n−)) = (∪λ∈ΛAλ) ∩ (tk + R
n−) �= ∅,

there exists λ0 ∈ Λ such that Aλ0 ∩ (tk + R
n−) �= ∅, and it follows that

infλ∈Λ sL(Aλ; k) ≤ sL(Aλ0; k) ≤ t . By the arbitrariness of t ∈ R, we have
sL (∪λ∈ΛAλ; k) = infλ∈Λ sL(Aλ; k) = −∞. Suppose that sL (∪λ∈ΛAλ; k) >

−∞. Then for any λ ∈ Λ, since Aλ ⊂ ∪μ∈ΛAμ, it follows that sL(Aλ; k) ≥
sL

(∪μ∈ΛAμ; k) from Theorem 1 (ii). Now, fix any ε > 0. Then, there exists t0 ∈
[sL (∪λ∈ΛAλ; k) , sL (∪λ∈ΛAλ; k) + ε[ such that (∪λ∈ΛAλ) ∩ (t0k + R

n−) �= ∅.
Since ∪λ∈Λ(Aλ ∩ (t0k + R

n−)) = (∪λ∈ΛAλ) ∩ (t0k + R
n−) �= ∅, there exists

λ1 ∈ Λ such that Aλ1 ∩ (t0k + R
n−) �= ∅, and it follows that sL(Aλ1; k) ≤ t0 <

sL (∪λ∈ΛAλ; k) + ε. Therefore, we have sL (∪λ∈ΛAλ; k) = infλ∈Λ sL(Aλ; k).
(ii) First, suppose that ∪λ∈ΛAλ = ∅. Then for any λ ∈ Λ, it follows that

Aλ = ∅, and that sU (Aλ; k) = −∞. Therefore, we have sU (∪λ∈ΛAλ; k) =
supλ∈Λ sU (Aλ; k) = −∞. Next, suppose that∪λ∈ΛAλ �= ∅. Then, it follows that
sU (∪λ∈ΛAλ; k) > −∞. Suppose that sU (∪λ∈ΛAλ; k) = ∞, and fix any t ∈ R.
Since∪λ∈ΛAλ �⊂ tk+R

n−, there existsλ0 ∈ Λ such that Aλ0 �⊂ tk+R
n−, and then

Aλ0 �⊂ t ′k+ R
n− for any t ′ ∈]−∞, t]. Thus, it follows that supλ∈Λ sU (Aλ; k) ≥

sU (Aλ0; k) ≥ t . By the arbitrariness of t ∈ R, we have sU (∪λ∈ΛAλ; k) =
supλ∈Λ sU (Aλ; k) = ∞. Suppose that sU (∪λ∈ΛAλ; k) < ∞. Then for any
λ ∈ Λ, since Aλ ⊂ ∪μ∈ΛAμ, it follows that sU (Aλ; k) ≤ sU

(∪μ∈ΛAμ; k) from
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140 M. Kon

Theorem 1 (ii). Now, fix any ε > 0. Then for any t ∈] − ∞, sU (∪λ∈ΛAλ; k) [,
since ∪λ∈ΛAλ �⊂ tk + R

n−, there exists λ(t) ∈ Λ such that Aλ(t) �⊂ tk + R
n−, it

follows that Aλ(t) �⊂ t ′k + R
n− for any t ′ ∈] − ∞, t], and that sU (Aλ(t); k) ≥ t .

Choose any t0 ∈]sU (∪λ∈ΛAλ; k) − ε, sU (∪λ∈ΛAλ; k) [. Then, it follows that
λ(t0) ∈ Λ, and that sU (Aλ(t0); k) ≥ t0 > sU (∪λ∈ΛAλ; k) − ε. Therefore, we
have sU (∪λ∈ΛAλ; k) = supλ∈Λ sU (Aλ; k).

(iii) For any λ ∈ Λ, since ∩μ∈ΛAμ ⊂ Aλ, it follows that sL(Aλ; k) ≤
sL(∩μ∈ΛAμ; k) from Theorem 1 (ii). Therefore, we have supλ∈Λ sL(Aλ; k) ≤
sL(∩λ∈ΛAλ; k).

(iv) For any λ ∈ Λ, since ∩μ∈ΛAμ ⊂ Aλ, it follows that sU (∩μ∈ΛAμ; k) ≤
sU (Aλ; k) from Theorem 1 (ii). Therefore, we have sU (∩λ∈ΛAλ; k) ≤
infλ∈Λ sU (Aλ; k). �

The following example shows that (iii) and (iv) in Lemma 3 do not hold with
equality.

Example 1 In R
2, let k = (1, 1) ∈ int(R2+), and set A = {(x, y) ∈ R

2 : |x + 1| +
|y − 3| ≤ 2} and B = {(x, y) ∈ R

2 : |x − 1| + |y − 3| ≤ 2}. Then, it follows
that sL(A; k) = sL(B; k) = 1, sU (A; k) = sU (B; k) = 5 and sL(A ∩ B; k) = 2,
sU (A ∩ B; k) = 4. Thus, we have sL(A ∩ B; k) = 2 > 1 = sup{sL(A; k), sL(B; k)}
and sU (A ∩ B; k) = 4 < 5 = inf{sU (A; k), sU (B; k)}. �
Lemma 4 Let k ∈ int(Rn+), and let Λ be any index set. In addition, let Aλ ∈ C(Rn)

for each λ ∈ Λ. Assume that Aλ ⊂ Aμ or Aλ ⊃ Aμ for any λ,μ ∈ Λ.

(i) sL

(⋂
λ∈Λ

Aλ; k
)

= sup
λ∈Λ

sL(Aλ; k);

(ii) sU

(⋂
λ∈Λ

Aλ; k
)

= inf
λ∈Λ

sU (Aλ; k).

Proof (i) It follows that sL (∩λ∈ΛAλ; k) ≥ supλ∈Λ sL(Aλ; k) from Lemma 3
(iii). Suppose that sL (∩λ∈ΛAλ; k) > supλ∈Λ sL(Aλ; k), and fix any t0 ∈
] supλ∈Λ sL(Aλ; k), sL (∩λ∈ΛAλ; k) [. Then for any λ ∈ Λ, since sL(Aλ; k) ≤
supμ∈Λ sL(Aμ ;k) < t0, it follows that Aλ ∩ (t0k + R

n−) ∈ C0(Rn). Since
Aλ ∩ (t0k+R

n−) ⊂ Aμ ∩ (t0k+R
n−) or Aλ ∩ (t0k+R

n−) ⊃ Aμ ∩ (t0k+R
n−) for

any λ,μ ∈ Λ, it follows that (∩λ∈ΛAλ)∩(t0k+R
n−) = ∩λ∈Λ(Aλ∩(t0k+R

n−)) ∈
C0(Rn). It contradicts that (∩λ∈ΛAλ)∩(t0k+R

n−) = ∅ since t0 < sL (∩λ∈ΛAλ; k).
(ii) It follows that sU (∩λ∈ΛAλ; k) ≤ infλ∈Λ sU (Aλ; k) from Lemma 3 (iv). Sup-

pose that sU (∩λ∈ΛAλ; k) < infλ∈Λ sU (Aλ; k). Fix any t0, t1 ∈]sU (∩λ∈ΛAλ

; k) , infλ∈Λ sU (Aλ; k)[ with t1 < t0. Then for any λ ∈ Λ, since t0 <

infμ∈Λ sU (Aμ; k) ≤ sU (Aλ; k), it follows that Aλ �⊂ t0k + R
n−, and that

Aλ �⊂ t0k + int(Rn−), and that Aλ ∩ (t0k + int(Rn−))c ∈ C0(Rn). Since
Aλ ∩ (t0k + int(Rn−))c ⊂ Aμ ∩ (t0k + int(Rn−))c or Aλ ∩ (t0k + int(Rn−))c ⊃
Aμ ∩ (t0k + int(Rn−))c for any λ,μ ∈ Λ, it follows that (∩λ∈ΛAλ) ∩ (t0k +
int(Rn−))c = ∩λ∈Λ(Aλ ∩ (t0k + int(Rn−))c) ∈ C0(Rn). Since t1 < t0, it follows
that (∩λ∈ΛAλ) ∩ (t1k + R

n−)c �= ∅, and that ∩λ∈ΛAλ �⊂ t1k + R
n−. It contradicts

that ∩λ∈ΛAλ ⊂ t1k + R
n− since t1 > sU (∩λ∈ΛAλ; k). �
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Lemma 5 Let k ∈ int(Rn+), and let A, B ∈ C(Rn).

(i) sL(A + B; k) ≤ sL(A; k) + sL(B; k);
(ii) sU (A + B; k) ≤ sU (A; k) + sU (B; k);
(iii) λ > 0 ⇒ sL(λA; k) = λsL(A; k);
(iv) λ > 0 ⇒ sU (λA; k) = λsU (A; k).
Proof If A = ∅ or B = ∅, then (i) and (ii) are trivial. Suppose that A �= ∅ and B �= ∅
in (i) and (ii).

(i) Since A ≤L {sL(A; k)k} and B ≤L {sL(B; k)k} from Theorem 1 (iii), it follows
that A + B ≤L {(sL(A; k) + sL(B; k))k} from Lemma 1 (viii). Therefore, we
have sL(A + B; k) ≤ sL(A; k) + sL(B; k) from the definition of sL(A + B; k).

(ii) Since A ≤U {sU (A; k)k} and B ≤U {sU (B; k)k} fromTheorem 1 (iv), it follows
that A + B ≤U {(sU (A; k) + sU (B; k)) k} from Lemma 1 (ix). Therefore, we
have sU (A+ B; k) ≤ sU (A; k)+ sU (B; k) from the definition of sU (A+ B; k).

(iii) We have sL(λA; k) = inf{t ∈ R : λA ≤L {tk}} = λ inf
{ t

λ
: t ∈ R , A ≤L{ t

λ
k
}} = λ inf{t ′ ∈ R : A ≤L {t ′k}} = λsL(A; k) from Lemma 1 (xiii).

(iv) We have sU (λA; k) = inf{t ∈ R : λA ≤U {tk}} = λ inf
{ t

λ
: t ∈ R , A ≤U{ t

λ
k
}} = λ inf{t ′ ∈ R : A ≤U {t ′k}} = λsU (A; k) from Lemma 1 (xiv). �

Amapping F such that F(x) ⊂ R
m for each x ∈ R

n is called a set-valued mapping
from R

n to R
m , and we denote it by F : R

n � R
m .

We define the convexity of set-valued mappings.

Definition 2 Let F : R
n � R

m .

(i) F is called a convex mapping if

F(λx + (1 − λ) y) ≤ λF(x) + (1 − λ)F( y) (4)

for any x, y ∈ R
n and any λ ∈]0, 1[;

(ii) F is called a strictly convex mapping if

F(λx + (1 − λ) y) < λF(x) + (1 − λ)F( y) (5)

for any x, y ∈ R
n , x �= y and any λ ∈]0, 1[.

Let F : R
n � R

m . The set-valued mapping F is said to be convex-valued if F(x)

is a convex set for any x ∈ R
n . When F is convex-valued, if F is a strictly convex

mapping, then F is a convex mapping (Kon 2014, Proposition 3.5).
The following theorem provides properties of composite functions of sL , sU and

set-valued mappings. Although Theorem 2 (i) is shown in Theorem 3.5 in Maeda
(2012), we present another proof.

Theorem 2 Let F : R
n → C0(Rm), and let k ∈ int(Rm+).

(i) If F is a convex mapping, then sL(F(·); k), sU (F(·); k) : R
n → R are convex

functions.
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142 M. Kon

(ii) If F is a strictly convex mapping, then sL(F(·); k), sU (F(·); k) : R
n → R are

strictly convex functions.

Proof (i) The convexity of sL(F(·); k) follows from Theorem 1 (v) and Lemma 5
(i), (iii). The convexity of sU (F(·); k) follows from Theorem 1 (vi) and Lemma 5
(ii), (iv).

(ii) The strict convexity of sL(F(·); k) follows from Theorem 1 (vii) and Lemma 5
(i), (iii). The strict convexity of sU (F(·); k) follows from Theorem 1 (viii) and
Lemma 5 (ii), (iv).

�

3 Fuzzy sets

In this section, properties of fuzzy sets are investigated, and orderings of fuzzy sets
are discussed.

A function ã : R
n → [0, 1] is called a fuzzy set on R

n . Let F(Rn) be the set of all
fuzzy sets on R

n .
Let ã ∈ F(Rn). For each α ∈]0, 1], [̃a]α = {x ∈ R

n : ã(x) ≥ α} is called the
α-level set of ã. The set supp(̃a) = {x ∈ R

n : ã(x) > 0} is called the support of ã, and
[̃a]0 = cl(supp(̃a)) is called the 0-level set of ã. The fuzzy set ã is said to be support
bounded if supp(̃a) is bounded, and ã is said to be normal if there exists x0 ∈ R

n

such that ã(x0) = 1. The fuzzy set ã is called a compact fuzzy set if [̃a]α ∈ C(Rn)

for any α ∈]0, 1], and ã is called a convex fuzzy set if [̃a]α is a convex set for any
α ∈]0, 1]. Let FC(Rn) be the set of all compact fuzzy sets on R

n , and let FC0(Rn)

be the set of all compact fuzzy sets on R
n which are support bounded and normal.

The fuzzy set ã is called a fuzzy vector on R
n if ã ∈ FC0(Rn), and ã ∈ FC0(R) is

called a fuzzy number if ã is convex (Jamison and Lodwick 1999). Let FN be the set
of all fuzzy numbers. Then, it follows that FN ⊂ FC0(R) ⊂ FC(R) ⊂ F(R) and
FC0(Rn) ⊂ FC(Rn) ⊂ F(Rn) from the definitions.

It is well-known as the decomposition theorem that ã ∈ F(Rn) can be represented
as

ã = sup
α∈]0,1]

αc[̃a]α , (6)

where for A ⊂ R
n , cA : R

n → {0, 1} is the indicator function defined as cA(x) = 1
if x ∈ A, and cA(x) = 0 if x /∈ A for each x ∈ R

n (Dubois et al. 2000; Zadeh 1975).
We set

S(Rn) = {{Sα}α∈]0,1] : Sα ⊂ R
n, α ∈]0, 1], and

Sβ ⊃ Sγ for β, γ ∈]0, 1] with β < γ }, (7)

and set
MRn ({Sα}α∈]0,1]) = sup

α∈]0,1]
αcSα ∈ F(Rn) (8)

for each {Sα}α∈]0,1] ∈ S(Rn). For simplicity, MRn is also written as M .
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The following lemma provides a property of level sets of fuzzy sets defined in Eq.
(8).

Lemma 6 (Kon 2013, Proposition 4) Let {Sα}α∈]0,1] ∈ S(Rn), and let ã =
M({Sα}α∈]0,1]). Then, [̃a]α = ∩β∈]0,α[Sβ for any α ∈]0, 1].

Let ã ∈ F(Rn), and let k ∈ int(Rn+). Since {[̃a]α}α∈]0,1] ∈ S(Rn), it follows that
{I[̃a]α (k)}α∈]0,1] ∈ S(R) from Theorem 1 (ii). We set

ãI = M({I[̃a]α (k)}α∈]0,1]) ∈ F(R). (9)

The following theorem provides a property of level sets of fuzzy sets defined in Eq.
(9).

Theorem 3 Let ã ∈ FC(Rn), and let k ∈ int(Rn+). Then, [̃aI ]α = I[̃a]α (k) for any
α ∈]0, 1].
Proof Fix any α ∈]0, 1]. Since

sL([̃a]α; k) = sL

⎛
⎝ ⋂

β∈]0,α[
[̃a]β; k

⎞
⎠ = sup

β∈]0,α[
sL([̃a]β; k),

sU ([̃a]α; k) = sU

⎛
⎝ ⋂

β∈]0,α[
[̃a]β; k

⎞
⎠ = inf

β∈]0,α[ sU ([̃a]β; k)

from Lemmas 4 and 6, we have

I[̃a]α (k) = [sL([̃a]α; k), sU ([̃a]α; k)]

=
[

sup
β∈]0,α[

sL([̃a]β; k), inf
β∈]0,α[ sU ([̃a]β; k)

]

=
⋂

β∈]0,α[
[sL([̃a]β; k), sU ([̃a]β; k)]

=
⋂

β∈]0,α[
I[̃a]β (k)

= [̃aI ]α
from Lemma 6. �

Next, we introduce some orderings on F(Rn).

Definition 3 (Kon 2014, Definition 5.1) Let ã, b̃ ∈ F(Rn).

(i) ã � b̃
def⇔ [̃a]α ≤ [̃b]α for any α ∈]0, 1];

(ii) ã ≺ b̃
def⇔ [̃a]α < [̃b]α for any α ∈]0, 1].
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Theorder� inDefinition 3 is an extension of the fuzzymaxorder for fuzzy numbers.
The fuzzy max order for fuzzy numbers has been primarily defined in Ramík and
Řimánek (1985). Then, the fuzzy max order for fuzzy numbers has been extended for
fuzzy vectors in Maeda (2008), and for fuzzy sets which are closed, convex, normal,
and support bounded in Kurano et al. (2000). Thus, the orders� and≺ in Definition 3,
which are further extensions of them, are called the fuzzy max order and the strict fuzzy
max order on F(Rn), respectively, in Kon (2014).

The following lemmas provide fundamental properties of the (strict) fuzzy max
order.

Lemma 7 (Kon 2014, Proposition 5.1) Let ã, b̃, c̃ ∈ F(Rn).

(i) ã � ã;
(ii) ã � b̃, b̃ � c̃ ⇒ ã � c̃;
(iii) ã ≺ b̃ ⇒ ã � b̃.

Lemma 8 (Kon 2014, Proposition 5.2) Let ã, b̃ ∈ F(Rn). Assume that there exists
α ∈]0, 1] such that [̃a]α ∈ C0(Rn) or [̃b]α ∈ C0(Rn). If ã ≺ b̃, then ã � b̃.

Next, we introduce order preserving properties for fuzzy set-valued mappings.

Definition 4 Let F̃ : R
n → F(Rm), and let X ⊂ R

n .

(i) F̃ is said to be order preserving on X if for any x, y ∈ X , [F̃(x)]0 ≤ [F̃( y)]0
and [F̃(x)]1 ≤ [F̃( y)]1 imply F̃(x) � F̃( y);

(ii) F̃ is said to be strictly order preserving on X if for any x, y ∈ X , [F̃(x)]0 <

[F̃( y)]0 and [F̃(x)]1 < [F̃( y)]1 imply F̃(x) ≺ F̃( y).

Let F̃ : R
n → F(Rm). The fuzzy set-valued mapping F̃ is said to be compact-

valued if F̃(x) ∈ FC(Rm) for any x ∈ R
n . For each α ∈ [0, 1], we define Fα : R

n �
R
m as

Fα(x) = [F̃(x)]α (10)

for each x ∈ R
n .

4 Fuzzy set optimization

In this section, fuzzy set optimization problems are considered, and the properties are
investigated.

For X ⊂ R
n, X �= ∅ and F̃ : R

n → F(Rm), a problem∣∣∣∣min F̃(x)

s.t. x ∈ X
(FOP)

is called a fuzzy set optimization problem, and F̃ is called a fuzzy set-valued objective
mapping. In (FOP), F̃ is called a fuzzy number-valued objective mapping if F̃ : R

n →
FN , and F̃ is called a fuzzy vector-valued objective mapping if F̃ : R

n → FC0(Rm).
Our main problem is the fuzzy set optimization problem (FOP).

Next, we introduce some solution concepts for (FOP).
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Definition 5 (i) A point x∗ ∈ X is called a non-dominated solution of (FOP) if for
any x ∈ X , F̃(x) � F̃(x∗) implies F̃(x∗) � F̃(x);

(ii) A point x∗ ∈ X is called a weak non-dominated solution of (FOP) if there is no
x ∈ X such that F̃(x) ≺ F̃(x∗).

The following theorem provides a relationship between non-dominated and weak
non-dominated solutions of (FOP).

Theorem 4 In (FOP), assume that for any x ∈ X, there exists α ∈]0, 1] such that
[F̃(x)]α ∈ C0(Rm). If x∗ ∈ X is a non-dominated solution of (FOP), then x∗ is a
weak non-dominated solution of (FOP).

Proof Suppose that x∗ ∈ X is not a weak non-dominated solution of (FOP). Then,
there exists x0 ∈ X such that F̃(x0) ≺ F̃(x∗). Since F̃(x0) ≺ F̃(x∗), it follows
that F̃(x0) � F̃(x∗) from Lemma 7 (iii), and that F̃(x∗) � F̃(x0) from Lemma 8.
Therefore, x∗ is not a non-dominated solution of (FOP). �

The following example shows that the assumption in Theorem 4 cannot be elimi-
nated.

Example 2 In (FOP), let n = 1, m = 2, and X = R. Set A = {(x, y) ∈ R
2 : |x | <

1, |y| < 1}, B = {(x, y) ∈ R
2 : y ≥ 2x }, and D = {(1, 1)}.

(i) Define F̃ : R → F(R2) as

F̃(x) =
{
cA if x = 0,
cD otherwise

for each x ∈ R, and consider the following fuzzy set optimization problem:∣∣∣∣min F̃(x)
s.t. x ∈ R.

(FOP1)

In this case, [F̃(0)]α /∈ C0(R2) for any α ∈]0, 1] since [F̃(0)]α = A is bounded
but not closed for each α ∈]0, 1]. Then, it can be verified that 0 is a non-dominated
solution of (FOP1). However, 0 is not a weak non-dominated solution of (FOP1)
since F̃(0) ≺ F̃(0).

(ii) Define F̃ : R → F(R2) as

F̃(x) =
{
cB if x = 0,
cD otherwise

for each x ∈ R, and consider the following fuzzy set optimization problem:∣∣∣∣min F̃(x)
s.t. x ∈ R.

(FOP2)

In this case, [F̃(0)]α /∈ C0(R2) for any α ∈]0, 1] since [F̃(0)]α = B is closed but
not bounded for each α ∈]0, 1]. Then, it can be verified that 0 is a non-dominated
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solution of (FOP2). However, 0 is not a weak non-dominated solution of (FOP2)
since F̃(0) ≺ F̃(0).

�
Let k ∈ int(Rm+). For F̃ : R

n → F(Rm) in (FOP), we define G̃ : R
n → F(R) as

G̃(x) = F̃(x)I (11)

for each x ∈ R
n . Note that G̃ depends on k. Then, we consider the following problem:∣∣∣∣min G̃(x)

s.t. x ∈ X .
(FOP’)

The following theorem provides a relationship between non-dominated and weak
non-dominated solutions of (FOP’).

Theorem 5 Let k ∈ int(Rm+). In (FOP), assume that F̃ is compact-valued, and that
for any x ∈ X, there exists α ∈]0, 1] such that [F̃(x)]α ∈ C0(Rm). If x∗ ∈ X is
a non-dominated solution of (FOP’), then x∗ is a weak non-dominated solution of
(FOP’).

Proof Fix any x ∈ X . Then, there exists α ∈]0, 1] such that [F̃(x)]α ∈ C0(Rm). It
follows that [G̃(x)]α = [F̃(x)I ]α = I[F̃(x)]α (k) ∈ C0(R) from Theorem 3. Therefore,
if x∗ ∈ X is a non-dominated solution of (FOP’), then x∗ is a weak non-dominated
solution of (FOP’) from Theorem 4. �

The following theorem provides a relationship between weak non-dominated solu-
tions of (FOP) and (FOP’).

Theorem 6 Let k ∈ int(Rm+). In (FOP), assume that F̃ is compact-valued. If x∗ ∈ X is
a weak non-dominated solution of (FOP’), then x∗ is a weak non-dominated solution
of (FOP).

Proof Suppose that x∗ ∈ X is not a weak non-dominated solution of (FOP). Then,
there exists x0 ∈ X such that F̃(x0) ≺ F̃(x∗). Fix any α ∈]0, 1]. Since [F̃(x0)]α <

[F̃(x∗)]α , it follows that I[F̃(x0)]α (k) < I[F̃(x∗)]α (k) fromTheorem1 (vii), (viii). Then,
it follows that [G̃(x0)]α = [F̃(x0)I ]α = I[F̃(x0)]α (k) < I[F̃(x∗)]α (k) = [F̃(x∗)I ]α =
[G̃(x∗)]α from Theorem 3. Since G̃(x0) ≺ G̃(x∗) by the arbitrariness of α ∈]0, 1],
x∗ is not a weak non-dominated solution of (FOP’). �

The following example shows that we cannot prove the same result as Theorem 6
for non-dominated solutions.

Example 3 In (FOP), let n = 1,m = 2, and X = R. In addition, let k = (1, 1) ∈
int(R2+). Set A = [0, 1] × [0, 1], B = {0} × [0, 1], and D = [0, 1]. Define F̃ : R →
F(R2) as

F̃(x) =
{
cA if x = 0,
cB otherwise
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for each x ∈ R, and consider the following fuzzy set optimization problem:∣∣∣∣min F̃(x)
s.t. x ∈ R.

(FOP3)

It follows that I[F̃(x)]α (k) = [0, 1] for any x ∈ R and any α ∈]0, 1], and that G̃(x) =
cD for any x ∈ R, where G̃ : R → F(R) is defined by Eq. (11). Now, consider the
following problem: ∣∣∣∣min G̃(x)

s.t. x ∈ R.
(FOP3’)

Then, it can be verified that each x ∈ R is a non-dominated solution of (FOP3’).
However, 0 is not a non-dominated solution of (FOP3) since F̃(x) � F̃(0) and F̃(0) �

F̃(x) for any x ∈ R\{0}. �

5 Scalarizationmethod

In this section, a scalarization method for the fuzzy set optimization problems is
proposed.

Throughout this section, assume that F̃(x) ∈ FC0(Rm) for any x ∈ X in (FOP). For
the fuzzy set optimization problem (FOP), we consider the following set optimization
problem: ∣∣∣∣min F0(x) × F1(x)

s.t. x ∈ X
(SOP)

where F0 and F1 are defined by Eq. (10).
Next, we introduce some solution concepts for (SOP).

Definition 6 (Maeda 2012, Definitions 4.2 and 4.4) (i) A point x∗ ∈ X is called a non-
dominated solution of (SOP) if for any x ∈ X , F0(x) × F1(x) ≤ F0(x∗) × F1(x∗)
implies F0(x∗) × F1(x∗) ≤ F0(x) × F1(x);

(ii) A point x∗ ∈ X is called a weak non-dominated solution of (SOP) if there is no
x ∈ X such that F0(x) × F1(x) < F0(x∗) × F1(x∗).

The following theorem provides a relationship between non-dominated and weak
non-dominated solutions of (SOP).

Theorem 7 If x∗ ∈ X is a non-dominated solution of (SOP), then x∗ is a weak non-
dominated solution of (SOP).

Proof Suppose that x∗ ∈ X is not a weak non-dominated solution of (SOP). Then,
there exists x0 ∈ X such that F0(x0) × F1(x0) < F0(x∗) × F1(x∗). Since F0(x0) ×
F1(x0) < F0(x∗) × F1(x∗), it follows that F0(x0) × F1(x0) ≤ F0(x∗) × F1(x∗)
from Lemma 1 (vii), and that F0(x∗) × F1(x∗) �≤ F0(x0) × F1(x0) from Lemma 2.
Therefore, x∗ is not a non-dominated solution of (SOP). �
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The following theorem provides relationships between (weak) non-dominated solu-
tions of (FOP) with the (strict) order preserving property and those of (SOP).

Theorem 8 (i) In (FOP), assume that F̃ is order preserving on X. Then, x∗ ∈ X is
a non-dominated solution of (FOP) if and only if x∗ is a non-dominated solution
of (SOP);

(ii) In (FOP), assume that F̃ is strictly order preserving on X. If x∗ ∈ X is a weak
non-dominated solution of (FOP), then x∗ is a weak non-dominated solution of
(SOP).

Proof (i) First, suppose that x∗ ∈ X is a non-dominated solution of (FOP). Let
x ∈ X , and suppose that F0(x) × F1(x) ≤ F0(x∗) × F1(x∗). It follows that
F0(x) ≤ F0(x∗) and F1(x) ≤ F1(x∗). Since F̃ is order preserving on X , if
follows that F̃(x) � F̃(x∗). Since x∗ is a non-dominated solution of (FOP),
it follows that F̃(x∗) � F̃(x). Then, it follows that Fα(x∗) ≤ Fα(x) for any
α ∈]0, 1], and that

supp(F̃(x∗)) =
⋃

α∈]0,1]
Fα(x∗) ≤

⋃
α∈]0,1]

Fα(x) = supp(F̃(x)).

Thus, it follows that

F0(x∗) = cl(supp(F̃(x∗))) ≤ cl(supp(F̃(x))) = F0(x),

andwe have F0(x∗)×F1(x∗) ≤ F0(x)×F1(x). Therefore, x∗ is a non-dominated
solution of (SOP).
Next, suppose that x∗ ∈ X is a non-dominated solution of (SOP). Let x ∈ X ,
and suppose that F̃(x) � F̃(x∗). Since F̃(x) � F̃(x∗), it follows that Fα(x) ≤
Fα(x∗) for anyα ∈]0, 1], and that F0(x) ≤ F0(x∗)by the samearguments as in the
first part. Thus, it follows that F0(x)×F1(x) ≤ F0(x∗)×F1(x∗). Since x∗ is a non-
dominated solution of (SOP), it follows that F0(x∗) × F1(x∗) ≤ F0(x) × F1(x),
and that F0(x∗) ≤ F0(x) and F1(x∗) ≤ F1(x). Since F̃ is order preserving on
X , we have F̃(x∗) � F̃(x). Therefore, x∗ is a non-dominated solution of (FOP).

(ii) Suppose that x∗ ∈ X is not a weak non-dominated solution of (SOP). Then,
there exists x ∈ X such that F0(x) × F1(x) < F0(x∗) × F1(x∗). It follows that
F0(x) < F0(x∗) and F1(x) < F1(x∗). Since F̃ is strictly order preserving on X ,
we have F̃(x) ≺ F̃(x∗). Therefore, x∗ is not a weak non-dominated solution of
(FOP).

�
The following example shows the necessity of strict order preserving for weak

non-dominated solutions in Theorem 8 (ii).

Example 4 In (FOP), let n = m = 1 and X = R. Define F̃ : R → F(R) as

F̃(0)(y) =

⎧⎪⎪⎨
⎪⎪⎩

1
4 (y − 1) if y ∈ [1, 5],
− 1

2 (y − 7) if y ∈]5, 6],
− 1

8 (y − 10) if y ∈]6, 10],
0 otherwise
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for each y ∈ R, and

F̃(x)(y) = max

{
1 − |y − 4|

4
, 0

}

for each x ∈ R \ {0} and each y ∈ R. Then, it follows that F̃ is order preserving on R

but not strictly order preserving onR.We consider the following fuzzy set optimization
problem: ∣∣∣∣min F̃(x)

s.t. x ∈ R
(FOP4)

and the following set optimization problem:∣∣∣∣min F0(x) × F1(x)
s.t. x ∈ R

(SOP4)

where

F0(x) × F1(x) =
{
[1, 10] × {5} if x = 0,
[0, 8] × {4} otherwise

for each x ∈ R. It can be verified that each x ∈ R is a weak non-dominated solution of
(FOP4). However, 0 is not a weak non-dominated solution of (SOP4) since F0(x) ×
F1(x) < F0(0) × F1(0) for any x ∈ R \ {0}. �

We consider the following scalarization problem of the set optimization problem
(SOP): ∣∣∣∣min λsL(F0(x) × F1(x); k) + (1 − λ)sU (F0(x) × F1(x); k)

s.t. x ∈ X ,
(P)

where k ∈ int(R2m+ ) and λ ∈ [0, 1] are parameters. The problem (P) is also the
scalarization problem of the fuzzy set optimization problem (FOP).

The following theorem provides relationships between (weak) non-dominated solu-
tions of (SOP) and optimal solutions of (P).

Theorem 9 (Maeda 2012, Theorem 4.2) (i) If x∗ ∈ X is a unique optimal solution of
(P), then x∗ is a non-dominated solution of (SOP);

(ii) If x∗ ∈ X is an optimal solution of (P), then x∗ is a weak non-dominated solution
of (SOP).

The following theorem provides a relationship between non-dominated solutions
of (FOP) and optimal solutions of (P).

Theorem 10 In (FOP), assume that X is a convex set, and that F̃ is order preserving
on X. In addition, assume that F0 and F1 are strictly convex mappings. If x∗ ∈ X is
an optimal solution of (P), then x∗ is a non-dominated solution of (FOP).
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Proof We show that F0 × F1 : R
n → C0(R2m) is a strictly convex mapping, where

(F0 × F1)(x) = F0(x) × F1(x) for each x ∈ R
n . Let x, y ∈ R

n , x �= y, and let
λ ∈]0, 1[. Since F0 and F1 are strictly convex mappings, it follows that F0(λx + (1−
λ) y) < λF0(x) + (1 − λ)F0( y) and F1(λx + (1 − λ) y) < λF1(x) + (1 − λ)F1( y).
Thus, we have

(F0 × F1)(λx + (1 − λ) y)

= F0(λx + (1 − λ) y) × F1(λx + (1 − λ) y)

< (λF0(x) + (1 − λ)F0( y)) × (λF1(x) + (1 − λ)F1( y))

= λF0(x) × λF1(x) + (1 − λ)F0( y) × (1 − λ)F1( y)

= λ (F0(x) × F1(x)) + (1 − λ) (F0( y) × F1( y))

= λ(F0 × F1)(x) + (1 − λ)(F0 × F1)( y).

Therefore, F0 × F1 is a strictly convex mapping.
Since F0 × F1 is a strictly convex mapping, it follows that sL(F0(·) × F1(·); k),

sU (F0(·)× F1(·); k) : R
n → R are strictly convex functions from Theorem 2 (ii), and

that the objective function of (P) is also a strictly convex function. Since the objective
function of (P) is a strictly convex function and X is a convex set, it can be shown
easily that x∗ is a unique optimal solution of (P). Therefore, x∗ is a non-dominated
solution of (SOP) from Theorem 9 (i). Since F̃ is order preserving on X and x∗ is
a non-dominated solution of (SOP), x∗ is a non-dominated solution of (FOP) from
Theorem 8 (i). �

The following example shows the necessity of the assumption in Theorem 10.
However, whether or not we can weaken the assumption is a future work.

Example 5 In (FOP), let n = 1, m = 2, and X = R. In addition, let k = (1, 1, 1, 1) ∈
int(R4+), and fix any λ ∈ [0, 1]. Set A(x) = [0, |x |]×[0, 1] for each x ∈ R, and define
F̃ : R → F(R2) as F̃(x) = cA(x) for each x ∈ R. Then, consider the following fuzzy
set optimization problem: ∣∣∣∣min F̃(x)

s.t. x ∈ R
(FOP5)

and the following scalarization problem:∣∣∣∣min λsL(F0(x) × F1(x); k) + (1 − λ)sU (F0(x) × F1(x); k)
s.t. x ∈ R

(P5)

where for each x ∈ R, F0(x) = F1(x) = A(x), sL(F0(x) × F1(x); k) = 0, and

sU (F0(x) × F1(x); k) =
{
1 if x ∈ [−1, 1],
|x | otherwise.

It can be verified that F̃ is order preserving on R, and that F0 and F1 are convex
mappings but not strictly convex mappings. Then, it follows that each x ∈ R is an
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optimal solution of (P5) when λ = 1, and that each x ∈ [−1, 1] is an optimal solution
of (P5) when λ ∈ [0, 1[. Fix any x0 ∈ [−1, 1] \ {0}. Since F̃(0) � F̃(x0) and
F̃(x0) � F̃(0), x0 is not a non-dominated solution of (FOP5) �

Assume that F̃ is strictly order preserving on X in (FOP), and that x∗ ∈ X is an
optimal solution of (P). From Theorem 9 (ii), x∗ is a weak non-dominated solution
of (SOP). Then, x∗ is a candidate of a weak non-dominated solution of (FOP) from
Theorem 8 (ii), and x∗ is also a candidate of a non-dominated solution of (FOP) from
Theorem 4. Since in general, solving (SOP) is easier than solving (FOP), and solving
(P) is easier than solving (SOP), the obtained results can be expected to enable us to
solve (FOP) much easier by solving (SOP) or (P) under adequate assumptions.

6 Conclusion

We dealt with the fuzzy set optimization problems. First, the scalarizations of sets
were introduced, and their properties were investigated. Next, the order preserving
property was introduced for fuzzy sets. Based on the order preserving property, the
set optimization problems associated with the fuzzy set optimization problems were
derived, and the scalar optimization problems associated with the set optimization
problems were derived by using the scalarizations of sets. Then, the relationships
between (weak) non-dominated solutions of the fuzzy set optimization problems and
those of the set optimization problemswere investigated, and the relationships between
non-dominated solutions of the fuzzy set optimization problems and optimal solutions
of the scalar optimization problems were investigated. The obtained results enable us
to solve the fuzzy set optimization problems by solving the set optimization problems
or the scalar optimization problems under adequate assumptions.
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