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Abstract
The process scheduling is still considered a crucial subject for manufacturing 
industry, due to the ever-changing circumstances dictated by the nowadays product 
demand and customer trends. These conditions are often associated with increas-
ing costs and energy consumption, considerably affecting the long-term sustainabil-
ity of manufacturing plants. To mitigate that effect, one should create an effective 
strategy tailoring integrated operations and processes to the customer demand and 
trends faced by the nowadays industry. A well-known approach to this matter is the 
technologies introduced by manufacturing paradigms, e.g., Industry 4.0 and smart 
manufacturing. As suggested in literature, these technologies are capable of help-
ing decision-makers by continuously gathering significant information about the 
state of machinery and manufactured goods. This information is thereafter utilized 
to identify weaknesses and strengths demonstrated within manufacturing plants. To 
this end, the present paper presents a process optimization framework implemented 
in a three-stage production line prone to systematic degradation faults. Aiming at 
strengthening profitability, the framework engages reinforcement learning with ad-
hoc manufacturing/maintenance control in decision-making carried out in imple-
mented machines. Simulation experiments showed improved process planning and 
inventory management enabling cost-effective green and sustainable manufacturing 
in manufacturing plants.
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1 Introduction

Due to the persistent rising of energy consumption and operational costs, the long-
term sustainability is more than ever a concerning and pressing matter for manu-
facturing plants. In this respect, it is heavily relied on the process plan and design 
defined by manufacturing experts involved in decision-making. Along with pro-
cess planning, the same experts are engaged in scheduling inspections on the items 
generated during the manufacturing process in order to increase the output quality 
and minimize waste, which is the main focus and goal of green and lean manufac-
turing concepts. These concepts dictate the reuse of the already generated mate-
rial contributing to the decrease of energy consumption (Lim et  al. 2022; Jum’a 
et  al. 2022). Thus, to create an energy-efficient and cost-effective manufacturing 
system, the design process followed by experts should involve the collection of a 
considerable amount of data on several aspects of manufacturing control, such as 
the energy consumption, or machine availability (Ahmad et  al. 2022; Antons and 
Arlinghaus 2022). Traditionally, this collection is conducted using a set of sampling 
devices, e.g., meters and sensors. The procured data could be thereafter processed 
by machine learning techniques, such as support vector machines (Jeong 2022). 
However, utilizing merely sampling devices for knowledge extraction, it is probable 
that manufacturing facilities would be confronted with several challenges, e.g., data 
inconsistency, in their effort to extract the required data from their operations and 
processes (Corallo et al. 2022). Serving as a solution to the problem related to data 
collection, the digitization of integrated processes and operations has enabled manu-
facturing experts to simulate system behavior and design final products consider-
ing several factors, such as job execution time and tardiness (Kenett and Bortman 
2022; Iqbal et al. 2022). Adopting such an approach, the aim is to design optimal, 
flexible and energy-wise operations for manufacturing plants acknowledging the 
requirements imposed by customers and emerging circumstances, e.g., carbon foot-
print (He et al. 2015). Although, this digitization substantially requires the integra-
tion of advanced and intelligent technologies, e.g., cyber-physical systems (CPS), 
introduced in manufacturing by initiatives, e.g., smart manufacturing and Industry 
4.0 (Karnik et al. 2022).

In an effort to demonstrate the applicability of such technologies in manufac-
turing environments, an intelligent process planning framework is presented in 
the present paper. This application attempts to jointly schedule activities involv-
ing material management and system maintenance. To achieve that, it couples 
ad-hoc process planning with reinforcement learning (RL) decision-making. Fol-
lowing this type of decision-making, the framework communicates with a man-
ufacturing environment by utilizing two decision-making agents. In this regard, 
these agents are implemented in a specified number of manufacturing machines. 
Using this setup, the intention is to improve the quality inspection carried out 
early on and avoid the authorization of redundant processing activities that may 
have a negative effect upon profitability. The latter is facilitated by the introduc-
tion of parametric manufacturing and maintenance policies, e.g., KANBAN and 
opportunistic maintenance. These policies are frequently employed in the process 
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control literature and the real-world manufacturing industry. Complementing 
reinforcement learning, they are capable of ensuring high-quality stock genera-
tion and high system maintenance (Paraschos et al. 2022, 2021).

For evaluation purposes, a multi-stage manufacturing/remanufacturing system 
serves as a manufacturing environment for the proposed framework. It is common 
in the real-world and complex manufacturing environments, e.g., supply chains, to 
process products over multiple stages before their delivery to customers. To better 
understand the multi-stage manufacturing process, let us provide an example. This 
example involves an assembly system that integrates three item processing stages. 
In the 1st stage, the system receives and process the raw materials to prepare them 
for the next stage of manufacturing. In the 2nd stage, the main item assembly is 
carried out. The assembled items are moved into the final stage. In this stage, these 
items receive the final refinements and delivered to the customers. Likewise, the 
studied one follows a similar architecture to that of the real-world ones by integrat-
ing multiple machines, processing products. Analytically, it comprises three separate 
machines generating and reusing goods. Completed items, either work-in-progress 
or final, are stored in storehouses until they are moved into subsequent stages of 
manufacturing process, or procured by customers. Similar to real-world production 
lines, the studied one operates under uncertain and fluctuating conditions, e.g., cus-
tomer arrivals. In this regard, random events have an explicit effect on the integrated 
operations and functionality. Furthermore, due to their uninterrupted operation, the 
involved machines are prone to faults degrading their productivity and maximizing 
the likelihood of malfunction. Based on these, one can assume that the correspond-
ing costs are likely to be increased and become unsustainable. Therefore, the pro-
posed framework is implemented in an attempt to introduce flexible and intelligent 
planning within the described manufacturing context while simultaneously adopting 
and enabling concepts relevant to green and lean manufacturing.

The following key-points summarize the paper’s contribution: 

(a) A three-stage production line is studied. Its architecture and behavior bear 
resemblance to the ones assumed by the real-world stochastic manufacturing 
environments. In this respect, a discrete event approach is exploited to model 
the functionality of the system examined under real world-like events, such as 
frequent equipment failures.

(b) An optimization framework is proposed to enhance the productivity, sustain-
ability and profitability of the system with green and sustainable practices. It 
integrates two decision-making agents interacting with the 1st and 3rd manu-
facturing machines involved in the studied production line. In addition to rein-
forcement learning, ad-hoc manufacturing/maintenance policies (for example, 
CONWIP and Opportunistic maintenance) are exploited as well. The intention 
behind this implementation is the generation of optimal, or near optimal joint 
control policies for integrated activities, e.g., remanufacturing, for the reduction 
of material waste and redundant activity authorizations.

(c) A thorough experimental study is conducted. In this study, a series of experi-
ments study the performance of the presented framework integrated in the 
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context of the studied manufacturing environment, behaving under real world-
simulated conditions.

The rest of the paper has the following structure. The related work pertinent to the 
present paper is acknowledged in Sect. 2. In Sect. 3, the production line examined 
is presented. Section 4 details the employed optimization framework. Section 5 ana-
lyzes the experiments conducted for the evaluation of the framework’s functionality. 
Section 6 provides research implications and proposes future research involving the 
presented framework.

2  Literature review

Frequently, the relevant research on process control evaluates production systems 
processing either one (Adeinat et al. 2022), or multiple items (Beraudy et al. 2022). 
The processing of these items is carried out in machines set either parallelly (Zhang 
and Chen 2022), or in a serial manner (Tu and Zhang 2022). As these machines 
are prone to failures, it is likely that they could generate non-conforming products, 
along with standard ones (Ye et al. 2021).

Given the circumstances above, publications aim to decrease operational costs 
employing approaches, ranging from control charts to genetic algorithms. Formu-
lating a mixed integer programming-based control model and scheduling produc-
tion activities according to the shortest processing time (SPT) rule, Bhosale and 
Pawar (2019) endeavored to improve material management by means of genetic 
algorithm. Aiming at optimizing the productivity and profitability of manufactur-
ing plants, Hoseinpour et al. (2021, 2020) formulated a mathematical model, con-
sidering production planning with resource constraints in an effort to decide on 
outsourcing manufacturing activities by means of optimization algorithms, e.g., 
particle swarm optimization. Gharbi et al. (2022) considered the life of perishable 
product inventory in their formulated stochastic production control model in the 
context of failure-prone manufacturing systems. Metzker et al. (2023) addressed 
the lot-sizing problem, proposing a dynamic programming-based production opti-
mization model for carrying out multi-period decisions under uncertainty. For 
multi-stage manufacturing systems, Manafzadeh Dizbin and Tan (2019) adopted 
a Base Stock-based production model for creating product stock, determining 
the frequency of manufacturing jobs according to inter-event data generated by 
a Markov model. Kim and Kim (2022) presented a production model to control 
the make-to-stock/make-to-order production rate in a two-stage manufacturing 
system. Similar to production control, maintenance activities are performed on 
the basis of ad-hoc models in order to preempt system degradation. For example, 
Li et al. (2022) considered an imperfect maintenance control model to decrease 
maintenance cost under constraints, e.g., the maintenance frequency, authoriz-
ing periodic maintenance activities through Monte Carlo. Attempting to jointly 
optimize activities in single-stage manufacturing systems under fluctuating cus-
tomer demand and recurrent failures, Polotski et  al. (2019) considered a set of 
Hamilton-Jacobi-Bellman (HJB) equations solved by means of an algorithmic 
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approach. Towards the same goal, Xanthopoulos et al. (2018) developed a mecha-
nism integrating reinforcement learning decision-making to optimize the manu-
factured product stock and backorder levels, while ensuring the high operability 
and robustness of manufacturing machines.

Moreover, there has been a research interest in optimizing the quality of output 
product stock within the context of manufacturing facilities using control charts, 
or reinforcement learning. For example, to enhance the profitability of a supply 
chain, Wu (2020) endeavored to improve the output product quality by assuming 
a make-to-stock manufacturing model optimized through dynamic programming. 
In addition to optimizing processes, e.g., production, Tasias (2022) focused on 
detecting deviations in the quality of manufactured items using a Bayesian control 
chart. Similarly, Hajej et al. (2021) considered a quality control model in order to 
identify low-quality items applying a dynamic sampling strategy to the completed 
product stock. Adopting a more dynamic approach, Paraschos et  al. (2020) uti-
lized a reinforcement learning framework to create joint strategies contributing to 
the improvement of the output quality, given the observed condition of manufac-
tured items and manufacturing system. In addition to quality control, publications 
also endeavored to implement green manufacturing strategies in order to reuse 
manufactured material in manufacturing/remanufacturing systems. For example, 
Sarkar and Bhuniya (2022) formulated an inventory model for remanufacturing 
returned products aiming at achieving high profitability under green manufactur-
ing constraints. Liu and Papier (2022) employed a heuristic approach for schedul-
ing remanufacturing activities while assuming that both new and remanufactured 
items are identical.

Concluding this section, as the waste management remains a challenging 
area in process control, the authorization of activities and inspection of product 
quality are mostly ad-hoc-based in the pertinent literature. That is, publications 
devise control charts focused and implemented in specific cases set by design-
ers. Clearly, one can consider that this approach is not an efficient or long-term 
solution, due to the growing complexity of products and the fluctuating customer 
demand. Therefore, a more general framework providing stock awareness to deci-
sion-makers should be devised. In this context, the present paper aims at provid-
ing such a solution that tackles issues mentioned above, e.g., material manage-
ment. To this end, this solution is a process planning framework devising joint 
control policies related to product quality, system condition, and product stock 
generation. It pairs multi-agent reinforcement learning-based decision-making 
with ad-hoc manufacturing/maintenance control enabling sustainable, green, and 
lean manufacturing through material and operation management.

For clarity reasons, Table  1 compares the contribution of the present paper 
with the cited publications. Note, CA refers to computational algorithms (e.g., 
particle swarm optimization, genetic algorithm, etc.); RL and DP denote rein-
forcement learning and dynamic programming, respectively; MM, PC, and QC 
represent material management, process control, and quality control; RL/Ad-hoc 
control denotes the reinforcement learning combined with ad-hoc control policies 
(e.g., Base Stock, condition-based maintenance etc.).
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3  Three‑stage manufacturing/remanufacturing system

The system implements a multi-stage serial manufacturing line. This line involves 
three machines and storehouses, producing and stockpiling a single type of items. 
The architecture of the described line is graphically presented in Fig. 1. According 
to this figure, the machines of the first two stages generate incomplete versions of 
the final goods stored in their corresponding storage. These items are received and 
processed by the 3rd machine to create a stock of final goods. Every authorized pro-
duction activity is associated with a cost L�.

However, the quality of goods and the effectiveness of the manufacturing line 
are substantially degraded by recurring failures correlated with the persistent sys-
tem operation. Let � = [0, 1,… , d] and d denote the manufacturing/remanufactur-
ing system condition and the deterioration stages, respectively. After the occurrence 
of a failure, the system is transitioned from condition � into the next one denoted 
as � + 1 . Due to this transition, the system quickly becomes substantially deterio-
rated. To avoid any malfunction, the production machines are frequently maintained 
with a cost L�� . One can assume that L𝜎1 < L𝜎2 < ⋯ < L𝜎d . Furthermore, when the 
machines are deemed inoperable, their operability is restored by authorizing repair 
operations associated with a corresponding cost L�.

In terms of output product quality, items generated by the machines are classified 
into three categories relevant to their present quality: top, second-rate, and flawed 
goods. Due to the high standards set by customers, only the top and second-rate 
goods are procured by customers with Rt and Rm , respectively. The unsold second-
rate goods are recycled and a profit Rb is obtained by the system. Contrariwise, as 
the flawed products remain unsold, the system authorizes remanufacturing opera-
tions in order to make them salable. The cost of remanufacturing operations is L� . 
The remanufactured items are sold for Rr . Lastly, if an item did not satisfy the 
requirements of a customer, it is returned to the manufacturing/remanufacturing sys-
tem. The returning fee is equivalent to Ap.

4  Multi‑agent reinforcement learning optimization framework

4.1  Overview

This section presents the functionality of the framework proposed for process plan-
ning in degrading multi-stage manufacturing/remanufacturing system, endeavoring to 
reduce operational costs correlated with the frequency of activities, e.g., manufacturing, 

Fig. 1  Three-stage production line
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and the size of final product stock. Figure 2 depicts the architecture of the proposed 
implementation. The mechanism communicates with manufacturing machines involved 
in the examined manufacturing line and decides on an effective course of action, con-
tributing to the profit maximization. This communication is occurred at specific time 
intervals. Let �e denote these intervals. The decision-making process is conducted by 
two agents integrated into the 1st and 3rd stage of the production process. At every �e , 
prior to decision-making, the agents obtain details regarding the state of their corre-
sponding manufacturing machines. The state of each machine is considered the input of 
the proposed implementation and defined by parameters related to degradation, status, 
top-quality item stock, and faulty item stock. Given these parameters, the agents aim 
to additively improve the total profitability of the system during their interaction with 
the machines, utilizing reinforcement learning decision-making complemented with 
ad-hoc manufacturing/maintenance control. To this end, they formulate process control 
strategies that authorize a variety of activities, e.g., manufacturing and maintenance. 
This strategy represents the output of the proposed optimization framework. A detailed 
presentation of the described functionality is given in the following subsections.

4.2  Formulating state

During their communication with the machines, the agents receive a representation of 
the current machine state defined mathematically as a vector. This vector contains four 
variables describing the behavior of the machines, that is, degradation, status, top prod-
uct stock, and flawed item stock. In this respect, the current machine state vector is:

where � is the machine degradation, � represents the machine status, sa and sf  are the 
top product stock and flawed item stock. Note, � ∈ [0,… ,�] , sa, sf ∈ [0,… ,Pmax] , 
where Pmax denotes the maximum capacity of the machine’s product storage, and 

� =

⎧
⎪⎨⎪⎩

0, unavailable

1, in service

2, do nothing

3, maintenance mode

.

(1)M = (�, �, sa, sf )

Fig. 2  The proposed implementation
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4.3  Defining action‑set

As described in Sect. 3, the integrated machines are frequently involved in manufac-
turing, maintenance, remanufacturing, and recycling activities. These activities are 
initiated by both agents according to the present state of the machines. The action 
selection process carried out by the agents is depicted in Fig. 3.

According to Fig.  3, the functionality of the decision-making agents can be 
described as follows. To ensure the high output product quality, the production pro-
cess occurs in the manufacturing machines when the latter are in a relative perfect 
condition ( � = 0 ). Reaching the maximum capacity of storage with the stockpiling 
of either top or flawed products ( sa = Pmax ∥ sf = Pmax ), the machines enter into 
maintenance mode in order to be restored in a prior condition. However, in the case 
of having only flawed products in storage ( sf = Pmax ), the agents decide on initiating 
remanufacturing or recycling operations to minimize the stock of low-rate/flawed 
products, and thus create an additional revenue stream for the system in question.

Fig. 3  The action selection process
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4.4  Integrating control policies

In the context of the examined system, the integrated parametric control concerns 
the planning of manufacturing and maintenance operations. The aim of this inte-
gration is the control over the occurrence of the aforesaid operations in an attempt 
to decrease the associated costs. In this respect, six policies are utilized, namely, 
condition-based maintenance, periodic maintenance, opportunistic maintenance, 
constant work-in-progress, base stock, and extended KANBAN. Throughout this 
section, these policies are described in length.

4.4.1  CONWIP

Constant work-in-progress (Xanthopoulos and Koulouriotis 2014), often called 
CONWIP, is a manufacturing control policy that aims to restrict the amount of 
work-in-progress goods throughout the production line. The policy implements a 
similar functionality to the one of the KANBAN policy when applied to a single-
machine system. When a final item leaves the storehouse, the manufacturing pro-
cess is initiated in the 1 st stage. All the subsequent machines continually produce 
new material. Thus, one can define a control parameter Kc , which equals the sum 
of the maximum capacity of work-in-progress and final items.

4.4.2  Condition‑based maintenance

According to condition-based maintenance control policy, a machine is engaged 
in a maintenance activity when it finds itself in a deteriorated condition. To this 
end, a threshold cthr is defined referring to the preferred system condition, in 
which the system is being maintained. Formally, after its condition reaches cthr , 
the machine receives maintenance. This functionality is illustrated in Fig. 4.

Fig. 4  Condition-based main-
tenance
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4.4.3  Extended KANBAN

Extended KANBAN is a pull mechanism combining both base stock and KAN-
BAN concepts (Paraschos et  al. 2022). In this respect, the mechanism utilizes 
two control parameters related to the number of KANBAN cards and customer 
orders. The received orders are transferred to every machine integrated in the pro-
duction line. The production process in the system is initiated only when a final 
item is acquired by a customer and the respective KANBAN card is transmitted to 
machines implemented in prior stages.

4.4.4  Periodic maintenance

Periodic maintenance is periodically conducted in the system at specified time inter-
vals. Let tm = [t1

m
, t2
m
,…] represent a series of time intervals, where the machine is 

maintained, and tbm denote the time between occurring maintenance activities. Fol-
lowing the paradigm of the periodic maintenance policy, the system is maintained 
according to Fig. 5.

4.4.5  Base stock

Base stock is a manufacturing control policy generating new items in respect to the 
present demand for items (Duri et al. 2000). That is, after the placement of an order, 
the production process begins in the integrated machine. Once an item is finished, it 
is obtained by the customer, and thus fulfilling the placement order.

4.4.6  Opportunistic maintenance

To extend the lifespan of a machine, opportunistic maintenance repairs deteriorated 
equipment, no matter if it is malfunctioning or not. This strategy aims to extend the 

Fig. 5  Periodic maintenance

Fig. 6  Opportunistic mainte-
nance
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reliability of the machine by minimizing the likelihood of failure. Figure 6 depicts 
the logic of conducting opportunistic maintenance in a manufacturing system.

4.5  Defining objective

After opting for an action at �e , the 1st and 3rd manufacturing machines receive a 
reward in the next time interval, that is, �e + 1 . This reward represents the total rev-
enue of the machines. It is equal to the profits obtained by offering the completed 
goods to the customers minus the costs related to integrated activities, such as repair 
and product returns. Formally, the received reward is formulated as follows:

Given the expression above, it is sensible that the reward of the 1rd machine would 
involve only costs while the one obtained the 3rd machine would involve both profits 
and costs, as the customers obtain the completed items from that stage. In regard 
to the notation of expression 2, Rt and Rm denote the revenues obtained by selling 
top-quality and second-rate products; Rr and Rb represent the recycled product and 
remanufactured item revenues, respectively; L� and L�� correspond to the production 
and maintenance costs; L� and L� are the costs relevant to repair and remanufac-
turing activities; Ap is the fee of returning products to the examined manufacturing 
system.

The objective of the agents is to increase the profitability of the manufacturing 
line by deriving an optimal joint control policy �c . It is assumed by the agents using 
the following expression:

where E[u] refers to the expected value of the total revenues, estimated by 
expression 2.

4.6  Learning the defined objective

In order to fulfill the objective, the agents use reinforcement learning algorithms to 
determine joint control policies. In this paper, two model-free average reward algo-
rithms are integrated into the mechanism: R-Learning (Schwartz 1993) and R-Smart 
(Gosavi 2004). Implementing both algorithms, the agents endeavor to incremen-
tally maximize the profitability through the approximation of q-values and average 
rewards. Mathematically, these approximations are conducted according to the fol-
lowing expressions:

(2)u = Rt + Rm + Rr + Rb − L� − L�� − L� − L� − Ap

(3)u = lim
x→∞

1

i

i∑
�=1

E[u]

(4)Vq(M,Δ) =Vq(M,Δ) + �[u − u + Vq(M
�,Δ�) − Vq(M,Δ)]
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In the expressions 4–6, the employed notation can be defined as follows. M and Δ 
refer to the machine state and the opted activity at present decision-making time-
interval ( �e ); M′ and Δ� represent the machine state and the authorized activity at the 
next decision-making time-interval ( �e + 1 ); u and u are the reward and the expect 
reward estimated using expressions 2 and 3, respectively; � , � , and � are real-valued 
hyper-parameters, i.e., parameters that control the learning process, as defined by 
expressions 4–6.

Concerning the implemented algorithms, expressions 4 and  6 are used under 
R-Learning, while R-Smart-based decision-making utilizes expressions  4 and 5. 
Analytically, expressions 4 estimates the q-values and stores them in a table. The 
values in their corresponding table are updated when the agents decide on the action 
associated with the highest q-value ( Vq ). Contrariwise, expressions 5 and 6 calculate 
the average reward received by each agent. It is calculated in all decision-making 
time intervals. Finally, the exploration of the action-state space is conducted accord-
ing to the e-greedy paradigm.

5  Experiments

5.1  Setup

In this section, the multi-agent optimization framework is evaluated in 36 experi-
ments. These experiments simulate real-world situations commonly met in manu-
facturing industry. To elaborate on, the operation of a production line is frequently 
affected by fluctuations in the recurrence of activities and machine degradation. To 

(5)Vr(M,Δ) =(1 − �)Vr + �u

(6)Vr(M,Δ) =Vr + �[u − u + Vq(M
�,Δ�) − Vq(M,Δ)]

Table 2  A sample of mean activity rates utilized in simulation experiments

Mean rates

Arrival Manufacturing Failure Maintenance Repair Remanufacturing

1.25 5.82 8.23 9.24 27.93 2.50
1.25 3.98 7.47 9.24 27.93 4.41
4.53 3.98 7.47 9.24 40.17 4.41
4.53 5.82 8.23 9.24 40.17 6.32
4.53 5.82 8.23 9.24 40.17 2.50
4.53 2.14 6.86 12.80 34.05 2.50
4.53 3.98 7.47 12.80 34.05 4.41
4.53 5.82 8.23 12.80 34.05 6.32
7.34 5.82 8.23 16.35 34.05 2.50
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this end, the conducted simulations are defined by mean rates associated with order 
arrival, machine failures, maintenance, repair, manufacturing and remanufacturing. 
Table 2 provides a sample of these rates. To better illustrate the concept of the con-
ducted experiments, let us describe the experimental scenario listed in the 3rd row 
of Table 2. According to this scenario, the three-stage manufacturing system would 
receive a moderate number of customer orders and authorize scarcely manufactur-
ing/remanufacturing activities. Its condition and produced goods would be subject to 
constant degradation due to the high frequency of failure activities and the scarcity 
of maintenance activities. However, repair activities would be frequently authorized 
to restore the system in order to start the production of new items for the customers.

In the prior section, it was stated that two reinforcement learning algorithms 
and six control policies combined are integrated in the mechanism. The main 
goal is to test and evaluate the concept of controlling the recurrence of activities 
and the quality of output stock in the context of a three-stage production line. 
The implemented versions of mechanism are listed in Table  3. Every mecha-
nism was evaluated under every experimental scenario and completed 5.50 
million items in the 3rd storage facility. Each simulation experiment was repli-
cated 10 times. Concerning the hyper-pameters of both reinforcement learning 
algorithms, � , � , and � were equal to 0.005. As for the control parameters of 
ConMain and PerMain, cthr and tbm are equivalent to 1.0 and 10.0, respectively. 
Finally, the proposed mechanism, along with the manufacturing system simula-
tor, were coded in C++.

5.2  Profitability

Figure 7 depicts the performance of proposed optimization framework’s iterations 
integrated in the production line. It is illustrated that the most profitable versions are 
the ones integrating R-Smart algorithm. This observation illustrates the efficiency of 
R-Smart against R-Learning in terms of learning capability under fluctuating condi-
tions, such as recurrent order arrival. Concerning the production control, the produc-
tion line achieves an equilibrium between gains and losses implementing extended 
KANBAN and constant work-in-process control policies. Evidently, this shows that 

Table 3  Utilized framework versions

Mechanisms Abbreviation

Extended Kanban-Condition-based Maintenance ExKan-ConMain
Extended Kanban-Periodic Maintenance ExKan-PerMain
Extended Kanban-Opportunistic Maintenance ExKan-OppMain
CONWIP-Condition-based Maintenance ConW-ConMain
CONWIP-Periodic Maintenance ConW-PerMain
CONWIP-Opportunistic Maintenance ConW-OppMain
Base Stock-Condition-based Maintenance BasStoc-ConMain
Base Stock-Periodic Maintenance BasStoc-PerMain
Base Stock-Opportunistic Maintenance BasStoc-OppMain
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the implementation of KANBAN-like systems improves the awareness of the pro-
duction system by reducing the uncontrollable authorization of production activi-
ties and providing an enhanced control over the final product stock. In addition, the 
majority of the policy-integrated mechanisms outperform the ones implementing 
plain R-Smart and R-Learning. This likely suggests that the plain reinforcement 

Fig. 7  The revenue stream of the examined three-stage production line

Fig. 8  Average top product stock
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learning versions authorize a high number of activities being unable to cover the 
increasing operational costs by procuring only revenues. However, an interesting 
note can be made for ExKan-OppMain (R-Learning), which procures lesser reve-
nues than its counterparts. This observation can be explained as follows. Though 
extended KANBAN is cost-efficient, the authorization of opportunistic maintenance 
minimizes the revenues. This suggests that the opportunistic maintenance activi-
ties are recurrent in the system, as they repair equipment when their deterioration 
is detected. This suggestion is supported by the stockpiling of top-quality products 
in Fig. 8. Therefore, the implementation of such activities cannot be considered as a 
cost-effective solution for the production line in question.

5.3  Product quality

Figure 8 shows the dissemination of the top-quality product stock across the evalu-
ated iterations of the presented approach. In terms of employed learning algorithm, 
the R-Smart mechanisms ensure higher product quality than the ones manufactured 
by the R-Learning versions. This suggests that the learning process of the R-Smart 
mechanisms is substantially enhanced and supported by the usage of a different 
reward equation, that is, Eq. 5. Regarding the production process, the ExKan-Opp-
Main and ConW-PerMain generate a high amount of products. It is likely that the 
combination of the KANBAN-like mechanisms with periodic and opportunistic 

Fig. 9  Dissemination of average reformed and defective product stock under R-Smart
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maintenance facilitates the versatility of the production line in circumstances associ-
ated with high product demand and persistent degradation in quality. That is, by the 
authorization of both periodic and opportunistic maintenance activities, equipment 
is maintained either periodically or at the moment the failure is identified. Clearly, 
this maintenance strategy minimizes the likelihood of system downtime and there-
fore improves the revenue stream of the production system.

Figure  9 presents the stock consisted of recycled, remanufactured and flawed 
products when the proposed mechanisms integrate R-Smart-based learning process. 
In this respect, this illustration compares the performance of the implemented mech-
anisms in terms of green and sustainable manufacturing. Given the implemented 
remanufacturing and recycling activities, the figure illustrates that the recycled 
products are more than the remanufactured ones. This observation suggests that the 
agents prefer recycling activities over remanufacturing ones. It can be explained as 
follows. Due to the customer preference over top-quality good, the second-rate items 
remain unsold and stockpiled in the 3rd storage facility. To minimize their number, 
the agents opt to authorize frequent recycling activities in order to create space for 
the generation of salable products, such as the top-quality ones. In terms of remanu-
factured material, a significant remark can be made for ConW-PerMain and ExKan-
OppMain. As illustrated in Fig.  8, both iterations achieved at ensuring the top-
quality of manufactured goods, while turning faulty material into salable products 
through remanufacturing activities. Though their performance is inferior to that dis-
played by ExKan-ConMain, one can deduce that the combination of KANBAN-like 

Fig. 10  Dissemination of reformed and defective product under R-Learning
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policies with periodic or opportunistic maintenance control efficiently contributes to 
the stock-awareness of the system by improving the quality of both the production 
process and manufactured items.

Figure  10 demonstrates the fluctuation in the available recycled, remanufac-
tured and flawed product stock when the agents employ R-Learning. Similar to 
Fig. 9, this figure shows that the agents authorize more recycling activities than 
remanufacturing ones. It is likely that the mechanisms under R-Learning com-
pleted a high number of second-rate items. This is partially supported by Fig. 8, 
which shows that the R-Learning-based mechanisms stockpiled a few top-qual-
ity products. It can be attributed to the constant degradation of the manufactur-
ing mechanism due to occurred failures. This results in degrading the quality of 
the output inventory as well. Therefore, the mechanisms decided to remove the 
completed second-rate products from the output inventory by recycled them in 
an effort to obtain additional revenue. In regard to the performance of the mecha-
nisms, it is illustrated that ConW-ConMain is efficient in minimizing the second-
rate items adopting a “green” activity, that is, recycling. Concerning the amount 
of remanufactured items, the best performing mechanism is ExKan-OppMain. 
That is, the mechanism remanufactures a high amount of flawed products and 
thus creates mid-quality ones. Along with top-quality products, these can be 
sold to customer fulfilling pending orders placed in the manufacturing system. 
In this direction, extended KANBAN manages to rapidly respond to the fluctuat-
ing demand authorizing new production activities throughout the production line. 
As illustrated in Fig. 11, the agents are keen to maintain the system recurrently 

Fig. 11  Dissemination of costs
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by replacing, or repairing the malfunctioning equipment through opportunistic 
maintenance. Furthermore, it is worth noting that the stock of R-Learning-based 
frameworks, except ExKan-OppMain, is equally divided between remanufac-
tured and flawed products. One possible explanation for this observation is the 
top-quality stock. In this regard, the inventory contains mostly top products pre-
venting the stockpiling of low-quality items manufactured by the machines. This 
behavior shows the benefit of integrating a reinforcement learning-based deci-
sion-making process in manufacturing/remanufacturing systems contributing to 
sustainability and material waste minimization.

5.4  Received costs

Figure  11 depicts costs procured by proposed frameworks. For this depic-
tion, ExKan-ConMain (R-Smart), ExKan-OppMain (R-Smart), ConW-PerMain 
(R-Learning), plain R-Smart and R-Learning frameworks were selected based on 
their performance in terms of attained product quality. It is illustrated that the oppor-
tunistic maintenance-integrated framework procures the highest maintenance cost. 
This can be attributed to the nature of opportunistic maintenance. In this context, 
the agents make decisions on maintaining recurrently the machines on the basis of 
observed failures or malfunctioning equipment. This approach allows the system to 
be preemptively maintain machines avoiding redundant down-times and degrada-
tion in product quality. On the other hand, ConW-PerMain (R-Smart) obtains lesser 
maintenance cost due to the periodic nature of the authorized maintenance activi-
ties. In this respect, it endeavored to maintain the machines with minimum set of 
activities. Furthermore, regarding the remanufacturing activities, it is indicated that 
ExKan-ConMain (R-Smart) initiated a high number of such activities compared to 
its counterparts. This evidently suggests that the agents under the described varia-
tion effectively manage the waste produced by the machines due to their degrada-
tion. Lastly, according to the storage cost illustrated in Fig. 11, it is suggested that 
plain R-Learning mechanism stores a decreased amount of products when compared 
against to the other implemented frameworks. It is apparent that the machines under 
this iteration is not involved in recurrent manufacturing activities. This supports the 
reason why the R-Learning-integrated iterations are not as effective as the R-Smart-
implemented ones.

6  Conclusion

This paper examines failure-prone machines integrated in a multi-stage production 
line, processing one type of products. To optimize the behavior of such systems, a 
reinforcement learning-based framework is proposed. For the decision-making pro-
cess, this framework implements two agents in the specific stages of production pro-
cess for planning several activities, e.g., production and remanufacturing. Further-
more, to complement the reinforcement learning-based decision-making process, 
ad-hoc control policies related to production and maintenance are employed. The 
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goal of this integration was to improve the waste management of the system and 
minimize the number of redundant activity authorizations. Finally, the functional-
ity of the proposed approach was investigated and analyzed within the context of 
simulation experiments. These experiments suggested that the revenue stream of the 
manufacturing/remanufacturing system was mostly based on recycled and remanu-
factured products, despite selling top-quality goods. In this respect, one can deduce 
that the presented reinforcement learning/ad-hoc control mechanism devises a suc-
cessful green manufacturing strategy reusing low-quality material and minimizing 
the production of new material.

The illustrated results present implications regarding the applicability of the 
presented optimization framework in real-world applications. First, the framework 
could be efficient into the context of complex manufacturing environments. This 
argument could be supported by its performance in the examined multi-stage manu-
facturing system. It is shown that the framework is efficient in detecting and reform-
ing low-quality material in the system. This is achieved by the green strategies, 
namely recycling and remanufacturing, which attempt to improve the cost-effec-
tiveness of the system reusing already generated material. Clearly, an environment-
friendly manufacturing environment could be formulated given the framework’s 
efficiency in material management. In terms of implementation, the proposed frame-
work could be easily implemented to a variety of manufacturing systems with slight 
modifications due to the nature of the reinforcement learning/ad-hoc policy-based 
decision-making. In this regard, reinforcement learning does not require an explicit 
and detailed manufacturing system model compared to other optimization methods, 
such as dynamic programming (Sutton and Barto 2018). Furthermore, ad-hoc con-
trol policies, e.g., Base Stock and opportunistic maintenance, are frequently applied 
in the  real-world manufacturing industry, since they can be easily configured due 
to the parametric nature. Given the above, the proposed optimization framework is 
an intelligent system that could improve the productivity and sustainability of the 
real-world manufacturing environments by efficiently managing material with green 
practices.

In the future, the optimization framework could be implemented in complex and 
large supply chains involving multiple products. In this context, a detailed inven-
tory model should be formulated as well. This would be utilized for the optimization 
of inventory control in supply chains. For the optimization process, the decision-
making process carried out by the presented framework’s agents could be aug-
mented through metaheuristic techniques, e.g., simulated annealing. Furthermore, 
the present paper studied a production line consisted of three serial machines. In 
this respect, a future work could tackle the parallel manufacturing control problem 
implementing a modified iteration of the methodology presented in this paper. Such 
an iteration would produce interesting results and provide substantial implications 
concerning the implementation of flexible scheduling in parallel machines.
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