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Abstract. Smoke removal has been a challenging problem which refers to the pro-
cess of retrieving clear images from the smoky ones. It has an extensive demand
while the performances of existing image desmoking methods have limitations owing
to the homogeneous medium based model, hand-crafted features, and insufficient
datasets. Unlike the existing desmoking methods using an atmospheric scattering
model, the proposed method utilizes a general deblurring model. Inspired by Genera-
tive Adversarial Network (GAN), we propose an end-to-end attentive DesmokeGAN
which implements the visual attention into the generative network to effectively learn
the smoke features and their surroundings. The architecture of critic network is iden-
tical to PatchGAN by adding multi-component loss function to the image patch. Due
to the scarce of various and quality smoke datasets, a graphics rendering engine is
used to synthesize the smoky images. The quantitative and qualitative results show
that the designed framework performs better than the recent state-of-the-art desmok-
ing approaches on both synthetic and real images in indoor and outdoor scenes,
especially for the thick smoky images.
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1. Introduction

Due to the existence of smoke in fires, the images taken under fire conditions are
certainly subject to blurring, color distortion and other visible quality degrada-
tions in the background scene. The smoky image may seriously affect the subse-
quent tasks such as safety monitoring system, occupant evacuation and fire-
fighting processes. The exiting smoke detection technologies almost focus on the
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early detection for the thin smoke environment, while the thick smoke shielding in
the fire scenario is more important for the rescuing process. Therefore, image
desmoking, as a preprocessing step, is used to retrieve the clear images from the
smoky ones. Single image desmoking is a fundamental image processing technique
and it has attracted increasing attention in the computer vision community during
recent years.

Notably, less attention has been paid on image desmoking as it is frequently
misbelieved as a similar topic of dehazing which has been well studied for dec-
ades. The tractional approaches are mainly divided into mathematical and physi-
cal models. The mathematical models usually target at improving the pixel
intensity, including the contrast enhancement [1], histogram analysis [2], homo-
morphic filtering [3] and Retinex [4]. The physical model usually considers the
image processing as an inverse and ill-posed matter, solves it by optimizing its
corrupted image using atmospheric light and scene transmission map. The com-
monly used models include the atmospheric scattering models such as a proba-
bilistic graphical atmospheric light model [5-7], dark channel prior (DCP) [8-10]
and reduced formation model [11]. Although these methods are generally simple
and fast to implement, there are several limitations. The mathematical models
need to adjust too many threshold parameters to accommodate different condi-
tions, while the physical methods use the model to estimate the transmission map,
so that it may fail in the case of unsuitable modeling.

Recently, learning-based methods start to utilize Convolutional Neural Net-
works (CNN) and Generative Adversarial Networks (GAN) for image dehazing
and desmoking. Based on the atmosphere scattering model, the CNN based meth-
ods [12-15] have mainly focused on the regressing of transmission map and clear
images using multiple models and features. The GAN based methods have
employed the generator and discriminator to recover the corrupted image to a
clear one. For instance, the conditional GAN [16, 17] have been adopted to
remove haze from an image, where the clear image is estimated by certain condi-
tional model and further optimized using the multi-task methods [18]. Engin [19]
improves the Cycle-GAN networks by combining perceptual losses and cycle-con-
sistency, and gets visually better dehazing image. Disentangled Dehazing Network
(DDN) [20] is proposed to estimate transmission map, the scene radiance and
atmosphere light by utilizing three generators simultaneously. Using the fusion
coding of contours and colors, Tan [21] exploits an end-to-end model via simulat-
ing visual perception with depth decoding. The previous deep learning studies
have been focusing on haze removal and seldom considered the special features of
smoke itself. Therefore, a more adaptive desmoking approach, which should take
into account the smoke features under various conditions, should be introduced.

This paper conducted a study targeting specifically at the problems of desmok-
ing images, such as halo, unnatural colors and blurring. In order to get enough
dataset for deep learning of desmoking, a graphics rendering engine, Blender, was
used to synthesize the smoky image mimicking the smoky environments. We
developed an end-to-end attentive desmoking method using a single neural net-
work that contained a conditional GAN with gradient penalty, which did not use
the prior model or any post-processing technique. Furthermore, the architecture
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of the current network was identical to PatchGAN by adding the attentive weight
information and multi-component loss. In summary, the contributions of the cur-
rent work include:

@® The smoky image dataset is synthesized via rendering the realistic smoke
spread process. The datasets contained a set of diverse conditions and densities of
smoke in both indoor and outdoor settings without the need of any manual label-
ing. It offers an effective and cheap way to generate continuous and realistic
smoky image pairs.

@ An attentive end-to-end DesmokeGAN is proposed to learn the effective fea-
tures of smoky images for the estimation of transmission map. Considering the
blurring and corruption caused by smoke, the network describes a kernel-free
blind smoke blurring and the additive noise instead of using the atmospheric scat-
tering model. It might provide a new idea to deal with the medium with nonuni-
form distribution and nonhomogeneous density in the entire scene.

® A novel DesmokeGAN framework is employed. For the generator, the atten-
tive mechanism is added according to the DCP information, since it helps the net-
work to identify the smoke removal region. For the discriminator, a PatchGAN
classifier is used with weighting the adversarial and perceptual Loss. The network
could reduce the presence of artefacts and preserve the structure significantly.

2. Related Work

A variety of approaches have been proposed to overcome the degradation caused
by smoke. In this section, we briefly reviewed the most related single image
desmoking technology and GAN used in the paper.

2.1. The Dark Channel Prior (DCP)

The DCP proposed by He et al. [8] was based on the finding that the haze-free
regions-pixels should have at least one color channel intensity value close to zero.
Prior to adding the histogram equalization process, the DCP dehazing method
was modified for the desmoking purpose [22]. The DCP was further refined using
the optimized Gaussian Markov Random Field model to recover the image [23].
Pei [9] improved the DCP by estimating the transmission map for each color
channel. Though there are various methods aiming at enhancing the contrast and
color, the DCP methods suffered from falsely detecting the object and hardly pre-
served original color due to its own limitation.

2.2. Attention Mechanism

Attention helps visual system to focus on salient parts, which plays an important
role to capture visual structure better [24]. Recently, several attempts have been
put [25-30] to incorporate attention processing to improve the networks perfor-
mance of image process. Hu et al. [26] introduced a channel-wise attention module
to exploit the inter-relationship. Using the attention mechanism, the machine
translation models [27, 28] could achieve a better result in image generation. The



3024 Fire Technology 2021

methods [25] designed a Residual Attention Network, which refined the feature
maps using an encoder-decoder style attention module. In [29], attention was for-
malized as a non-local operation to calculate the spatial dependencies in the video
process. Zhang et al. [30] employed the residual channel attention network to
optimize the image super-resolution. Inspired by the work, the feature attention
module [31] is designed to recover the haze image using CNN network. In spite of
these image progresses, the attention mechanism has seldom yet been explored in
image desmoking.

2.3. Generative Adversarial Networks

The idea of GAN, introduced by Goodfellow [32], forms a two-player minimax
game. It consists of two competing models: the generator G and discriminator D.
The generator G learns to generate artificial samples and uses it to fool the dis-
criminator. The discriminator D distinguishes the real data from the sample gener-
ated by the generator. The goal of capturing the real data distribution can be
achieved as the generating convincing sample can not be identified from the real
one. The minimax game between the G and D is formulated as the following func-
tion:

mén max E [logD(x)] + E [log(1 —D(¥))];as, ¥ = G(z), z~P(Z) (1)

Z~Ppr X~~py

where D is the set of 1-Lipschitz functions. The value here approximates K-W(P,,
Py) as W(P,, Py), where W is the Wasserstein distance and K is the Lipschitz con-
stant. To enforce K in the GAN, the weight clipping is set to [-c, ¢] and the gradi-
ent penalty can be improved as [33]:
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Furthermore, the conditional GAN [34-36] has been extensively applied to image
translation as pix2pix. They receive the observed image or the label as inputs and
markovian discriminator to the latent code. The game function with the value V
(D, G) can be written as:

mGin deX V(D’ G) = Ex~pdm(x) [IOgD(x)] + Ez~p;(z) [log(l - D(G(x)))] (3)

2.4. Deep Learning in Desmoking

With the recent breakthrough of deep learning, there have been some techniques
focusing on desmoking. Bolkar [37] might be the first person who applies deep
learning desmoking approach to surgery videos. The De-Haze and Smoke
GAN(DHSGAN) [38], an end-to-end network, proved that deep learning could
help dealing with the smoky images. Sidorov [39] solved the surgery smoky prob-
lem by adding perceptual quality metric in GAN’s loss function. The De-smoke
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Generative cooperative network [40] was established with a novel scheme that
regarded tasks of smoke detection and removal as two separate ones. The Syn-
thetic dataset was also one important part in deep learning because of the lack of
real smoky data. In [34], the data was generated by adding Perlin noise and using
for fine tuning AOD-Net [13]. Later, the synthetic data could be made by Blender
(https://www.blender.org/) for the Joint Surgical desmoking images [40]. Neverthe-
less, there are still a lot of work that needs to be done in network structures and
the smoky dataset.

3. Proposed Method

The goal of this paper is to remove the smoke, while maximally keeping the origi-
nal structure and color in the image. For the deep learning methods, large
amounts of high-quality and easy-access synthetic data may play an important
role in the training processing as well as the network model and architecture.
Then based on human visual mechanism, the feature attention methods will be
proposed, which can accelerate and improve the process of desmoking. We intro-
duced the proposed pipeline in detail, including the smoke synthesis, the based
model and overall network architecture. These components were successively
described in detail as below.

3.1. Smoke Synthesis

Taking the huge and actual number of datasets for training networks is a very
expensive and time-consuming work, particularly as the smoke datasets must
require certain combustion conditions which affect the natural environments. It is
not easy to get thousands of different scenes of image pairs (with and without
smoke). For numerous image pairs, acquiring density masks and labeling manu-
ally seems impossible for real datasets. Synthetic datasets can provide detailed
ground-truth scenes, as well as easy scalable alternatives to annotate images man-
ually. To deal with the current practical issue, the need of synthetic smoky data-
sets has considerably increased.

As known, the traditional haze model [41, 42] and a Perlin noise function [37]
cannot address the special characteristics of smoke [9]. To get better and more
realistic synthetic smoke images, we employed an open source 3D graphics engine
to generate the smoke images for training. The 3D graphics engine can render the
smoke based on the physical smoke movements models and set depth information
and colors value in RGB channel separately, which is offered by the Blender.
Here, we introduced the synthetic process in details. The primary smoke 4 can
be defined as:

Lmoke' (X,J/) = Blender(DmndalmndaPrand) (4)
where D,y is the density, I,,,, is the intensity and P, is the position of smoke

generation. The density D,,,; means that the smoky solid particles unevenly dif-
fused at the certain volume. The intensity /,,,,; represents the smoky solid particles
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transferred at certain degree. The Position P,,,; is the general smoky starting
position in the picture area. As the images are generally in color type, the lumi-
nosity function of RGB channels can be formulated as:

Lmoke(x,y) = (0.3 * Lomoke (x,y)R> + (0.59 * Lgnoke (x,y)G)
+ (0‘11 *Ismoke’(xay)3> (5)

The smoky image can be made by overlaying the smoke image with different den-
sities, intensities and locations on the smoke-free image.

1smoked7imuge (X, y) = Lsmoke—free ()C, y) +lsmoke (x7 J/) (6)

The random of rendered process can avoid the over-fitting of the network and can
generate enough synthetic smoke images for training, as shown in Fig. 1. In the
synthetic process, the synthetic scene has been generated with the ground truth
image, which adds the smoke mask with various locations and smoke levels using
the 3D graphics engine. Generally, the generated locations are roughly divided
into four positions: top, bottom, left and right. The smoke densities are graded

Clear image Synthetic scene Different location of smoke Smoke Level

(=

~

w

Fig. 1. Left: the ground truth image. Middle: smoke rendered images
and the smoke masks of different location. Right: 10 levels of a
smoke mask.
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into 10 degrees ranging from 0 to 9, where 0 is defined as no smoke, 9 is defined
as the max smoke density in Fig. 1.

3.2. Network Architecture and Loss Function

3.2.1. The physical model The goal of removing smoke is to produce a clear
image with only one input of the smoky image while maximally keeping the origi-
nal feature of the smoke-free image. The atmospheric scattering model is strongly
based on the assumption that the medium is homogeneous and the light will fol-
low the spreading law in atmospheric. However, the smoke density has its local
property, that means, it may alternate from one area to another and is heteroge-
neously distributed in one scene. Moreover, the light conditions are also complex
in most fire conditions, especially the indoor scene. As the atmospheric scattering
model does not lend itself to fire scenario, we need to search for other proper
ways to deal with the smoke removing issue. The smoky images exit structure blur
and color shifts along with the smoke. Based on the characters of smoke, the
common formulation of non-uniform smoke model is adopted as follows:

Ismokefimage(xay) = k(M) * ]smokefﬁ’ee(xay) +N (7)

where Lokc-image 15 the observed smoky image, k(M) the unknown blur kernel
determined by smoke transmission influenced by the kinds of smoke, and I, k.-
sree the clear image. The * denotes the convolution and N is an additive noise ref-
erence with the smoke thickness.

3.3. Network Architecture

As a baseline for the implementation of the desmoking approach, we use the con-
ditional GAN that is generally similar to the one developed by Isola [34]. This
network structure consists of the generator G and discriminator D and the goal is
to learn a generator which recovers the clear images properly.

The generator G is shown in Fig. 2 and it consists of two stride convolution
blocks, nine residual blocks [43] with 3*3 kernels and two transposed convolution
blocks. Similar to [44], we used batch-normalization [45] followed by ReLU with
o = 0.2 activation function in each residual block, as shown in Fig. 2a. For the
generator, the resnet-based architecture with global skip connection is used, which
should enhance the train ratio and reserve the original features of input sample.
For the convolution layer in the ResBlock, the dropout processing has been
imported with a probability value of 0.5.

The discriminator D is employed to figure out the discrimination between the
target and generated images. Here, the conditional GAN’s discriminator [34] per-
forms patch-wise comparison of the desmoky image and clear image. The network
consists of four convolutional layers with batch-normalization and ReLU with a
parameter o = 0.2 activation, as shown in Fig. 2b. The discriminator network
also introduced a Dense net with an activation processing of tanh and sigmoid in
sequence. During the test phase, the critic network gained a valuable performance,
which contains the Wasserstein distance [46] and gradient penalty [33].
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(b) Discriminator Architecture

Fig. 2. The pipeline architecture of Generator a and Discriminator b
network with corresponding number of feature maps(n) and strides(s)
demonstrated in each convolution layer.

3.4. Loss Function

We calculated the loss functions as a sum of adversarial loss and perceptual loss.
The adversarial loss focuses on restoring the texture details and the deeper layers
denote the features of a higher abstraction [47, 48], while the perceptual loss
restores general content. The total loss is given by:

Lossior = m]an * Logy + Vvag * ngg (8)

Adversarial Loss: In [34, 49, 50], vanilla GAN objective related to conditional
GAN has been used as the main loss function. To improve the numerical stability
and effectiveness, the alternative least squares GAN has been used to generate
higher quality results. The WGAN-GP is the discrimination function, which gets
robust choosing from the generator. The adversarial loss can be calculated as:

N

Laay = Z —Dy, (Gy, (1%)) 9)

n=1

Perceptual Loss: As stated in [50, 51], the perceptual loss is a simple content loss
added the feature reconstruction perceptual loss. The generated and target images
are gone through the VGG-19 [52] conv 3*3 feature maps. The perceptual loss of
these two images is calculated after passing through the pool layer. At test time,
only the generator is kept.
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H

b= g 533 o) v m

c=1 w=1 h=1
where, C, W, H is respective the output’s channels, width and height.

3.5. Channel Attention Module(CAM )

Reference to DCP [8], the proposed CAM follows that different channel features
have totally different weighted information. The channel-wise global spatial infor-
mation has been transformed into a channel descriptor using pooling process,
with the equation as follow:

Y :Hp(Fc) = 1 ZZXc(hvw) (11)

where, X, (h, w) is the value of c-th channel X, at the location (4, w) and H,, is the
pooling function. Then, the feature image shape changes from C x H x W to
C x 1 x 1. To obtain the weights of various channels, the Sigmod and ReLU
activation functions are selected following with two convolution layers as shown
in Fig. 3.

CA. = a(conv(5(conv(g.)))) (12)

where o is the sigmoid function and ¢ is the ReLU function. Thus, the CAM is
listed under a multiplication cross process with the input F,. and weights informa-
tion CA..

4. Experimental Results

This section briefly introduces the experimental datasets, training details and eval-
uation metrics. Then, we effectively and quantitatively verified our method against
several state-of-the-art algorithms on synthetic and real-world smoky images. In
addition, comparison of the density limit test shows the superiority in density
smoky images.

(=7 Avg Pool i Conv Layer Iﬂ RelLU
@ Sigmod ® Multiplication Cross

Input Feature

Fig. 3. The Channel Attention module.
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4.1. Datasets

Similar to the recent deep learning methods, the desmoke methods require a huge
number of datasets for training and testing. However, since no public dataset
exists with a full set of smoky and clean images, we had to create our own dataset
which contained synthetic and real image pairs for indoor and outdoor scenes.

To obtain the synthetic data, the clear background images from publicly indoor
datasets NYU-Depth [53] and outdoor datasets RESIDE-OTS [54] are obtained.
Then, the graphics rendering tool blender is used to generate the smoked data. It
is confirmed that the smoke of different densities, intensities and positions were
added to generate a diverse smoky dataset. In general, about 6000 synthetic image
pairs are produced and an example is shown in Fig. 4. To ensure the effectiveness
of the method, the real-world data are captured using a Sony A6000 camera while
some data are obtained from the internet. While acquiring the real-world data, it
is ensured that the images gathered are varied in terms of density, intensity and
position of smoke. In total, about 2400 pieces of real-world smoky image are
obtained with various background scenes and smoke. For the experimental conve-
nience, the training and verification data are uniformly cropped into 640*480 pix-
els.

4.2. Training Details

The detailed structure and parameter setting of proposed model are given in
Fig. 1 using TensorFlow [55] framework. In the training process, for optimization,
we followed the method of WGAN [46] and carried the update ratio 5 on genera-
tor G and one on discriminator D. Using Adam optimization method [56] as a
solver, its parameters can be set as followed: the momentum parameters f5; = 0.9
and B, = 0.999, the learning rate 1 x 10 * and batch size 4. Empirically, the
weights values are set as W,,, = 1, W,,, = 100. In this study, 90% of the syn-
thetic image pairs (5400) are served as the training datasets randomly and the left
10% synthetic image (600) and real images (2400) pairs are used for evaluation.
The training time is approximately 10 h for 100 epochs on a workstation with a
NVIDIA Tesla V100 GPU (16 G).

Fig. 4. An example of synthetic smoke image. A smoky image b can
be served as the superposition of a clear background image a and a
smoke layer image c.
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4.3. Evaluation Metrics

A smoke removal method’s performance can be evaluated on several criteria and
among them two of the most commonly used criteria are Peak Signal-to-Noise
Ratio (PSNR in dB) and the Structural Similarity Index Measure (SSIM) [57].
The higher value of PSNR indicates better performance to remove smoke from
the smoky image. The greater SSIM score nearest to 1 means that the two differ-
ent images are more similar to each other. However, single criterion may not pre-
sent the fully properties, so that a score metric with a weighted sum them two is
mentioned [16] as:

Score = VVI’SNR * PSNR + VVSS[M * SSIM (13)

The PSNR weight (Wpsnr) and the SSIM weight (Wssiv) are set to 0.05 and 1
separately. The higher score means good properties in visually pleasing and a
good smoke removal quality. By using these criteria, the performances of models
are evaluated.

4.4. Quantitative and Qualitative Comparison on Synthetic Images

In this section, we revealed the effective performance of our method by conduct-
ing a mass of experiments on synthetic and actual datasets. The proposed method
was compared to four recent state desmoking methods: MSR [4], DCP [§], AOD-
Net [13], and DHSGAN [38]. All the methods used the source codes and default
parameters specified published in the literature. As the availability of ground truth
in synthetic data, the results are evaluated using PSNR, SSIM and weight score
under the indoor and outdoor synthetic smoke image. Table 1 shows the average
evaluation criteria of each pairs of smoke-free and desmoking images. From the
table, the proposed method obtained the highest value of PSNR over 20 in both
indoor and outdoor image. The average SSIM results were also compared to the
other related methods and even surpassing most of them, the higher indoor results
might reveal that our method did an even better job in the indoor environment.
The most notably increasing score noted that our approach could properly

Table 1
Quantitative comparisons on the indoor and outdoor synthetic
datasets of different methods

Indoor Outdoor

Methods

PSNR SSIM Score PSNR SSIM Score
MSR 13.51 0.6510 0.6835 14.89 0.6414 1.3859
DCP 15.32 0.7284 1.4944 16.75 0.7955 1.6330
AOD-Net 17.86 0.7732 1.6662 16.69 0.7600 1.5945
DHSGAN 19.13 0.8316 1.7881 18.84 0.8080 1.7500
Ours 26.05 0.9098 2.2123 24.35 0.8794 2.0969

Bold values indicate best result of desmoking and used to emphasis the highest value
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remove the smoke and restore the image which is more similar to the ground
truth one.

Some corresponding pictures directly show visually difference in indoor and
outdoor, as particularly seen in Fig. 5. It can be clearly seen that the proposed
method outperforms all the other related approaches and produces significant visi-
bility improvement even in cases of dark light and thick smoke. The MSR and
DCP failed to remove the smoke especially in the bright scene because these meth-
ods often involve parametric models and are not robust to various conditions.
The deep learning methods performed better in dealing with the smoke, but there
is still some smoke left in AOD-Net and DHSGAN, particularly in bright condi-
tion. Another benefit of our method is being good at preserving of structure and
color information similar to the ground truth.

(a)lnput (b)MSR (c)DCP (d)AO (¢)DHSGAN (f)Ours 7 (g)Ground Truth

Fig. 5. Qualitative results of synthetic smoky images using several
state-of-the-art desmoking methods and our proposed method in
indoor and outdoor scene.
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4.5. Qualitative Comparison on Real-World Images

To evaluate the effectiveness of the proposed method, we conduct a comparison
on the real-world smoky images. The original smoky image, along with the des-
moked counterparts are illustrated in Fig. 6. Notably, the output of proposed
method looks better in visual and natural restored. In contrast, there are some
limitations in other methods. For instance, there are still lots of smoke left in the
MSR, Retinex and DCP’s results indicating that these classical methods may not
suitable for smoke remove although they do well in removing haze. AOD-Net can
deal with a certain amount of smoke, but the color shift gloomy in both the
smoky and no smoky areas. The DHSGAN seems fail to remove smoke due to
being not robust enough to various smoke. In general, the proposed method can
successfully remove majority of smoke while lead to less color distortion.

4.6. Qualitative Comparison on Real Smoke Images

To verify the practical use in real fire scenario, we further compare the proposed
method against other algorithms on the real smoky images with relatively heavy
smoke. Figure 7 demonstrates three real smoke samples of which the original ima-
ges have non-uniform smoke spatially varying in the images. Even though all the
methods remove smoke successfully for the synthetic datasets and real smoke
scene with light smoke, there are some smoke left in these cases, especially in the
heavy smoke conditions. Through the following color sample, the outputs have

(a)Input (b)MSR (c)DCP (d)AOD (¢)DHSGAN (H)Ours

Fig. 6. Qualitative results of real light smoky images using several
state-of-the-art desmoking methods and our proposed method.
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(a)lnput (b)MSR (c)DCP (d)AOD (€)DHSGAN (H)Ours

Fig. 7. Qualitative results of real heavy smoky images using several
comparing desmoking methods and our designed method.

some limitations to restore the color, as the result of DCP and DHSGAN seem
too dark and MSR have the unusual color shifting. Apparently, the proposed
methods efficiently remove most of the smoke even in the non-uniform heavy
smoke, as well as restore the color to some extent. In summary, the current algo-
rithm achieved a satisfying result than the others with the real-world smokes
which are thicker than those in Fig. 5 and 6.

4.7. Smoke Removal Limit Test

The structural loss and color fade, usually irreversible, largely depend on the
degree of smoke densities. To further verify the ability of the above methods to
recover the image under different degrees of smoke density, we carried out a per-
formance research of desmoking under 10-degree smoke densities as mentioned in
Smoke Synthesis section. We picked 60 images and its nearly 10-degree smoke
densities image from the testing synthetic image at random, as well as the similar
smoke densities of real-world image in two scenes: color and grey.

As shown in Fig. 8, the rendered smoke mask and an image with 10-degree
smoke densities are in the first two rows and the desmoking images from related
previous methods are shown in the following rows. Most of the previous methods
can only efficiently remove smoke to a certain degree and are not robust enough
to various degrees. With increasing smoke density, the previous methods’ results
contain more smoke residue and blurring. The deep learning methods give better
performance than the traditional methods in most densitiecs. The output results
also have certain limitations to recover the proper colors as the MSR’s results
seem too bright while AOD-Net’s results are too dark to recognize. These defects
may lead to color shift in the no smoke areas and fail to recover the correct color
for smoke covered place. The under or over-saturated exist as well as loss the
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Fig. 8. Quantitative results on the indoor synthetic testing images

for the smoke removal density test.

detail of the picture. Our approach has removed almost all the smoke and
restored the clear images with fine structure and very slight color change even in
the very thick smoke. Clearly, the proposed model performed well on the syn-
thetic dataset with better robustness and reducing property.

PSNR

30

—m—MSR
* —e—DCP
X —A—AOD

~¥— DHSGAN

~4—Ours

10 T T T T T

Smoke Level

(a) PSNR

SSIM

—&— MSR
—&—DCP
—A—AOD

¥ DHSGAN

Smoke Level

(b)SSIM

8 10

Fig. 9. The quantitative resuvlts of the smoke removal limit test.

PSNR and SSIM resulis for our method and other comparison

approaches under 10 different smoke degrees.
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The quantitative results of different methods are shown in the Fig. 9, which
indicates that the curves of SSIM and PSNR between image pairs of desmoke
image and smoke-free image for our results and other methods under 10 different
smoke levels. From thin to thick smoke, all the curves tend to decrease in PSNR
and SSIM, which means that it is harder to deal with the high densities of smoke
than the thin one. The curves are different from each other even at the beginning:
0 degree with no smoke, and it reveals that the methods may result in the color
shift and structural change in the process even without the existence of smoke.
The proposed model produces the highest SSIM and PSNR value for all 10
smoke levels, which are significantly superior to other previous methods. From the
0 to 9 degrees, the trends of SSIM and PSNR are stable at a high level, which
indicates that our methods can robustly recover the correct structure and color
under thin smoke as well as very thick smoke.

To further demonstrate the effectiveness of the proposed method, we test the
related techniques on the real smoke scenes and the results of the two real scenes
are shown in Fig. 10. Figure 10a illustrates the grayscale smoke removed results
of the surveillance video compared with prior methods. Our method could almost
remove all the smoke in different smoke levels, while the other methods still have
some smoke left and it becomes worse with increasing smoke density. Due to the
influence of the darker areas in the picture, the other deep learning-based results
seem too dark to show the structure and detailed information, especially in the
heavy smoke. Similar results can be seen in color scene in Fig. 10b, the proposed
model can deal with the different levels of smoke of which the distribution con-
centrates in the upper position and effect less in the smoke-free area below. Other
methods suffer from color shift too much and some of them (DHSGAN and
AOD-Net) is too gloomy to identify the structure in smoke and smoke-free area.

5. Conclusion

In this paper, a novel GAN-based approach is proposed for smoke removal task
in a single smoke image. Inspired by smoke relevant features and blurring, the
learning model is reconstructed to estimate the features and transmission map.
Meanwhile, the proposed method has improved the generator network using the
feature attentive mechanism on the image patch. In addition, an innovative
approach is used to create the realistic synthetic datasets using a 3D graphics
engine. A new benchmark and evaluation protocol are employed to evaluate the
synthetic and real datasets in indoor and outdoor scenes. Compare to the other
methods, the proposed methods produce the better desmoking results in the syn-
thetic and real datasets. The smoke removal limit test showed that the proposed
method performs better with stronger robustness in even thick smoke.

The database, model algorithm and engineering application are the mainly chal-
lenges in the future. Therefore, our future work will focus on the interpretability
of Deep Learning algorithm, which should be supervised by the optical ruler of
smoke, such as the Lambert—Beer law and the Mie scattering. Moreover, the real-
world smoke driven by the buoyancy plume, which is the key factor of the smoky
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Fig. 10. Comparison of our smoke removal methods under 10
different smoke levels in two real smoke scenes (surveillance video
and factory).
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image synthetic process, should be also considered in the future researches. Once
the database and algorithm model restrict are overcome, the research may achieve
great improvements in the fire technology field with smart intelligence. Further
development may also include gathering more realistic way to simulate the smoke,
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modification of the code for better color restoration and application of real-time
desmoking.
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