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Abstract. Validation of physics-based models of fire behavior requires comparing
systematically and objectively simulated results and experimental observations in dif-

ferent scenarios, conditions and scales. Heat Release Rate (HRR) is a key parameter
for understanding combustion processes in vegetation fires and a main output data of
physics-based models. This paper addresses the validation of the Wildland-urban

interface Fire Dynamics Simulator (WFDS) through the comparison of predicted and
measured values of HRR from spreading fires in a furniture calorimeter. Experimen-
tal fuel beds were made up of Pinus pinaster needles and three different fuel loadings

(i.e. 0.6, 0.9 and 1.2 kg/m2) were tested under no-slope and up-slope conditions (20�).
An Arrhenius type model for solid-phase degradation including char oxidation was
implemented in WFDS. To ensure the same experimental and numerical conditions,
sensitivity analyses were carried out in order to determine the grid resolution to cap-

ture the flow dynamics within the hood of the experimental device and to assess the
grid resolution’s influence on the outputs of the model. The comparison of experi-
mental and predicted HRR values showed that WFDS calculates accurately the mean

HRR values during the steady-state of fire propagation. It also reproduces correctly
the duration of the flaming combustion phase, which is directly tied to the fire rate of
spread.

Keywords: Physics-based modeling, Numerical simulation, Solid-phase degradation, Heat released rate,

Oxygen consumption calorimetry, Wildland fires

List of symbols

A Pre-exponential factor Arrhenius rate equations

cp Specific heat

dxb Grid size in the fuel bed

dxb;dR=3 Grid size in the fuel bed computed as a third of the extinction length

dxb;dR=5 Grid size in the fuel bed computed as a fifth of the extinction length

dxg Grid size for the reacting flow

dxg;zcmin Grid size for the reacting flow computed as a sixteenth of zc,line
dxg;zcmax Grid size for the reacting flow computed as a fourth of zc;line
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E Heat released per unit mass of O2 consumed during combustion or activation energy in

Arrhenius rate equations divided by the gas constant

FCD Drag coefficient factor

g Standard gravity

hb Fuel bed depth

hc,e Convective heat transfer coefficient

HRR Heat released rate

Ib Blackbody radiation intensity

LSHR Large Scale Hate Release apparatus (furniture calorimeter)

M Fuel moisture content of vegetation (dry basis)

MLR Mass loss rate

_n
�
O2

Molar flow rate of O2 in the incoming air

_nO2
Molar flow rate of O2 in the exhaust duct

OCC Oxygen consumption calorimetry

_q Heat release rate of the fire

_q0 Fire line intensity

_q000c;b Convective heat source

_q00r;b Radiative heat source

r Radius

R Reaction rate

Re Reynolds number

RH Relative humidity

std Standard deviation

T Temperature

u Velocity vector

U Integrated radiation intensity

V Volume

Veg Vegetation

WO2
Molecular weight of O2

Y Mass fraction

zc Characteristic diameter of a fire defined by means of the heat release rate

zc;line Characteristic length scale of a line fire defined by means of the fire line intensity

Greek symbols

achar Fraction of the energy produced by the char combustion reaction that is deposited in the solid

phase

ae Volume fraction of the solid-phase

bchar Constant in char oxidation rate equation

be Packing ratio

dR Extinction length

j Radiative absorption coefficient

Dhc Mass-based heat of combustion

Dhchar Heat of char oxidation

Dhpyr Heat of pyrolysis

Dhvap Heat of vaporization

l Dynamic viscosity of the gaseous mixture

mO2 ;char Stoichiometric constant for char oxidation

q Mass density

re Surface-to-volume ratio for fuel elements

vash Fraction of char converted to ash

vchar Fraction of the dry vegetation converted to char
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vr Fraction of local chemical heat release radiated to surroundings

vs Fraction of consumed fuel mass converted to soot

Subscripts

a Ambient

ash Ash residue from combustion

b Bulk quantity

char Char oxidation

CO2 Carbon dioxide

dry Dry vegetation

e Fuel element type

F Fuel vapor

g Gaseous mixture or gas-phase

H2O Water vapor

O2 Oxygen

pyr Pyrolysis

1. Introduction

Wildland fires are extremely complex phenomena involving processes covering a
large range of scales over space and time [1]. Physics-based models attempt to rep-
resent all the processes characterizing fire behavior (e.g. from pyrolysis/ignition to
smoke transport). However, they do have to employ some approximations to
account for processes that occur at length scales below those explicitly resolved.
Validation studies aim to characterize the impacts of these approximations and to
verify that model outcomes represent the processes they aim to describe within
acceptable error bounds by comparing systematically and objectively simulated
results and experimental observations in different scenarios, conditions and scales
[2].

Heat Release Rate (HRR; kW), the rate at which fire releases energy, is a main
output data of physics-based models and it is commonly accepted as one of the
most important parameters in characterizing fires [3]. HRR can provide informa-
tion on fire risk and potential damage, as well as on the fire suppression opportu-
nities. HRR can thus be used to evaluate the effects of fuel treatments on fire
behavior [4], to establish limits and conditions for prescribed burning [5], or to
assess fire impacts on ecosystems [6].

HRR is not a fundamental property of vegetation, but is strongly depen-
dent on the combustion processes. Combustion of vegetation is described, in a
general way, as following three stages: pre-heating, flaming combustion and
glowing/smoldering combustion. So, when vegetation is exposed to a heat
source, it thermally decomposes into water vapor, volatile gases and reactive
char. Volatile gases are oxidized emitting heat, visible light and the flame;
char undergoes heterogeneous solid–gas phase oxidation reactions, which are
highly exothermic.

The accurate prediction of the production of combustible gases from vegeta-
tion and the subsequent char oxidation, which depends on the modeling of ther-
mal degradation of vegetation, is of primary importance to predict reliable
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values of mass loss rate (MLR; kg/s) and HRR. Even though the behavior of a
fire results from the interaction of all the combustion stages, which do not occur
uniformly or sequentially but are intrinsically linked by chemical and thermal
feedbacks [7], char oxidation has not always been considered when modeling for-
est fires based on the assumption that flaming combustion is predominant at the
head of the fire.

This work examines the capabilities of a particular physics-based model, the
Wildland-urban interface Fire Dynamics Simulator (WFDS) [8, 9] to predict the
HRR from flaming and char oxidation of spreading fires in a furniture calorime-
ter. To this purpose, fire spread experiments have been conducted in a furniture
calorimeter: the Large Scale Heat Release apparatus (LSHR). Experimental fuel
beds were made up of Pinus pinaster needles. This natural species is representative
of the vegetation in the Mediterranean Basin and is frequently subjected to wild-
land fires. Three different fuel loadings (i.e. 0.6, 0.9 and 1.2 kg/m2) have been tes-
ted under no-slope and up-slope conditions (20�). HRR measurements have been
compared to the predictions of WFDS. In order to take into account char oxida-
tion, an Arrhenius type model for solid degradation has been implemented in
WFDS.

Experiments were carried out at laboratory scale for several reasons. On the
one hand, laboratory experimentation allows for the production of well character-
ized data due to repeatable procedures and controlled conditions. On the other
hand, laboratory environment offers the possibility to accurately measure a larger
number of parameters related to fire behavior such as geometrical fire descriptors
(flame height, flame depth, fire front shape) and thermodynamic quantities (HRR,
MLR, heat fluxes, species yields). And last, but not least, the fact that there is no
direct measurement instrument to evaluate HRR at field scale. HRR is estimated
indirectly by means of the measurement of other quantities such as the rate of
spread and the fuel consumed per unit area [10]. Therefore, there is an important
uncertainty when comparing experimental and predicted HRR at field scale, which
can result in misleading conclusions. At the laboratory-scale, oxygen consumption
calorimetry (OCC) constitutes an accurate and reliable method to measure HRR
[11].

The same experimental and numerical conditions must be ensured in order to
compare observed and simulated data. The LSHR includes a hood extraction sys-
tem which collects the gases released from the combustion processes and are used
to measure the oxygen consumption and thus determine the instantaneous HRR
by means of OCC. In order to assess how well the numerical model simulates the
hood extraction system, and thus the flow it induces, a sensitivity analysis has
been performed. Numerical results have been compared to measurements con-
ducted with a hot wire anemometer. From this study, the grid resolution to cap-
ture the flow dynamics within the hood has been established.

Moreover, a sensitivity analysis concerning the mesh resolution within the com-
bustion area has been conducted. In this part of the domain, the mesh size has
been first estimated based on the extinction length and the experimental HRR.
Then different mesh sizes have been tested to reach a compromise between the
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simulation time and the accuracy of the results, and a relatively non-grid depen-
dent solution.

The following section describes the experimental methodologies and the experi-
ments conducted at the LSHR. Next, an overview of WFDS and the solid-phase
thermal degradation model is provided. This is followed by the sensitivity analyses
concerning the grid resolution to be used to capture, respectively, the flow pat-
terns within the hood and the reacting flow dynamics as well as the radiation heat
transfer in the fuel bed. After that, experimental results and numerical predictions
are compared. Finally, a summary and conclusions on the capabilities of WFDS
to predict spreading fires at laboratory scale and the future work are presented.

2. Experimental Methods

2.1. Fire spread Experiments

The fire spread experiments were conducted by using a 1 MW furniture calorime-
ter (LSHR). Fire tests were performed on a 2 m long and 2 m wide combustion
bench located on a load cell (sampling rate 1 Hz and 1 g accuracy) and under a
3 m 9 3 m hood with a 1 m3/s extraction system. The experiments consisted of
igniting along the 1 m edge of the rectangular porous fuel beds of 1 m width and
2 m long in order to observe the flame front spread under both no-slope condi-
tions (Figure 1a) and up-slope conditions (20�) (Figure 1b).

Figure 1. Fire spread experiments. (a) No-slope test front perspec-
tive image (b) Up-slope test side image.
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Porous fuel beds were made up of pine needles (Pinus pinaster), spread as
evenly as possible in order to obtain homogeneous fuel beds. Different fuel load-
ings were tested: 0.6, 0.9 and 1.2 kg/m2. The needles were oven dried at 60�C for
24 h before the experiments. The resulting fuel moisture content was around 5%
in most of the cases. However, it varied between 3% and 8%. To ensure a fast
and linear ignition, a small amount of ethanol and a flame torch were used. At
least four replications were carried out for each fuel loading and each inclination
of the bench (0� and 20� slope). Ambient conditions were measured just before the
ignition. Combustions gases (CO, CO2) and O2 were analyzed in the exhaust pipe.
A bidirectional probe measured the exhaust gas velocity. Smoke properties in
terms of extinction coefficient were also analyzed. Table 1 summarizes the main
characteristics of the fuel bed configurations for each experimental case.

HRR was determined from OCC following the formulation derived by Parker
[12] which is based on the measurement of the exhaust flow velocity and the gas
volume fractions. Several assumptions were taken into account to perform HRR
calculations. Firstly, the combustion of pine needles was represented by the stoi-
chiometric reaction for the complete combustion of lignocellulosic materials given
by the following reaction where the coefficients corresponding to the elemental
composition of pine needles (CxHyOz) were obtained from an ultimate analysis.
This assumption was based on the fact that experiments were conducted under
well-ventilated conditions, and it was confirmed by the weak production of carbon
monoxide [10].

C4:41H6:34O2:44 þ 4:775 O2 þ 3:76N2ð Þ ! 4:41CO2 þ 3:17H2Oþ 17:954N2 ð1Þ

Secondly, all the gases were considered to behave as ideal gases. In addition, the
analyzed air was defined by its composition in terms of O2, CO2, H2O and N2. All
other gases were lumped into N2. Finally, the heat release rate was computed
assuming a constant amount of energy released per unit mass of oxygen con-
sumed:

HRR ¼ E _n
�

O2
� _nO2

� �
WO2

ð2Þ

Table 1
Fuel Beds Configuration

Experimental case Fuel loading—dry basis (kg/m2) Slope configuration (�) Fuel bed mean depth (cm)

1_0 0.6 0 3.5

2_0 0.9 0 5.5

3_0 1.2 0 6.5

1_20 0.6 20 3.5

2_20 0.9 20 5.5

3_20 1.2 20 7.5
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where E is the heat released per unit mass of O2 consumed in the reaction

(E = 13.98 MJ/kg, [10]), _n
�
O2

the molar flow rate of O2 in the incoming air, _nO2

the molar flow rate of O2 in the exhaust duct and WO2
the molecular weight of O2.

More details on the HRR calculation procedure can be found at Santoni et al.
[11]. It is worth noting that throughout the experiments we observed the presence
of both flaming and char combustion simultaneously, except during the ignition
and the extinction phases. Thus, the instantaneous measures of HRR obtained by
OCC correspond to the contribution of both gas and solid phase reactions.

During these experiments other important parameters describing fire behavior
such as the flame height, the rate of spread, or the radiant heat flux were mea-
sured. Detailed methodologies and results can be found at [10] and [13].

2.2. Airflow Velocity Measurements

Measurements of airflow velocities within the hood were performed by using a hot
wire anemometer (sampling rate of 50 Hz and accuracy of 0.001 m/s). Measure-
ments were taken at different heights and for two different positions (Figure 2a),
the center of the bench (position C) and 0.5 m offset from the center following the
longitudinal axis of the bench (position A). At each position, A and C, measure-
ments were performed every 10 cm covering a height from 0.2 m to 1.5 m above
the bench surface. The probe sensor was placed parallel to bench surface in order
to capture predominantly velocities following z-axis, which correspond to the
velocity components induced by the hood extraction system. In this regard, the
anemometer used is able to measure flow velocities which are perpendicular to the
probe sensor and whose velocity vector stays within a cone of ±30� with respect
to the probe axis (Figure 2b). Velocities at each position and height were recorded
during 5 min and time average values were then computed over the whole measur-
ing time interval. The hood extraction system was turned on several minutes
before performing the measurements in order to assure a fully developed flow

(a) (b)

60° 

Figure 2. Measurements of flow velocities. (a) Measurement posi-
tions. (b) Probe setting.
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regime. Moreover, a fuel bed corresponding to a fuel loading of 0.9 kg/m2 was
present in order to take into account the effect of surface roughness on fluid flow.

3. Numerical and Modeling Approach

3.1. Overview of WFDS

WFDS is a physics-based model that attempts to comprehensively capture, within
the constraints imposed by the resolution of the computational grid, the physical
processes governing fire behavior in vegetation. Details of the modeling approach
have been provided in Mell et al. [9]. The WFDS model, developed by the U.S.
Forest Service, is largely based on the Fire Dynamics Simulator (FDS), which
simulates fires in buildings and has been developed by the National Institute of
Standards and Technology in the U.S. [14]. The numerical methods of computa-
tional fluid dynamics and large eddy simulation (LES) are employed to solve
equations governing the conservation of momentum, total mass, and energy in the
gas phase. The model equations for the thermal degradation of the vegetation,
which are discussed in the next section, are coupled to the gas phase equations
through heat (radiation and conduction) and mass (e.g., generation of water and
fuel vapor) transfer. In the implementation of WFDS used in this study we use a
thermal degradation scheme that is Arrhenius based and includes char oxidation.
This differs from the thermal degradation used previously in WFDS simulations
of fire spread in grassland fuels [8] and Douglas fir [9] in which a simpler
approach, without char oxidation and not based on Arrhenius kinetics, was used.
For the experimental scenario considered here, with relatively high bulk density
fuel beds, the modeling of char oxidation is necessary in order to reproduce the
measured total heat release rate from oxygen consumption calorimetry, as is dis-
cussed in the results section.

To-date, WFDS validation studies are limited in number and include both labo-
ratory [9, 15–17] and field [8, 18–20] scenarios.

3.2. Solid-phase thermal degradation model

In this section, we provide the details for obtaining the bulk mass source terms

_m000
b;i

D E
Vb

for water vapor ði ¼ H2OÞ, fuel vapor ði ¼ FÞ and carbon dioxide

(i = CO2) required in the gas-phase mass, species, and energy transport equa-
tions. The model for the thermal degradation of a thermally-thin vegetative fuel
used here is similar to that employed by others (e.g. [21–23]). The solid-phase
thermal degradation process has three components:

1. Endothermic drying

Virgin Veg ! MH2Oþ 1�Mð ÞDry Veg

2. Endothermic pyrolysis
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Dry Veg ! vcharCharþ 1� vcharð Þ Fuel Gasþ Sootð Þ

3. Exothermic char oxidation

Char þ mO2;charO2! 1þ mO2;char�vash
� �

CO2þvashAsh

The stoichiometric constants are: M = fuel moisture mass fraction on a dry
weight basis; vchar mass fraction of dry fuel that is converted to char during pyrol-
ysis; mO2;char 1.65 [21]; vash mass fraction of char that is converted to ash during

char oxidation.
In the equations that follow, the subscript b denotes bulk quantities that are

resolved on the computational grid. For example, the mass of dry vegetation,
resolved on the computational grid, is denoted qb;dry (kg m-3). In the notation of

Mell et al. [9], qb;dry ¼ m000
dry

D E
Vb
, where the angled brackets denote the explicit

LES filtering.
The Arrhenius rate equations for drying, pyrolysis, and char oxidation are:

RH2O ¼ qb;H2OAH2OT
�1

2
e e�

EH2O
Te ð3Þ

Rpyr ¼ qb;dryApyre
�Epyr

Te ð4Þ

Rchar ¼
Achar

mO2;char
qgYO2

rebee
�Echar

Te 1þ bchar
ffiffiffiffiffiffiffi
Ree

p� �
ð5Þ

Table 2
Solid Phase Parameters Used in the Thermal Degradation Model

Symbol (units) Value Comments

M (-) See Table 3

vchar (-) See Table 3

vash (-) See Table 3

Dhvap (kJ/kg) 2259 [21]

AH2O (
ffiffiffiffi
K

p
=s) 600,000 [21]

EH2O (K) 5800 [21]

Dhpyr (kJ/kg) 418 [21]

Apyr (1/s) 36,300 [21]

Epyr (K) 7250 [21]

Dhchar (kJ/kg) -32,740 [24]

Achar (m/s) 215 Empirically determined

in this study

Echar (K) 9000 [21]

mO2 ;char 1.65 [21]

bchar 0.2 [21]
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The values of the kinetic constants are given in Table 2.The Reynolds number is
Ree ¼ 2qg uj jre=l ith re ¼ 2=re The term containing Ree is included to account for

the oxygen blowing effects on char oxidation and the constant bchar is equal to 0.2
by default, which is the value used by Porterie et al. [21].

The equation governing the temperature, Te of the thermally thin fuel elements
in a gas phase computational grid cell of volume Vb is

qbcp;e
dTe
dt

¼ �DhvapRH2O � DhpyrRpyr � acharDhcharRchar � _q000c;b

D E
Vb
� r � _q00r;b
D E

Vb

ð6Þ

The first three terms on the right-hand-side are, respectively, endothermic drying,
endothermic pyrolysis, exothermic char oxidation. The non-dimensional weighting
parameter, achar is the fraction of the heat generated by heterogeneous char oxida-
tion that is deposited in the fuel element and (1-achar) in the gas phase. Here
achar = 0.5, which has been used by others (e.g., Porterie et al. [21]). The fourth
and fifth terms on the right-hand-side of Equation (6) are the fuel element bulk
contributions of convective and radiative heat transfer, respectively [9]. The heats

in Equation (6) are Dhvap ¼ 2:259� 103 J kg-1; Dhpyr ¼ 418 J kg-1 [21]; Dhchar
�32� 103 J kg-1 [24].

The modeling of the net convective and radiative heat transfer to the vegetation
in the LES approach implemented in WFDS was described in detail in [9]. A
short overview follows. The convective heat transfer term in Equation (6) is

_q000c;b

D E
Vb
¼ berehc;e Te � Tg

� �
ð7Þ

where Æ( )i denotes the explicit box filter of the LES method [9], be and re (m
-1)

are the packing ratio and surface-to-volume ratio of vegetation of type e; Tg is the

temperature in the gas-phase and the convective heat transfer coefficient hc;e
(W m-2 s-1) (Porterie et al., [25]) is

hc;e ¼ 0:5k Tg
� � 0:683Re0:687e

2=re
ð8Þ

with Ree represents the Reynolds number as previously described. The radiation
heat transfer term in Equation (6) is

r � _q00r;b
D E

Vb
¼ jb;e 4pIb Teð Þ � U½ � ð9Þ

where jb;e ¼ rebe=4 (m-1) is the radiation absorption coefficient due the subgrid
vegetation, and U (W m-2) is the integrated radiation intensity.

The gray gas form of the three-dimensional radiation transfer equation is solved
using a finite volume method. Capturing the effects of subgrid heterogeneity of the
flame temperature requires special treatment of the radiation emission term since
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it depends on the fourth power of the local temperature. In regions where the
local meaning temperature is lower and the spatial gradients of scalars are suffi-
ciently resolved, capturing the effects of the subgrid temperature distribution is
less critical. For this reason, we model the gas phase emission term as follows:

jgIb Tg
� �

¼ max vr _Q
000

c ;
jgrBT 4

g

p

 !
ð10Þ

where vr (discussed further in the next section) is the fraction of the chemical heat

release rate per unit volume, _Q
000
c ; that is radiated to the local volume surrounding

the flame region, jg (m-1) is gas radiation coefficient and rB (W m-2 K-4) is the

Stefan-Boltzmann constant.
In the condensed phase model, the bulk density and specific heat have contribu-

tions from dry virgin vegetative fuel, char, ash, and moisture,

qb ¼ qb;dry þ qb;char þ qb;ash þ qb;H2O ð11Þ

cp;e ¼
qb;drycp;dry þ qb;charcp;char þ qb;ashcp;ash þ qb;H2Ocp;H2O

qb
ð12Þ

where initially qb;H2o ¼ Mqb The specific heats in the equations above are cp;H2O

4190 J kg-1 K-1, cp;ash ¼ 1244 Te=300ð Þ0:315 J kg-1 K-1 [26] and:

cp;char ¼ 420þ 2:09Te þ 6:85x10�4T 2
e J kg�1 K�1 ð½27�Þ ð13Þ

cp;dry ¼ 10þ 3:7Te J kg�1 K�1 ð½28�Þ ð14Þ

The rate of change of total vegetative fuel mass is

dqb
dt

¼ �RH2O � 1� vcharð ÞRpyr � 1� vashð ÞRchar ð15Þ

and the rate of change for the components of the vegetative mass are next detailed

where _ðÞ denotes dðÞ=dt:

_qb;H2O
¼ �RH2O ð16Þ

_qb;dry ¼ �Rpyr ð17Þ

_qb;char ¼ vcharRpyr �Rchar ð18Þ
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_qb;ash ¼ vashRchar ð19Þ

Gaseous products created during the thermal degradation process are water vapor
(during drying), fuel vapor (during pyrolysis), and CO2 (during char oxidation).
The source terms (kg m-3s-1) for these species are, respectively, RH2O,

1� vcharð ÞRpyr, and 1þ mO2;char � vash
� �

Rchar. In addition, the char oxidation pro-

cess consumes oxygen in the gas phase at a rate of �mO2;charRchar.

3.3. Numerical Cases Set Up

For each experimental case we set up the corresponding numerical case. The same
notation presented in Table 1, but preceded by the letter n (to refer to numerical),
was used to designate the numerical cases. In all the numerical cases, the compu-
tational domain was limited to the furniture calorimeter (3 m 9 3 m 9 3.84 m). A
more detailed discussion on the size of the domain used herein can be found in
[29]. The numerical implementation of the furniture calorimeter considered the
hood, the corresponding extraction system and the bench surface (Figure 3). The
material properties associated with the hood were those of steel and for the bench
surface those of autoclaved aerated concrete. The hood was built using multiple
rectangular obstructions stairstepped in order to represent the inclination of the
hood structure. The same procedure was used to implement the bench surface for
the up-slope cases (Figure 3b). The gases extraction system was described using a
fixed volume flow boundary condition. The volume flow was set to match the
actual volume flow in the smoke exhaust duct.

Ignition was modeled by means of ignitor particles elements whose temperature
was fixed at 1000�C. Ignitor particles properties were set equal to those of the cor-
responding fuel bed particles. Thus, they formed a porous arrangement of 4 cm
wide, 1 m long and with the same height of the vegetation fuel bed, which was
located in front of the fuel bed of vegetation. Ignition lasted 18 s, and all the par-
ticles simultaneously reached the set temperature. The dimensions of the surface
occupied by the ignitor particles, and the duration of the ignition, were estimated
according to the amount of ethanol and vegetation involved in the experimental
ignition phase. Moreover, the necessary time for the simulated flow to reach a
quasi-stationary regime within the hood was considered. Even though this time is
not a critical parameter for experimental fires, it is necessary to take it into
account during the numerical fires. For this reason, numerical ignition was
delayed 60 s. For more details on the ignition modeling see [29].

Table 3 lists the main thermo-physical input parameters required by WFDS for
both the gas-phase and the vegetation. Moreover, the source from where they
have been obtained or the methodology used to determine them is also provided.
Concerning gas-phase combustion, it was modeled in all the cases by a single-step
complete global reaction, taking into account the results of the ultimate analysis
for the elemental composition of pine needles (CxHyOz). However, since the char
formed during the thermal degradation of pine needles was assumed to consist of
pure carbon and ash, the corresponding part of char carbon (vchar) was deducted
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from the amount of carbon resulting from the elemental composition of pine nee-
dles. vchar, the fraction of char formed during the thermal degradation of vegeta-
tion, was obtained from the literature [31] where vchar of Pinus pinaster needles
was measured by thermogravimetric analysis under inert atmosphere. In the same
way, to obtain the mass-based heat of combustion of the gas-phase (Dhc) we
deducted from the value measured by using an oxygen bomb calorimeter, the frac-
tion of energy released due to the char oxidation. This fraction of energy was
computed as the product of the vchar and the heat of combustion of char [24]. The
fraction of local chemical heat release radiated to the surroundings (vr) was
obtained experimentally. The methodology used and the values obtained are
detailed in [10, 13]. The fraction of fuel consumed converted to soot (vs), was
taken equal to 0.02 g/g according the literature [9]. The values considered for the
ambient temperature (Ta) and the relative humidity (RH) where those measured
during the experiments as reported in Table 3.

The vegetation parameters required by the particle-based WFDS fuel element
model are as follows the surface-to-volume ratio (re), the fuel particle density (qe)
and the drag coefficient factor (FCD ), the bulk-density of the fuel bed (qb), the
depth of the fuel bed (hb), the fuel moisture content (M), the fraction of char
formed during the thermal degradation of vegetation (vchar), the ash fraction
formed during the oxidation of char (vash) and the fraction of the energy produced
by the char combustion reaction that is deposited in the solid phase (achar). It is
worth noting that for the numerical fuel bed depth the experimental values were

Figure 3. Numerical implementation of the LSHR apparatus as ren-
dered by Smokeview (Version 6.1.4, Nov. 2013) [30]. (a) No-slope
conditions (b) 20� up-slope conditions.
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rounded in order to be consistent with the grid resolution of the mesh. This
results in an integral number of grid cells spanning the height of the fuel bed. In
order to keep the same amount of fuel in the experimental and numerical cases
(fuel load, kg/m2), we adjusted the values of the numerical bulk density according
to the values of the numerical fuel bed depth. The mean differences between
experimental and numerical bulk density were around 9.3%. Moreover, fuel mois-
ture content (M) was obtained by averaging the measured values during the test
replications of an experimental case. For the experimental case 2_20 measured
values of fuel moisture content were either around 5% or 8%, so both values
were considered (see Sect. 5.3, Up-slope cases). Concerning vash it was measured
during the experiments and a mean value was used for all numerical cases.
Regarding achar it was considered, according to the literature [21–23], that the
energy released during the char oxidation was equally distributed into the gas and
the solid phase.

Calculations were run in different HPC clusters: OCCIGEN at CINES (Centre
Informatique National de l’Enseignement Supérieur, France), ROMEO at HPC
Center of Champagne-Ardenne (France) and BRANDO at University of Corsica
(France). The corresponding characteristics per node are next detailed. OCCI-
GEN: 2 9 12-core Intel Xeon Haswell processor, 2.6 GHz, shared memory.
ROMEO: 2 9 8-core Intel Ivy Bridge processor, 2.6 GHz, 32 GB. BRANDO:
2 9 12-core Intel Xeon E5-2670V3 processor, 2.30 GHz, 64 GB. For the simula-
tions demanding highest computing resources, 238 cores and a mean time of simu-
lation of about 48 h were necessary. No differences, in terms of the obtained
results, were observed when running the same case in the different clusters.

4. Sensitivity Analysis

4.1. Flow Within the Hood

The aim of this analysis was twofold: on the one hand to assess the suitability of
the numerical implementation of the hood extraction system, and on the second
hand to determine the more appropriate grid resolution for non-reacting flow sim-
ulations to be used in the parts of the domain located far from the combustion
area. As previously mentioned, calorimetric calculations are based on the mea-
surement of oxygen consumption. To this purpose, a hood extraction system col-
lects the gases released from combustion. It is thus necessary to assess the
capabilities of WFDS to reproduce the flow induced by the hood extraction sys-
tem of the LSHR within the hood volume. This is a key step in order to ensure
that the simulation results are independent of the features of the numerical repre-
sentation of the LSHR. The grid size is an important numerical parameter that
directly affects the calculation time and the simulation results. It is necessary to
assess the influence of grid resolution on simulation results through a grid sensi-
tivity study.

To that end, the experimental measurements of the airflow velocities within the
hood were compared to the results of several simulations carried out using cubic
cells of different sizes: 10.0, 5.0 and 2.5 cm. The airflow velocity magnitude, the v

Examination of WFDS in Modeling Spreading Fires in a Furniture Calorimeter 1809



velocity component (y-axis, Figure 2a) and w velocity component (z-axis, Fig-
ure 2a) of the simulated flow were recorded at different points in the computa-
tional domain corresponding to the same positions where experimental
measurements were performed. The values recorded were instantaneous values
which were then averaged over a 300 s period. In order to allow the numerical
flow to reach a quasi-stationary regime within the hood the reading of the velocity
values started 60 s after the beginning of the simulation.

The results obtained at the center of the bench for velocity magnitude are pre-
sented in Figure 4. In order to facilitate the reading of the results in this figure,
only the standard deviations (std) associated to the hotwire anemometer measure-
ments are illustrated. As it can be observed from 0.2 m up to 0.8 m there are no
significant differences between the numerical results due to the grid size used.
From 0.8 m up to 1.5 m differences between simulated velocities are getting larger,
especially for the case of 10 cm grid size. It is thus clear that a grid resolution of
10 cm is not adequate to capture the flow dynamics in this area where the flow is
more disturbed by the hood. Correspondingly a grid resolution of 5 cm seems a
good compromise solution between calculation time and precision to simulate the
airflow. But it is still necessary to verify that these values are in accordance with
the measured ones. In this regard, if experimental measurements and predicted
velocity magnitude values are compared, the same tendency can be observed from
0.2 m up to 0.8 m, but the values significantly differ. The average difference is
about 0.14 m/s. From 0.8 m up to 1.5 m the values of the predicted velocity mag-
nitude obtained for the grid resolutions of 2.5 cm and 5.0 cm are in agreement
with the measured velocity values if the associated standard deviation is consid-
ered.

Figure 5 presents the v and w velocity components obtained for a grid resolu-
tion of 2.5 cm which have been plotted together with the experimental results.

Figure 4. Time averaged simulated velocity magnitude and mea-
sured velocity along the vertical centerline in the hood versus height
at position C.
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These results show how velocities measured with the hotwire anemometer follow
the trend of the prevailing simulated velocity component, v or w, with a turning
point in the flow occurring at a height of approximately 0.8 m. Below 0.8 m the
flow is parallel to the bench surface due to the suction effect induced by the hood.
In this region the predominant velocity components are u (x-axis, Figure 2a) and
v. Since the probe sensor was placed along the symmetry axis of the bench (x-axis,
Figure 2a) and considering its characteristics, the anemometer mainly captures the
velocity component v, as predicted by the model. As height increases, the flow
becomes perpendicular to the suction intake, and thus the main velocity compo-
nent is w, which is also consistent with the model predictions. From these results
it can be concluded that for grid sizes up to 5 cm WFDS reproduces fairly well
the flow velocities within the hood. The same conclusions can be derived from the
comparison of the numerical simulations and the airflow measurements at point A
(not shown).

Figure 5. Time averaged simulated velocity components, simulated
velocity magnitude and measured velocity along the vertical center-
line in the hood versus height at position C.

Table 4
Characteristic Length Scales and the Associated Grid Cell Sizes

Experimental case dR (m) dxb;dR=3 (m) dxb;dR=5 (m) zc;line (m) dxg;zcmin(m) dxg;zcmax (m)

1_0 0.041 0.014 0.008 0.111 0.007 0.028

2_0 0.043 0.014 0.009 0.184 0.012 0.046

3_0 0.038 0.013 0.008 0.241 0.015 0.060

1_20 0.040 0.013 0.008 0.159 0.010 0.040

2_20 0.043 0.014 0.009 0.230 0.014 0.058

3_20 0.044 0.015 0.009 0.284 0.018 0.071
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4.2. Reacting Flow and Radiation Heat Transfer Within the Fuel Bed

This analysis was devoted to the determination of the sensitivity of the simulation
results to grid resolution for the fire spread in the conditions of this study. Thus,
different grid cell sizes were implemented for the simulation of the spreading fires
within the LSHR in order to study the effect of grid size on the numerical HRR.
The appropriate grid size depends on the characteristic length scales of the phe-
nomena controlling fire spread. In order to obtain an initial estimate of the range
of suitable values for this simulation, two different characteristic length scales
were considered the first for the fuel bed and the second for the reacting flow. In
plume-dominated fires, which are governed by radiation, the extinction length (dR)
characterizing the absorption of radiation by vegetation has been identified in the
literature [1] as the governing length scale in the vegetation fuel bed. dR can be
obtained from the volume fraction of the solid-phase (ae) and the surface-to-vol-
ume ratio of fuel particles (re) as detailed below.

dR ¼ 4

aere
ð20Þ

The grid cell size used in the fuel bed (dxb) has to be lower than dR. In this
regard, Mell et al. [8] propose to used at most a grid cell size three times lower
than dR (dxb;dR=3, Table 4), whereas Morvan and Dupuy [22] propose to use a grid

cell size five times lower than dR (dxb;dR=5, Table 4).

Correspondingly, for flow field in buoyant plumes from pool fires McGrattan
et al. [14] propose a length scale characterizing the diameter of the pool fire, zc,
defined by means of the heat release rate of the fire ( _q) as follows:

zc ¼
_q

qacp;aTa
ffiffiffi
g

p
� �2=5

ð21Þ

where qa, cp, Ta are respectively the density, specific heat and temperature of
ambient air, and g is the standard gravity. In the experiments of this work, fire
spreads forming a fire front line. The characteristic length scale for a line plume is
given by [33]:

zc;line ¼
_q
0

qacp;aTa
ffiffiffi
g

p
� �2=3

ð22Þ

where _q
0
corresponds to the fire line intensity, i.e. the energy release rate per unit

length of the fire.
Mc Grattan et al. [14] suggest that the ratio between zc and the grid cell size in

the gas-phase (dxg) has to range between 4 and 16. This criterion has been used to
compute correspondingly dxg;zcmax and dxg;zcmin using zc,line instead of zc.

Table 4 presents the obtained values of dR and zc;line for each experimental case,
as well as, the subsequent grid sizes for the fuel bed (dxb;dR=3, dxb;dR=5) and the
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reacting flow (dxg;zcmin, dxg;zcmax). It is important to note that the zc,line calculation

has been based on the mean HRR during the stationary phase. For no-slope fires,
since the fire front remained quasi-linear the fire line intensity is equivalent to the
HRR. For up-slope fires, fire line intensity was determined by dividing the HRR
by the fire front length during the stationary phase. Fire front length was
obtained from image processing (for more details see [13]).

As it can be observed, according to the extinction length scale the grid cell sizes
used within the fuel bed must be lower than 1.5 cm, or better, lower than 0.9 cm.
Since dR depends on the fuel bed and particle characteristics and the volume frac-
tion of the fuel bed is almost constant varying from 0.030 to 0.034, there are no
significant differences between the experimental cases. On the contrary, since the
grid cell size for the reacting flow derived from zc,line depends on the fire line
intensity which was computed from the HRR, it greatly varied between experi-
mental cases. The lower the fire line intensity the finer the necessary grid size.

Since for the same fuel load, no-slope cases present lower fire line intensity val-
ues than up-slope cases, only no-slope cases were considered in this analysis.
Moreover, the same grid cell size for the combustion area (fuel bed and gas-
phase) was considered given that the values obtained by computing dxb;dR=3 and

dxg;zcmin were similar excepting for the case 1_0 where dxg;zcmin was closer to

dxb;dR=5. Thus, for the numerical cases n1_0, n2_0 and n3_0 simulations were run

with cubic cells of 3.0, 2.0, 1.5 and 1.0 cm size in the combustion area, in accor-
dance with the grid sizes computed (Table 4) and the features of the computa-
tional resources. For computational time saving reasons coarser meshes were used
far from the combustion area, except for the simulations run with a grid cell size
of 3.0 cm. The grid cell size in these regions of the domain doubled the grid cell
size in the combustion area, being consistent with the grid cell size value previ-
ously obtained to capture the flow dynamics within the hood (up to 5 cm).

Figure 6. WFDS HRR for different grid sizes (dx) case n1_0 (0.6 kg/
m2 no-slope).
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Figures 6, 7 and 8 show respectively the numerical total HRR (gases and char,
see Sect. 5.2) for the cases n1_0, n2_0 and n3_0. It is worth noting that in the case
n1_0, the results obtained by using a grid cell size of 3.0 cm have not been plotted
in Figure 6 in order to facilitate the visualization of the results obtained with the
other grid resolutions. According to the results presented in Figure 6 for the case
n1_0 it would be necessary to run simulations with grid resolutions lower than
1 cm to be sure that no significant modifications of HRR are observed for finer
grid resolutions. However, reducing the grid size beyond 1 cm is computationally
too expensive. This result was expected given the estimates of the necessary grid
cell size (Table 4). On the contrary, for the cases n2_0 and n3_0 it can be observed

Figure 7. WFDS HRR for different grid sizes (dx) case n2_0 (0.9 kg/
m2 no-slope).

Figure 8. WFDS HRR for different grid sizes (dx) case n3_0 (1.2 kg/
m2 no-slope).
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that the HRR curves tend to converge progressively as the grid resolution decrea-
ses. In both cases, slight differences on HRR between results obtained for grid res-
olutions of 1.5 cm and 1.0 cm can be explained by differences on the mesh
configuration precisely due to the grid size. Thus, in the conditions of this study
dxg;zcmin provides the best estimate of the grid size that allows non-grid dependent

solutions. For the comparison of the experimental and numerical HRR a grid cell
size of 1 cm was used for all the cases, even if greater values could have been used
in certain cases according to these results.

5. HRR Results

5.1. Experimental HRR

In this section, experimental results of HRR are briefly presented to facilitate the
subsequent analysis and comparison with the numerical results. As already speci-
fied, the instantaneous measures of HRR by OCC correspond both to the contri-
bution of flaming combustion and char oxidation. After the ignition, the flame
front develops and starts spreading across the fuel bed followed by a trailing
smoldering/glowing front (i.e. surface just behind the fire front burning through
heterogeneous reactions). The shape of both flaming and smoldering/glowing
fronts is influenced by the effect of the slope which plays an important role in fire
behavior. The instantaneous amount of fuel burning, and thus the derived HRR,
depends on the shape and area covered by these fronts.

5.1.1. No-Slope Cases No-slope fires burnt at an almost constant rate of spread
depending on the fuel load. The fire front exhibited a nearly linear shape, and it
was followed by a smoldering/glowing front covering an almost constant surface
area all along the duration of fire spread (Figure 9).

Figure 10 presents the instantaneous HRR measured obtained by averaging the
replications of each experimental case. For each case, different stages can be

Figure 9. Image of a no-slope experimental test.
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clearly identified, the ignition distinguished by the rapid increase of HRR, a
steady-state phase where HRR is almost constant and finally the extinction phase
characterized by a gradual decrease of HRR.

Figure 10. HRR versus time for no-slope experimental cases (mean
values of the tests replicates).

Figure 11. Image of an up-slope test.
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5.1.2. Up-Slope Cases The flame front of up-slope fires was not linear. As the fire
develops, the fire front distorts since it spreads faster at the center than at the
edges, getting thus an inverted-V shape (Figure 11). This distortion is intensified
by increasing the fuel load. As flame front advances, the surface covered by the
glowing/smoldering front increases because the combustion in the solid-phase is
slower than the flaming combustion at the head of the fire perimeter. The glow-
ing/smoldering front shape is thus modified in comparison with no-slope fires, and
the area covered increases over time. Accordingly HRR increases over time until
it reaches a stationary phase, whose duration strongly decreases with fuel load as
illustrated in Figure 12. Moreover, the duration of the stationary phase is also
dependant on the fuel moisture content of vegetation, the lower the fuel moisture
content the shorter the stationary phase. As for no-slope cases, different stages
can be clearly identified from the HRR curves, the ignition, then a growing phase
characterized by the fast increase in HRR, a short stationary phase and the
extinction phase where flaming combustion has ended and only char oxidation
persists. As for no-slope fires, during the extinction phase a gradual decrease of
HRR can be observed.

5.2. Numerical HRR

WFDS computes separately the HRR due to the gas-phase reactions and the
HRR due to solid-phase oxidation reactions. Since the instantaneous measures of
HRR obtained by OCC correspond to the contribution of both gas and solid
phase reactions, henceforth the term HRR (or total HRR) refers here to the
energy released by the fire during flaming and glowing/smoldering combustion.
Correspondingly, gas HRR refers to the energy released only due to the gas-phase
reactions and char HRR to the energy released only due to solid-phase oxidation
reactions.

Figure 12. HRR versus time for up-slope experimental cases (mean
values of the tests replicates).
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Figure 13 shows the results of the instantaneous HRR, gas HRR and char
HRR for the numerical case n2_0 which is representative of the results of all the
no-slope cases. As it can be observed, char oxidation starts after the ignition of
the fuel bed, around 12 s later for this particular case, 17 s for the numerical case
n3_0 and 8 s for the numerical case n1_0. These values are in agreement with the
observed residence time of the flame front. The curves of gas HRR and char
HRR follow the same tendency, indicating that the surface involved in combus-
tion processes is almost constant over time which is consistent with the observed
experimental behavior. The contribution of gas HRR to the total HRR during the
steady-state phase accounts for 60%, correspondingly the contribution of char

Figure 13. Numerical HRR, gas HRR and char HRR for the case n2_0.

Figure 14. Numerical HRR, gas HRR and char HRR for the case
n2_20, M = 8%.
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HRR is about 40%. The important contribution of char HRR to the total HRR
can be explained by both the mass of dry fuel which is converted to char and fol-
lows heterogeneous solid-phase reactions; and the highly exothermic character of
these reactions in comparison to the gas-phase combustion reactions.

In the case of up-slope numerical fires, Figure 14 presents the results for the
particular case n2_20. In this case, total HRR, gas HRR and char HRR increase
over time till the extinction phase when subsequently flaming combustion and
char combustion cease. This increase over time implies that the amount of vegeta-
tion involved in combustion processes also increases, as does the surface area cov-
ered by the fire. The shape of the numerical curves of HRR is in agreement with
the experimental observations. The same tendency is observed for the other up-
slope cases.

5.3. Measured and Predicted HRR

Numerical results of HRR (i.e. gas HRR plus char HRR) obtained with the
higher grid resolution, i.e. 1 cm, have been compared to the experimental results
of HRR. A detailed analysis of the results of the experiments carried out includ-
ing HRR among other parameters can be found in [10, 13]. However, concerning
HRR results, only mean and peak HRR values are presented in these publications
as well as some examples of experimental curves. Here, and in order to facilitate
the analysis we have computed the mean value of instantaneous HRR over time
of the different replications for each experimental case as well as the standard
deviation (std). Figure 15a, b show, respectively, the HRR results for all the repli-
cations of the experimental case 1_0 and the mean HRR with the associated stan-
dard deviation. As it can be seen on these figures, the mean HRR curve is not
representative of the large-scale fluctuations observed experimentally. In fact, this
mean value, associated with the corresponding standard deviation, is intended to
represent here the range of the possible values of HRR for a particular experi-
mental case.

(a) (b)

Figure 15. Results for the case 1_0 experiments. (a) Instantaneous
HRR of the different replications (b) Mean HRR with the associated
standard deviation.
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5.3.1. No-Slope Cases Figure 16 shows both the experimental and the simulated
HRR results versus time for each of the three no-slope experimental cases. On the
left side of Figure 16, the mean and standard deviation of the measured HRR are
plotted along with the simulated HRR. On the right side of Figure 16, the single
replicate experiment that best matches the simulated HRR is plotted. In a general
way, numerical HRR during the steady state is in quite good agreement with the
range of the expected values of experimental HRR. This is confirmed by the com-
parison of numerical HRR with the best matching experimental curve of HRR.
Moreover, the duration of the combustion, which is related to the rate of spread
is correctly predicted. A slight increasing trend in the numerical HRR is observed
for all the cases. This trend is also observed experimentally in certain cases, either
when some of the needles at the edge of the fuel bed do not burn completely or
due to the cooling effect of air entrainment at the edge of the fuel bed which pro-
duces a slight deformation of the fire front in this area, increasing the perimeter of
the fire and thus the HRR. Also, a difference can be observed during the extinc-
tion phase where the predicted HRR decreases more rapidly than the experimental
HRR. If the particular case and experimental test presented in Figure 16b are
considered, the difference between the actual amount of energy released during the
experimental extinction phase and the numerical one is lower than 6.5% of the
total amount of energy released during the fire test (test 4 replicate of case 1_0).
Considering this further, Figure 17 illustrates the instantaneous difference between
actual and numerical HRR (DHRR) for this case and the test 4 replicate of case
1_0, where the black area corresponds to the difference in the energy released dur-
ing the extinction phase. If the total energy released by the numerical fire and the
fire test are compared, the absolute difference observed is lower than 18.5%. For
the cases n2_0 and n3_0 and the experimental tests presented in Figure 16d and f
the difference between the actual and the numerical amount of energy released
during the extinction phase in terms of the total amount of energy released during
the fire test are respectively 5.4% and 5.5%. Concerning the absolute difference
between the numerical and the actual total energy released, the values are 18.6%
and 16.7%, respectively. If the difference between numerical and experimental val-
ues is considered only when numerical values fall out of the interval (Mean—std
HRR, Mean + std HRR) of experimental values, then the absolute difference
between numerical and experimental values (mean—std HRR if the model under
predict HRR or mean + std if the model over predict HRR) corresponds to the
8% of the mean total energy released for the case 1_0. The corresponding values
for the cases 2_0 and 3_0 are 11.8% and 6.2%.

HRR is strongly linked to the solid-phase degradation model. Since MLR is the
result of both gas release and char formation and oxidation, it can be considered
as a relevant quantity to compare simulated results and experimental observa-
tions. For this reason, the predicted MLR values have also been considered herein
to give a deeper insight into the capabilities of WFDS to predict fire behavior.
Figure 18 presents the coupled results of HRR and MLR of numerical case n3_0
and the best matching experimental test (test 3 replicate of case 3_0). As observed
in this figure, once the numerical combustion ceases (numerical MLR is equal to
zero), there are still some char oxidation reactions going on in the experimental
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test according to visual observations. During the extinction phase, experimental
MLR values decrease monotonically but with large, short duration, fluctuations.
The largest differences between numerical and experimental MLR in this phase
are about 2 g/s. Since the char oxidation reactions are highly exothermic, underes-
timation of the predicted MLR of 2 g/s can result in an error of about 60 kW in

(a) (b)

(c) (d)

(e) (f)

Figure 16. Experimental and numerical HRR for no-slope cases.
Mean and standard deviation of the measured HRR versus time (left),
and the best matching experimental HRR (right) (a) case n1_0 and
case 1_0 (b) case n1_0 and test 4 replicate of case 1_0, (c) case n2_0
and case 2_0 (d) case n2_0 and test 2 replicate of case 2_0, (e) case
n3_0 and case 3_0 (f) case n3_0 and test 3 replicate of case 3_0.
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the prediction of instantaneous HRR. It is worth noting that at this stage we near
the limit of the load cell measurement capability (1 g/s).

The same behavior during the extinction phase in terms of MLR is also repro-
duced for the rest of numerical cases. In this regard, Figure 19 shows the results
of HRR and MLR of the numerical case n2_0 and the corresponding best match-

Figure 17. Instantaneous differences between experimental HRR
test 4 replicate of case 1_0 and numerical HRR. Black colored area
corresponds to the extinction phase.

Figure 18. HRR and MLR case n3_0, experimental HRR and MLR test
3 replicate of case 3_0 versus time.
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Figure 19. HRR and MLR case n2_0, experimental HRR and MLR test
2 replicate of case 2_0 versus time.

Figure 20. Fire spread during the numerical case n2_0 as rendered
by Smokeview. Unconsumed vegetation can be seen along the side of
the fuel bed.
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ing experimental test (test 2 replicate of case 2_0). Moreover, in this particular
case a different behavior is observed during fire spread with an increasing trend in
HRR at the first stage of fire spread (Figure 16d). This tendency is confirmed by
MLR results, indicating that a lower amount of vegetation is burning in the
numerical case than in the experimental test from the ignition up to 100 s. Indeed,
when analyzing the predicted mass consumption it is found that not all the
numerical vegetation particles burn. The visualization of numerical results by
means of the package Smokeview shows that unburned particles are located at the
edge of the fuel bed (Figure 20). As previously stated, this behavior has also been
observed in other experimental cases.

5.3.2. Up-Slope Cases As for no-slope cases, Figure 21 shows both the experimen-
tal and the simulated HRR results versus time for each of the three 20� up-slope
experimental cases. On the left side of Figure 21, the mean and standard deviation
of the measured HRR are plotted along with the simulated HRR. On the right
side of Figure 21, the single replicate experiment that best matches the simulated
HRR is plotted. For the case n1_20, WFDS reproduces remarkably well the mea-
sured HRR including the extinction phase. The absolute difference between
numerical and experimental values (mean—std HRR if the model under predict
HRR or mean + std if the model over predict HRR, Figure 21a) corresponds to
the 4.6% of the mean total energy released for the case 1_20. When comparing
the predicted values of case n1_20 with the test 3 replicate results (Figure 21b)
then the absolute difference between the predicted and the actual energy released
by the fire is lower than 13.6%. Concerning the case n2_20, the predicted results
are in good agreement with the experimental observations. As illustrated in Fig-
ure 21c), the variability of experimental results is larger in this case than in the
other two up-slope experimental cases. This is due to the fuel moisture content of
vegetation, which significantly varied between the different replication tests. For
this reason, two different values of fuel moisture content were used in the simula-
tions, 5% (Figure 21c and d, Figure22a) and 8% (Figure 22b). As shown in Fig-
ure 22, WFDS correctly predicts the effect of fuel moisture content in HRR for
the values considered in this study. It is worth noting that for the test replicate 1
(Figure 22b) the fuel moisture content was around 9%, and for the test replicate
4, it was 7.5% (Figure 22b). These differences between experimental and numeri-
cal fuel moisture content explain the best agreement between the numerical HRR
and the measured HRR during test replicate 4 in comparison with test replicate 1.
In this regard the absolute difference of the energy released by the numerical fire
and the best matching test replicate is of the order of 19% no matter what fuel
moisture content is considered.

For these two up-slope cases n1_20 and n2_20, MLR predictions are also in
good agreement with the measured values as illustrated in Figure 23 for the case
n2_20 (M = 8%). As previously observed for no-slope cases, the major differ-
ences observed between numerical and experimental MLR during the extinction
phase are lower than 2 g/s.

Regarding the results for the up-slope case n3_20 (Figure 21e and f), the pre-
dicted HRR increases monotonically to reach a peak value close to 500 kW,
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whereas experimental HRR during the steady state is around 350 kW. Moreover,
important differences are also observed during the extinction phase. Figure 24
shows the predicted HRR and MLR as well as the corresponding experimental
results for the test 2 replicate of case 3_20. As it can be observed, numerical MLR
follows the same trend as HRR. Indeed, numerical fire spreads faster than the

(a) (b)

(c) (d)

(e) (f)

Figure 21. Experimental and numerical HRR for 20� up-slope cases.
Mean and standard deviation of the measured HRR versus time (left),
and the best matching experimental HRR (right) (a) case n1_20 and
case 1_20 (b) case n1_20 and test 3 replicate of case 1_20, (c) case
n2_20 (M = 5%) and case 2_20 (d) case n2_20 (M = 5%) and test 2
replicate of case 2_20, (e) case n3_20 and case 3_20 (f) case n3_20
and test 2 replicate of case 3_20.
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experimental fire, so the flaming front reaches the end of the experimental bench
earlier of what is expected. As a result, the surface just behind the fire front
involving solid-phase reactions is larger than in experimental fires, as well as the
amount of vegetation instantaneously burning. Figure 25 presents the predicted
HRR (total) and the corresponding gas HRR and char HRR. Concerning the
HRR of the gas-phase reactions (WFDS gas HRR), a change in the slope of the
curve is observed around 100 s. This instant coincides with the moment when the
flames get in contact with the hood, according to the visualization of the numeri-

(a) (b)

Figure 22. HRR results case n2_20 (0.9 kg/m2 – 20� slope) for dif-
ferent fuel moisture contents. (a) Numerical HRR and the two best
experimental HRR matching M = 5%. (b) Numerical HRR and the two
best experimental HRR matching M = 8%.

Figure 23. HRR and MLR case n2_20 M = 8%, experimental HRR and
MLR test 4 replicate of case 2_20 versus time.
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cal results by means of the package Smokeview. In fact, due to the size of the
flames and the inclination of the bench, the flames impact the hood surface as
also observed during the experiments. If the actual numerical radiative fraction is
calculated as the ratio between the predicted integration of radiative HRR over
the entire simulation domain (corresponding to Q_RADI output quantity of the
model [14]) and the predicted HRR, an increasing tendency can be observed start-
ing from 100 s after the ignition (Figure 26). This can result from the warning up
of the surface of the hood inducing to numerical errors in the transport of the
radiation. It is worth noting that for all the other cases the computed radiative
fraction reaches a stationary value which is consistent with the input value. Con-
cerning the HRR due to solid-phase combustion (WFDS HRR char in Figure 25),
a change in the slope of the curve is observed 150 s after the ignition. At this
moment, according to the visualization of the results with Smokeview, the flames
front has already reached the end of the bench and flames start to extinguish
intermittently while another char oxidation front appears at the end of the bench
advancing backwards. This front is responsible for the sudden increase in the char
HRR. Even if during the experiments we observed a similar behavior, the char
oxidation was much slower. In order to study the effect of the numerical represen-
tation of the interaction between the flames and the hood on the predictions of
HRR, a simulation was run for this case without the hood. The results show that
the actual numerical radiative fraction it is almost constant (Figure 27). Moreover
both gas and char HRR curves increase monotonically, however, during the
extinction phase HRR decreases as rapidly as when the hood is present (not
shown).

Figure 24. HRR and MLR case n3_20, experimental HRR and MLR
test 2 replicate of case 3_20 versus time.
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WFDS has predicted fairly well the instantaneous HRR for all the studied cases
excepted for the case 3_20. The main divergences have been observed during the
extinction phase. The study of the MLR has shown that WFDS underpredicts the
MLR during the char oxidation after the flameout. Even if the differences between
predicted and observed MLR are small (about 2 g/s) the char oxidation reactions
are highly exothermic producing observable differences in HRR. Houssami et al.
[23] used a very similar solid-phase degradation model to simulate laboratory
experiments carried out with porous pine needles beds in a FPA apparatus using
samples between 6.4 g and 15 g. They observed according to the predicted results

Figure 25. Predicted HRR (gas + char), gas HRR and char HRR for the
case n3_20.

Figure 26. Computed radiative fraction for the case n3_20.
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that char oxidation rate was not sustained after flame out and concluded that a
single step model does not able to represent the studied phenomenon.

6. Conclusions

For the first time WFDS including an Arrhenius type model for the solid-phase
thermal degradation has been tested against instantaneous measurements of HRR
by oxygen consumption calorimetry for no-slope and up-slope spreading fires at
laboratory scale. In the first part of this work we have studied the accuracy of
WFDS to represent the flow within the hood of the experimental device. Results
have shown a good agreement between measured and simulated velocity profiles
at different positions within the hood for grid resolutions lower than 5 cm. More-
over, a grid sensitivity analysis for reacting flows as well as the radiation heat
transfer within in the fuel bed has been conducted in order to assess the grid reso-
lution’s influence on the outputs of the model. A grid resolution of 1 cm seems to
be adequate for almost all the cases. A criterion based on the characteristic length
scale of a fire line that gives the best estimate of the appropriate grid size cell in
the combustion area has been identified. In the second part of this work, simu-
lated and experimental instantaneous HRR have been compared. For no-slope
cases, numerical HRR values are in reasonably good agreement with the range of
experimental HRR data during the ignition phase and the steady-state of fire
propagation. Moreover, WFDS correctly reproduces the duration of the flaming
combustion phase, which is directly tied to the fire rate of spread. Concerning the
extinction phase, char oxidation is faster for the simulated fires than for the exper-
imental fires resulting in a more rapid decrease of HRR after the flameout. The
analysis of MLR has shown that during the extinction phase, the predicted MLR

Figure 27. Computed radiative fraction for the case n3_20 without
the hood.
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is underestimated. In the worst case, the observed difference between the actual
and the predicted MLR is about 2 g/s. For up-slope cases, instantaneous HRR
and MLR predictions of WFDS are in good agreement with experimental data for
the cases 1_20 and 2_20. However, for the higher fuel load corresponding to the
experimental case 3_20, the interaction between the flames and the hood is
responsible for a higher rate spread for the numerical fire than observed in the
experimental tests. As a result, the predicted instantaneous HRR reaches a peak
value which is higher than the HRR measured. As for no-slope cases, char oxida-
tion is faster for simulated fires than for experimental tests, especially in the case
n3_20. WFDS has also proved to correctly predict the effect of fuel moisture con-
tent on the HRR, for values ranging between 3% and 8%. Future work will be
focused on improving the char oxidation model. In addition, WFDS will be tested
in other experimental conditions and against other important parameters for fire
behavior characterization such as radiant heat flux and smoke.
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