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Abstract Many important decisions are made under stress and they often involve

risky alternatives. There has been ample evidence that stress influences decision

making, but still very little is known about whether individual attitudes to risk

change with exposure to acute stress. To directly evaluate the causal effect of

psychosocial stress on risk attitudes, we adopt an experimental approach in which

we randomly expose participants to a stressor in the form of a standard laboratory

stress-induction procedure: the Trier Social Stress Test for Groups. Risk preferences

are elicited using a multiple price list format that has been previously shown to

predict risk-oriented behavior out of the laboratory. Using three different measures

(salivary cortisol levels, heart rate and multidimensional mood questionnaire

scores), we show that stress was successfully induced on the treatment group. Our

main result is that for men, the exposure to a stressor (intention-to-treat effect, ITT)

and the exogenously induced psychosocial stress (the average treatment effect on

the treated, ATT) significantly increase risk aversion when controlling for their

personal characteristics. The estimated treatment difference in certainty equivalents
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is equivalent to 69 % (ITT) and 89 % (ATT) of the gender-difference in the control

group. The effect on women goes in the same direction, but is weaker and

insignificant.

Keywords Risk preferences � Risk aversion � Stress � Laboratory stressor � Trier
social stress test � Cortisol

JEL Classification C91 � D03 � D81 � D87

1 Introduction

In recent decades, stress has become an integral part of society. Daily decision

making in many professions involves risky choices under severe pressure or even

stress, such as trading stocks, diagnosing patients in emergency rooms, or

controlling air-traffic. Stress is an instinctive psychological, physiological and

behavioral reaction to perceived threats and as such it cannot be controlled by

human will (Goldstein and McEwen 2002). Most people have to face stressful

situations with risky choices throughout their lives, for instance university exams,

job-interviews, asking for promotions, or starting their own businesses. The choices

made in these situations are crucial determinants of economic outcomes and

therefore we consider it important to understand whether they might be affected by

stress.

In the context of developing countries, poverty remains one of the most pressing

global issues, with 836 million people still living on less than $1.25 a day (United

Nations 2015). Recently it has been argued that poverty causes stress and a negative

emotional state which can play an important role in the perpetuation of poverty by

increasing risk-aversion and lowering patience (Haushofer and Fehr 2014). Risk

preferences are relevant for the housing, investment, schooling, and occupational

decisions of the poor. Higher risk-aversion could lead to choices that make it hard to

escape poverty, thus creating a feedback loop. Poverty is indeed found to be

correlated with higher risk-aversion (Yesuf and Bluffstone 2009; Guiso and Paiella

2008) and the first part of the proposed relationship—poverty causes stress—has

been well established (Haushofer and Fehr 2014; Haushofer and Shapiro 2013;

Chemin et al. 2013). Still, much less is known about the causal relationship between

stress and risk preferences, a question that we examine in this paper.

Moreover, risk preferences are incorporated in major economic theories in fields

ranging from finance, labor economics, the economics of innovation to development

economics. These theories typically assume the stability of risk preferences, which

in turn allows for an elegant solution to the proposed models. However, increasingly

more evidence shows that this assumption may not always hold: risk preferences

may temporarily fluctuate (Guiso et al. 2013; Cohn et al. 2015), can be affected by

the direct administration of cortisol (Kandasamy et al. 2014), and emotions

(Nguyen and Noussair 2014). We contribute to this literature by studying the

stability of risk preferences with respect to stress.
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Behavioral changes under stress have been studied extensively in the psycho-

logical literature, mainly looking at the effects of stress on memory and

performance, but also on various other aspects of decision making (see review in

Starcke and Brand 2012). However, due to the methodological limitations of

previously published studies, only little is known about the effect of stress on risk

preferences. Our study differs from the previous literature by (i) using an efficient

stressor and a risk task that is (ii) easy to understand and (iii) involves neither

feedback processing nor learning which itself may be affected by stress (Petzold

et al. 2010).

In this paper, we identify the causal effect of psychosocial stress on risk

preferences using a laboratory experiment with 151 subjects, who are randomly

assigned to a stress treatment or a control group. Our stress-inducing procedure, the

Trier Social Stress Test (Kirschbaum et al. 1993) in the group modification (TSST-

G, von Dawans et al. 2011), is well-established in the literature and has been shown

to be one of the most efficient laboratory stressors in terms of physiological as well

as psychological reactions (Dickerson and Kemeny 2004). We use three different

measures to validate the efficiency of the TSST-G procedure: two physiological

(salivary cortisol concentration and heart-rate) and one psychological (multi-

dimensional mood questionnaire scores, MDMQ, Steyer et al. 1997). To elicit risk-

preferences we use the task of Dohmen et al. (2010), which is easily comprehen-

sible to subjects, is incentive compatible and has been shown to predict risk-taking

behavior outside of the laboratory in 30 countries (Vieider et al. 2014).

In addition, we measure the ‘‘Big-Five’’ personality traits (Costa and McCrae

1992; Goldberg et al. 2006) that are one of the most enduring and popular models of

personality and include them in our analysis. We do so because recent laboratory

experiments have shown that personality plays an important role in the explanation

of individual risk-attitudes, potentially through the mediation of emotions that may

be connected to stress; and because personality may reflect generally stable patterns

in behavior, motivation and cognition (Capra et al. 2013; Deck et al. 2010, 2012).

We were successful in inducing stress using the TSST-G procedure. All three

measures of stress responded in the expected direction: compared to the reaction of

the control group, the cortisol levels and heart-rates of the treatment group increased

and their reported mood shifted towards the bad and nervous poles. On an individual

level, when we focus on the increase of salivary cortisol as an indicator of stress, we

show that the compliance rate i.e. the correct physiological response to either the

TSST-G stress or control procedure is 78 %.

Our main result is that acute psychosocial stress increases risk aversion in men,

when controlling for personal characteristics. Risk preferences are measured using

elicited certainty equivalents. Since not all subjects exposed to the stress-inducing

procedure were actually stressed and vice-versa, we need to face the problem of

imperfect compliance. Therefore in the analysis we distinguish between the

intention-to-treat effects (ITT—effect of random exposure to the stressor on risk

preferences) and the average treatment effect on treated (ATT, effect of being

stressed on risk preferences). The ATT effect is estimated using a two-stage

instrumental variable regression, with random exposure to the stressor used as an

instrument for the physiological state of stress. For men, the ITT and ATT effects of
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stress on elicited certainty equivalent are significant at 10 and 5 % level,

respectively, when controlling for age and ‘‘Big-5’’ personality traits, showing that

stress increases risk-aversion. The corresponding effect size is equivalent to 69 %

(ITT) and 89 % (ATT) of the estimated gender difference in the control group. The

effect on women goes in the same direction, but is insignificant.

2 Methodology

2.1 Measurement of risk preferences

Risk preferences were elicited using a simple task similar to the one in Dohmen

et al. (2010), where participants repeatedly chose between a lottery and different

safe payments. Subjects had to fill in a table of 10 rows, where in each row the

lottery stayed the same paying either 4000 ECU or 0 ECU with 50 % probability

each, but the safe payment gradually increased from 0 ECU by increments of 300

ECU up to 2700 ECU. Detailed instructions and a screenshot of the decision-making

task can be found in the Online Appendix. Subjects knew that one row would be

randomly determined for payment and that they would be paid according to their

choices in that row. We allowed for inconsistent behavior; subjects filled in all 10

rows and were not in any way guided to a single switching point. The risk task was

programmed in and conducted with the software Z-TREE (Fischbacher 2007).

If the individual’s behavior is consistent, then the row where the subject switches

preferences indicates the individual certainty equivalent, i.e. the safe amount which

makes the individual indifferent to choosing or not choosing the lottery. For the

descriptive statistics, the individual certainty equivalent is determined as the central

point of the switching interval. For interval regressions, the certainty equivalent is

specified as lying in the interval between the two safe amounts where the switch

occurred.1 As the expected value of the lottery is 2000 ECU, risk neutral subjects

should start by preferring the lottery up to the safe amount equal to 1800 ECU (row

7) and then switch to preferring the safe amounts. Risk-averse subjects may switch

to preferring safe amounts earlier, with the switching row depending on their degree

of risk-aversion (the more risk-averse they are, the earlier they switch). Only risk-

loving subjects should choose lottery for the safe amounts greater than or equal to

2100 ECU.

2.2 Trier social stress test for groups

Stress was induced by a standard validated stress procedure the Trier Social Stress

Test for Groups (von Dawans et al. 2011) which is a modified version of an

individual TSST originally developed in Kirschbaum et al. (1993). The TSST-G

provides a combination of a social-evaluative threat and uncontrollable elements,

1 For example, if the participant preferred the lottery up to row 6 (safe amount = 1500 ECU) and

switched to preferring the safe amount starting in row 7 (safe amount = 1800 ECU), 1650 ECU is taken

as the certainty equivalent. For the interval regression, the certainty equivalent is defined as lying between

1500 and 1800 ECU.
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which are the key attributes of an efficient psychosocial stressor (Dickerson and

Kemeny 2004). Specifically, the TSST-G treatment (i.e. stress-inducing) protocol

consists of two parts—a public speaking task and a mental arithmetic task that are

performed in front of an evaluation committee. The control group faces cognitively

similar tasks but with no stressful aspects present.

In our case, during the public speaking task each participant was asked to

perform her best at a fictive job interview for 2 min. In the second part during the

mental arithmetic task participants were asked to serially subtract 17 from a high

number (e.g. 4878) for 2 min. Participants were called one by one in random order,

were separated by cardboard barriers and wore headphones so that they would not

see or hear the other participants. The two committee members wore white

laboratory coats and had two video cameras at their sides that recorded the

performance of the participants. The committee was trained not to give any

feedback on the subjects’ performance, neither verbally or physically.

The full TSST-G control protocol was applied to the control group, which

mirrors the activities of the treatment protocol but omits the stressful aspects of the

situation. Participants also went through a public speaking task where they were

asked to read a text out loud and then were given a simple mental arithmetic task,

i.e. to count by multiples of a small number, e.g. 5–10–15 and so on. There was a

committee present in the room, but they were not evaluating the performance of

participants, did not wear white lab coats and were asked to act naturally. There

were no cameras in the room and the participants did not have the headphones on.

To conform to the standards of experimental economics, we modified the TSST-

G original protocol so that it did not contain any deception or false information.

These modifications concerned mainly the information given to the participants in

the treatment condition; they were not told that the panel members were trained in

behavioral analysis, and we did not tell them that the video recordings would later

be analyzed.2

2.3 Measurement of stress response

To measure individual stress response, we combine two physiological measures,

salivary cortisol concentration and heart rate, and one psychological measure of

stress reaction.

First, cortisol is the final hormone of the major endocrine stress axis of the human

body (hypothalamic-pituitary-adrenal axis, Dedovic et al. 2009) and Foley and

Kirschbaum (2010) show that it is highly predictive of psychosocial stress, while

being the most commonly used measure of stress in general. Cortisol concentration

peaks in the interval approximately 20–40 min after the onset of the stressor

(Dickerson and Kemeny 2004). Saliva sample 1 was collected right before the

TSST-G procedure, sample 2 was collected right after the stress procedure, and

sample 3 was gathered before the risk-preferences protocol, approximately 15 min

after the cessation of the stressor. We decided to use three samples in order to be

2 The detailed treatment and control instructions and protocol scripts are provided in the Electronic

supplementary material.
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able to show that (i) the groups did not differ in the cortisol levels before the TSST-

G protocol, (ii) the TSST-G administration was successful and (iii) the reaction

lasted as in the comparable experiments.3

Second, as shown in Kirschbaum et al. (1993), heart rate increases are correlated

with endured psychosocial stress and can be used as a proxy for the immediate

reaction of the sympathetic nervous system. The heart-rate of participants was

measured with standard heart-rate monitors.4 The individual difference between the

average heart-rate during the TSST-G procedure and the average baseline level can

be used as one measure of the induced stress.

Third, Multidimensional Mood Questionnaire (MDMQ, Steyer et al. 1997) was

used to assess the effects of the TSST-G procedure on the mood of the participants.5

Mood is measured in three dimensions: good-bad, awake-tired, and calm-nervous.

The MDMQ questionnaire has two parts. In our case, participants filled in one part

of the MDMQ right before the TSST-G procedure and the other part right after the

TSST-G procedure, where the order of the two parts was randomized across

sessions. Based on previous literature, we expected that the stress response would be

associated with scores closer to the ‘‘bad’’ and ‘‘nervous’’ poles of the respective

dimension (Allen et al. 2014).

2.4 Measurement of personality traits

Apart from basic observable characteristics, such as gender or age, personality traits

can also explain individual differences in risk attitudes (Borghans et al. 2008;

Heckman 2011). Becker et al. (2012) find that economic preferences and

personality traits are not substitute, but rather complementary concepts for

explaining economic choices. To capture the personality profile of participants,

we used a battery of 50 questions from the International Personality Item Pool to

construct the ‘‘Big Five’’ factors that are openness to experience, conscientiousness,

extraversion, agreeableness and neuroticism (Goldberg et al. 2006). The ‘‘Big Five’’

factors are the most commonly used measure of personality traits, where each factor

represents a summary of a large number of specific personality characteristics

(Costa and McCrae 1992).

3 Saliva samples were collected using a standard sampling device Salivette. The samples were frozen to

�20 �C after each experimental session and the salivary cortisol concentration was analyzed by the

laboratory of the Biopsychology department at TU Dresden and by the Department of the Clinical

Biochemistry at the Military Hospital in Prague. Prior to the experiment we conducted a separate pilot

session where only the TSST-G procedure was administered and five saliva samples were collected and

analyzed. The dynamics of the cortisol elevation in the pilot session followed the trajectory common in

the literature (e.g. in von Dawans et al. 2011) including the recovery phase and therefore we assume the

same trajectory in our subjects. Moreover, cortisol levels show a short-term pulsatility and therefore only

one post-stress sample is insufficient to prove the increase in cortisol levels (Young et al. 2004).
4 The types used are Polar RS400 and Polar S725X which are composed of a wireless chest transmitter

and a wrist monitor. The recording precision was 1 s (Polar RS400) or 5 s (Polar S725X).
5 An English version of the MDMQ was used. Available at:http://www.metheval.uni-jena.de/mdbf.php.
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2.5 Experimental procedure

The experiment was run at the Laboratory of Experimental Economics in Prague in

two batches: the first six sessions were run in May/June 2012 and the additional five

in November 2014. All the procedures were identical so we pooled the results. Each

session included treatment and control group with 7 subjects in each.6 All of the

sessions were conducted between 4:30 PM and 7:00 PM to control for the impact of

the circadian variability in cortisol levels. Each session lasted on average a little less

than two and a half hours. The average payment was 500 CZK (about EUR 20),

including the fixed show-up fee of 150 CZK (about EUR 6). Throughout the

experiment, all payoffs were denominated in experimental currency units (ECU),

with the conversion rate was set to 32 ECU = 1 CZK. The whole experiment was

run in English, which is the standard working language in this laboratory. No

communication among the participants was allowed. The study was approved by the

Internal Review Board of the Laboratory of Experimental Economics.

Subjects were recruited via the on-line recruitment-system ORSEE (Greiner

2004). In addition to standard invitation, subjects were informed in the recruitment

e-mail that through-out the experiment, the physiological responses of their bodies

would be measured using standard procedures. For this reason, they were instructed

to abstain from heavy food, nicotine intake and strenuous exercise at least 2 h prior

to the experiment. No further specification regarding the content of the experiment

was given, in order to avoid self-selection.

Before the start of the experiment, the participants filled in a screening

questionnaire in order to find out if there were any circumstances that would

interfere with the cortisol measurement. Before entering the laboratory, subjects

were randomly assigned into either the control or treatment group. We made sure

that women taking oral contraceptives were evenly distributed across the two

groups.

The timeline of the experiment is summarized in Fig. 1. The instructions

explaining the general procedure of the experiment were read aloud first and

subjects were then asked to sign an informed consent form. In the consent form and

through-out the experiment, the TSST-G protocol was referred to as a ‘‘challenge

task’’. It was emphasized in the consent form that subjects could leave at any point

of the experiment, still receiving their show-up fee.

The heart-rate monitors were attached and subjects were asked to fill-out a

questionnaire to measure their personality traits. They were then given instructions

on a task studying Bayesian updating and completed two trial and five real rounds of

this task (results from this task are not reported in this paper).7 Next, the first saliva

samples were collected and participants filled in the first part of the MDMQ

questionnaire.

6 For session 1 only 11 participants arrived.
7 See Online Appendix for details about the design of the Bayesian updating task. This task does not

confound the results in this paper as subjects learned about their payment from the Bayesian updating task

only at the end of the experiment. Even though subjects’ expected earnings may still matter, we do not

consider this as issue as the TSST-G treatment group actually earned slightly more money in the Bayesian

task compared to the control group, but the difference is not significant.
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Afterwards, instructions to either the TSST-G stress-inducing treatment or TSST-

G stress-free control procedure were distributed, describing the tasks that would

follow. Subjects in the treatment group were informed that they would be evaluated

in public and recorded on video. Subjects read the instructions quietly and had

5 min for preparation. Then the groups were taken to two separate rooms where

they completed the TSST-G treatment or control procedure, which lasted about

30 min. When finished, the participants arrived back in the laboratory, gave the

second sample of their saliva, filled in the second part of the MDMQ questionnaire

and continued in the task aimed at Bayesian updating for the following 15 min.

Afterwards, the third saliva sample was collected and the risk-preferences task was

run, which did not last more than 5 min. Then the payments for the whole

experiment were revealed, subjects were asked to fill-out a questionnaire regarding

their personal characteristics, returned the heart-rate monitors and were paid. After

the participants from the control group had left, a thorough debriefing about the

TSST-G treatment procedure was conducted.

2.6 Sample

In total 70 female (mean age 22.2, SD = 2.0 years) and 81 male subjects (mean age

22.8, SD = 3.1 years) took part in the experiment. Participants were mostly students

of economics or related disciplines (73.5 %). The participants had not participated

in a TSST-G-related study before. With one exception the participants were all

Fig. 1 Timeline of the experiment
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normal body-weight and 26 women indicated taking oral contraceptives.8 From the

end-questionnaire, we confirm that all subjects were unfamiliar with the stress-

inducing procedure and they mostly did not know other participants. We repeat that

they were required to sign an informed consent form, which emphasized an option

to leave at any point of the experiment.9 Out of the 151 participants, none decided to

leave, but five were dropped from the analysis due to inconsistent answers in the

risk-preferences task (see below), so we were left with 71 observations in the

treatment group (39 men and 32 women) and 75 observations in the control group

(41 men and 34 women).

Descriptive statistics of the sample with respect to our main control variables are

presented in the Online Appendix Table 4. Our treatment and control groups are

balanced regarding gender and age. The sample of men is balanced for all observed

characteristics except for the ‘‘Big-5’’ personality trait Neuroticism, while for

women we saw an imbalance in Extraversion. To make sure potential imbalances in

personality traits do not influence our results regarding the effect of the exposure to

the stressor on risk preferences, we control for the ‘‘Big-5’’ personality traits in the

following analysis.

3 Results

3.1 Stress response

First, we show that our external manipulation was successful: stress was induced in

the participants in the TSST-G treatment procedure but not in the participants in the

control procedure.

The dynamics of our primary measure of stress, the cortisol reaction, are

presented in Fig. 2. As a response to the TSST-G procedure, salivary cortisol levels

significantly increased for the treatment group, but remained stable over time for the

control group. The average maximum cortisol response, calculated as the maximum

difference between the baseline sample (sample 1) and samples taken after the

stress-inducing procedure (sample 2 or 3), was an increase of 10.47 nmol/l in the

treatment group (SD ¼ 11:38) and a decrease of �0.31 nmol/l in the control group

(SD ¼ 2:96). In other words, the treatment and the control group do not differ in

cortisol levels before the stress procedure (sample 1: p ¼ 0:570; d ¼ �0:13), but the
cortisol level is significantly higher for the treatment group both immediately after

the TSST-G procedure (sample 2: p\0:001; d ¼ �1:10) and 15–20 min after its

end, right before the risk-preferences task (sample 3: p\0:001; d ¼ �1:09). The
differences are tested using a two-sample Wilcoxon rank-sum test and the reported

effect sizes are Cohen’s d, unless stated otherwise. The stress manipulation was

successful for both genders, as reported in Fig. 7 in the Online Appendix. In line

8 Above-normal weight (BMI above 25) and the intake of hormonal contraceptives may affect cortisol

response to stress (Kudielka et al. 2009). Out of the 26 women indicating intake of oral contraceptives, 13

were assigned to the treatment group.
9 One subject left in the pilot session prior to the TSST-G procedure, confirming that this option was

salient enough.
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with results from comparable studies, the cortisol response to the stress treatment

was stronger among males (Kudielka et al. 2009).

Similarly, the average heart-rate of subjects during the TSST-G stress procedure

is significantly higher than the heart-rate of subjects during the control procedure

(p ¼ 0:058; d ¼ �0:42), but not afterwards (p ¼ 0:231; d ¼ �0:16). When we look

at the average heart rate response associated with the TSST-G procedure (average

heart rate during the procedure—average heart rate prior to the procedure), the

average heart rate increases for both treatment and the control group, but

significantly more so for the treatment group (p ¼ 0:023; d ¼ �0:46). Heart-rate
dynamics is plotted in Fig. 8 in the Online Appendix.

To measure the psychological response to stress, we test the effect of the TSST-G

stress-induction/control procedure on the mood of the participants, using a good-bad

dimension, awake-tired dimension and calm-nervous dimension from the Multidi-

mensional Mood Questionnaire. As summarized in Online Appendix Fig. 9, the

treatment and control group score similarly in all three dimensions before the TSST-

G procedure, but subjects who underwent the TSST-G stress-induction procedure

feel worse (p\0:001; d ¼ 0:71) and more nervous (p\0:001; d ¼ 0:63) compared

to subjects who underwent the TSST-G control procedure. The treatment group also

feels more awake, but the difference is not significant (p ¼ 0:177; d ¼ �0:17).
These results are robust across gender, see Fig. 10 in the Online Appendix.

The results of our stress manipulation confirm that stress reaction is complex and

cortisol can be used only as a proxy for the stress response. The maximum cortisol

response is correlated not only with the heart rate response (q ¼ 0:344; p\0:001,
Spearman’s rank correlations), but also with the psychological measures in the
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good-bad dimension (q ¼ �0:296; p\0:001) and in the calm-nervous dimension

(q ¼ �0:208; p ¼ 0:013).

3.1.1 Compliance

We have shown that the manipulation of the stress condition was successful on the

aggregate level. To analyze compliance on an individual level, we focus on the

cortisol response.

We define that a participant is stressed if their maximum cortisol response is

greater than 2.5 nmol/l as is standard in the literature and may be even overly

conservative (Miller et al. 2013). Following this classification, 52 out of 75 subjects

in the treatment group are stressed and 60 out of 71 subjects in the control group are

not stressed, so the compliance rate is 78 %.10 We have a lower compliance rate

among women in the treatment group, which is consistent with women showing

weaker cortisol response to TSST in general (Allen et al. 2014).

Of course, stress reaction is generally highly complex and cortisol reactivity

individual, so this approach is necessarily a simplification. However, we still

consider using the cortisol response as a proxy for being stressed a useful

simplification as it enables us to distinguish the effect of random exposure to the

stress treatment from the physiological effect of stress on risk preferences (see

below).

3.2 Risk preferences

Starting with the descriptive statistics of the elicited risk attitudes, we see that

inconsistent behavior, i.e. multiple switches between preferring lottery and safe

payment in the risk task occurred in five cases (four in the control group, one in the

treatment group). These subjects were dropped from the analysis, as their certainty

equivalent could not be inferred.11 For the remaining 146 observations (75 in the

treatment group and 71 in the control group), the modal certainty equivalent is 1950

ECU, the median is 1650 ECU and 83 % of subjects are weakly risk-averse, i.e.

their certainty equivalent is below 2000 for a lottery paying either 4000 ECU or 0

ECU with 50 % probability each.

To talk about the effect of stress on risk preferences, we need to distinguish the

effect of random exposure to the stressor (the TSST-G stress-induction procedure)

10 The maximum cortisol response is not available for two subjects in the control group, where saliva

samples could not be analyzed.
11 We perform two robustness checks of our results, in which we do not drop the multiple switchers from

the analysis. In the first robustness check, risk preferences are measured not using the elicited certainty

equivalent, but using the number of risky choices made. We then estimate the ITT of stress on risk

preferences using ordered probit. As a second robustness check, we treat the inconsistent subjects as

indifferent between the safe amounts and the lottery for the entire interval in which multiple switches

occur, as suggested by Andersen et al. (2006). This means that the certainty equivalent of these subjects is

elicited in a wider interval than the certainty equivalent of subjects who switch just once. The ITT of

stress on risk preferences is then estimated using interval regression. The results of both robustness

checks are reported in Table 5 in the Online Appendix and show that results presented in the main text are

robust to including the multiple switchers.
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on risk preferences from the effect of stress (a physiological state of the body) on

risk preferences. The problem of imperfect compliance does not usually arise in

economic experiments performed in the laboratory, but it is a relevant issue when

estimating the effects of laboratory-induced stress.

We start the analysis by presenting the differences in risk attitudes between the

TSST-G treatment and control group, to estimate the effect of random exposure to

the psychosocial stressor on risk preferences (ITT). Next, we show correlation

between induced physiological stress and risk attitudes, using cortisol response as a

proxy for the endured stress. To estimate the causal effect of physiological stress on

risk preferences (the average treatment effect on the treated, ATT), we apply a two-

stage instrumental variable regression with random exposure to the stressor as an

instrument for the induced physiological stress.

3.2.1 Effect of exposure to stressor—ITT

Risk preferences of the TSST-G stress and control groups are summarized in Fig. 3,

which presents the elicited certainty equivalent for a lottery paying either 4000 ECU

or 0 ECU with 50 % probability each. The differences between the treatment and

control groups will first be tested using a two-sample Wilcoxon rank-sum test, the

reported effect sizes are Cohen’s d.

Figure 3 shows that the group exposed to psychosocial stressor is more risk-

averse than the control group, but the difference is not statistically significant for our

sample size (N ¼ 146; p ¼ 0:192; d ¼ 0:2). As can be seen in Fig. 3, the effect goes

in the same direction for men and women, but is not significant for either group

(Males: N ¼ 80; p ¼ 0:299; d ¼ 0:23; Females: N ¼ 66; p ¼ 0:447; d ¼ 0:18). Note
that women in our sample are in general more risk-averse than men

(p ¼ 0:001; d ¼ 0:51), which is a standard result in the literature, and this is true

both for the treatment group (p ¼ 0:013; d ¼ 0:54) and for the control group

(p ¼ 0:037; d ¼ 0:50).
Even though exposure to the stressor does not have significant effects on risk

preferences using a simple mean comparison, we need to control for other

observable characteristics that have been shown to affect risk preferences.

Therefore, we conduct a more detailed analysis by regressing the elicited certainty

equivalent on the treatment status Exposed to stressor and additional controls:

gender, age, and personality traits measured prior to the stress procedure (‘‘Big

Five’’—openness to experience, conscientiousness, extraversion, agreeableness and

neuroticism), which have been found to be important determinants of risk

preferences in the literature (Dohmen et al. 2010; Dohmen and Falk 2011;

Borghans et al. 2008). We also allow for different responses to treatment across

gender by including an interaction term Exposed to stressor � female. Effects are

estimated using an interval regression, to account for the fact that certainty

equivalents were elicited in intervals.

The results for the whole sample are reported in columns 1–3 of Table 1.

Controlling for age and personality traits in column 3, we find that the exposure to

stressor increases risk aversion (p ¼ 0:089) and we cannot reject the hypothesis that

the effect is the same for both genders, as the interaction term Exposed to stressor �
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female is insignificant (p ¼ 0:582). Still, running the regressions separately for men

and women in columns 4 and 5, respectively, we show that the effect is driven by

men (p ¼ 0:052); the effect on women is weaker and insignificant when estimated

for this subsample separately (p ¼ 0:415).
To illustrate the size of the treatment effect estimated in columns 4 and 5, in

Panel A of Online Appendix Table 6 we generate predicted certainty equivalents for

an average man and an average woman in our sample, meaning that we fix their age

and personality profile on the gender-specific average. Men in the control group

have a predicted certainty equivalent equal to 1939 ECU (for a lottery paying 4000

ECU or 0 ECU with a 50 % probability each), while men exposed to the stressor

have 1696 ECU. The prediction for women in the control and treatment groups

yields values of 1587 ECU and 1469 ECU, respectively. Thus, the effect size among

men is about twice the size of that found among women, and the estimated treatment

effect for men is equivalent to 69 % of the gender difference in the control group.

Apart from the significant treatment effect, we also observe a significant effect of

age, but only for men. Online Appendix Fig. 11 presents predicted certainty

equivalents from specifications in columns 4–5 of Table 1, stratifying by gender,

treatment and age, keeping personality traits on gender-specific averages. Generally

speaking, older men in our sample are less risk-averse, but at a decreasing rate. For

women, we observe no significant relationship between age and certainty

equivalent.

In Online Appendix Table 7 we run a sensitivity analysis to check which of the

additional controls in Table 1 influence the results in the gender-specific regressions.

For women, adding additional controls does not change the estimated treatment

effect much. For men, it is controlling for the personality trait neuroticism alone
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Fig. 3 Risk preferences by Stress Treatment. Risk preferences are presented using an elicited certainty
equivalent for a lottery paying 4000 ECU or 0 ECU with 50 % probability each. Exposed to stressor is an
indicator variable equal to 1 if subjects were exposed to the TSST-G stress-induction procedure, Control
subjects were exposed to the TSST-G control procedure. Error bars indicate mean � SEM
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which makes the difference (compare columns 4 and 3). Neuroticism is the trait that

is not balanced across men in our treatment and control group and as it significantly

affects risk-preferences in our sample, we find it appropriate to control for

personality traits in our baseline analysis.

Ordered probit regression is used as a robustness check, marginal fixed effects

are reported in the Online Appendix Table 8 for men, and in Online Appendix

Table 9 for women. The results confirm that men exposed to the stressor are more

likely to have the lower values of the certainty equivalent (1350 and 1650, for a

Table 1 Effects of random exposure to stressor on risk preferences

(1) (2) (3) (4) (5)

Interval regression

Dependent variable Certainty equivalent

Sample All All All Males Females

Exposed to stressor �136.15

(102.80)

�145.27

(130.38)

�215.74*

(126.96)

�242.74*

(125.10)

�118.16

(145.08)

Female �300.30*

(155.23)

�203.41

(149.43)

Exposed to stressor �
female

28.41

(203.97)

97.69

(177.70)

Age 157.54

(122.05)

203.32

(125.51)

399.08**

(157.15)

�700.54

(483.08)

Age squared �2.82

(2.21)

�3.74*

(2.25)

�7.31***

(2.77)

15.08

(10.51)

Big five personality traits

Openness to

experience

-2.26

(11.74)

-0.68

(11.18)

-9.43

(20.40)

Conscientiousness �3.37

(8.30)

�1.90

(9.76)

�7.63

(12.97)

Extroversion �0.61

(7.76)

�3.69

(8.86)

7.01

(11.78)

Agreeableness �17.07*

(9.61)

�1.01

(10.55)

�46.43***

(15.56)

Neuroticism 16.28**

(7.54)

26.15***

(9.73)

1.48

(10.54)

Constant 1755.35***

(77.68)

�209.22

(1637.60)

�450.74

(2160.63)

�3890.76

(2657.66)

11,766.59**

(5911.69)

v2 1.75 10.78 19.73 15.80 10.53

Observations 146 146 146 80 66

Robust standard errors in parentheses

The dependent variable is the certainty equivalent for a lottery paying 4000 ECU or 0 ECU with 50 %

probability each, calculated from the binary choices in the risk preferences task. Exposed to stressor is an

indicator variable equal to 1 if subjects were exposed to the TSST-G stress-induction procedure. The

reported coefficients in columns 1–5 are marginal effects, estimated using interval regressions to correct

for the fact that the dependent variable is elicited in intervals

* p\ 0.10, ** p\ 0.05, *** p\ 0.01
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lottery paying 4000 ECU or 0 ECU with a 50 % probability each) and less likely to

have certainty equivalents of 1950 and 2250. The effects on women are again weak

and insignificant.

3.2.2 Induced stress and risk preferences—correlation and ATT

Before we identify the causal effect of physiological stress on risk preferences, we

present differences in risk preferences across participants who are under stress and

who are not, independent of treatment. A participant is considered to be under stress

if her cortisol increase exceeds 2.5 nmol/l.

As can be seen in Fig. 4, there is a strong difference in risk preferences between

men who are under stress and men who are not (N ¼ 78; p ¼ 0:031; d ¼ 0:60). For
women, the difference is much smaller and insignificant (N ¼ 66; p ¼ 0:953;
d ¼ �0:04).

Next, we run a more detailed analysis, which controls for additional observables.

The results of an interval regression with the indicator variable Under Stress are

presented in the first three columns of Table 2 for the whole sample, and then

separately for men and women. The results confirm that on average, there is no

significant correlation between the cortisol response and the certainty equivalent

(column 1 in Table 2). However, there are significant gender differences as captured

by the coefficient Under stress � Female in columns 2 and 3.

Men under stress are more risk averse than men who are not under stress, with the

effect being significant at the 1 % level (column 4 in Table 2, p ¼ 0:005). The size
of the effect is economically important. The estimated certainty equivalent for a

lottery paying either 4000 ECU or 0 ECU with 50 % probability each is around 350

ECU lower for men under stress, meaning that men under stress switch to preferring
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Fig. 4 Risk preferences by induced stress. Risk preferences are presented using an elicited certainty
equivalent for a lottery paying 4000 ECU or 0 ECU with 50 % probability each. Under stress is an
indicator variable equal to 1 if the maximum cortisol response of the subject, calculated as the maximum
difference between the baseline sample (sample 1) and samples taken after the stress-inducing procedure
(sample 2 or 3), was above 2.5 nmol/l. Error bars indicate mean � SEM
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the safe amount about 1.2 rows prior to men not under stress on the scale of 10 rows.

On the other hand, the link between physiological stress and the risk preferences of

women is weak and insignificant and actually goes in the other direction (column 5

in Table 2, p ¼ 0:657). As a consequence, while there is a significant gender

difference in risk preferences among participants not under stress (coefficient of the

variable Female in column 3 of Table 2), the gender difference disappears for the

Table 2 Risk preferences by induced stress (measured by cortisol response)

(1) (2) (3) (4) (5)

Interval regression

Dependent variable Certainty equivalent

Sample All All All Males Females

Under stress �88.77

(102.68)

�354.08***

(126.88)

�353.13***

(124.58)

�338.62***

(119.46)

66.25

(149.32)

Female �502.72***

(133.35)

�375.95***

(138.21)

Under stress � female 385.32*

(202.96)

415.61**

(199.67)

Age 152.59

(123.16)

192.84

(127.45)

366.72**

(157.41)

-729.80

(465.41)

Age squared �2.86

(2.24)

�3.67

(2.31)

�6.83**

(2.78)

15.81

(10.05)

Big five personality traits

Openness to

experience

1.34

(11.88)

3.42

(11.45)

�6.60

(19.93)

Conscientiousness �4.92

(8.04)

�5.07

(9.80)

�5.68

(12.40)

Extroversion �2.70

(7.80)

�5.13

(9.01)

4.57

(11.67)

Agreeableness �16.64*

(9.63)

0.61

(10.72)

�47.32***

(15.39)

Neuroticism 15.34**

(7.38)

23.70**

(9.37)

1.76

(10.42)

Constant 1723.58***

(73.48)

56.18

(1631.64)

�156.51

(2138.99)

�3317.33

(2641.36)

11,918.75**

(5745.51)

v2 0.75 17.39 25.06 15.99 10.69

Observations 144 144 144 78 66

Robust standard errors in parentheses

The dependent variable is the certainty equivalent for a lottery paying 4000 ECU or 0 ECU with 50 %

probability each, calculated from the binary choices in the Risk preferences task. Under stress is an

indicator variable equal to one if the difference in cortisol levels between baseline (sample 1) and sample

2 or sample 3 is bigger than 2.5 nmol/l. The reported coefficients in columns 1–5 are marginal effects,

estimated using interval regressions to correct for the fact that the dependent variable is elicited in

intervals

* p\ 0.10, ** p\ 0.05, *** p\ 0.01
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participants who are under stress (as measured by the term Female þ under stress �
female in column 3, p ¼ 0:801).12

Yet, the observed strong correlation between stress and risk preferences in men

could be driven both by the effect of stress on risk preferences and by the different

underlying risk preferences of compliers and non-compliers. Subjects that get

stressed in the TSST-G control procedure are most likely different from subjects

who do not get stressed during the TSST-G stress procedure. Therefore, to identify

the causal effect of physiological stress on risk preferences, we next look at which

part of the effect is due to the random assignment to treatment.

Therefore, we analyze the data using an instrumental variable (IV) interval

regression13 using stress treatment (variable Exposed to stressor) as an IV for the

indicator of physiological stress (Under stress). The first stages are fitted using an

OLS model and the second stage is fitted using an interval regression. Here we are

assuming that stress treatment affects risk preferences only through cortisol

increase, which is merely a simplification of the complex stress reaction. Apart from

that, we are aware that IV is an asymptotic estimator, so applying it in small samples

generally leads to biased estimates. However, this should not be a problem in our

case as the instruments are very strong.

The results of the IV interval regression are presented in Table 3 for the whole

sample and then again separately for men and women. The first stages show that the

assignment to treatment is strongly correlated with the stress (cortisol) response and

therefore confirm that the assignment to treatment is a strong instrument. The

second-stage results reveal that for men, the strong correlation between physiolog-

ical stress and risk preferences was not driven by selection. The estimated causal

effect of stress on risk preferences in column 4 is still strong and significant

(p ¼ 0:042), showing that physiological stress makes men more risk averse, when

controlling for age and personality traits.14 For women, where there was no

significant correlation between physiological stress and risk preferences, the causal

effect of physiological stress on risk-preferences (column 5) again points towards

increased risk-aversion, but this effect is weaker and insignificant, p ¼ 0:426). Still,
we cannot reject the hypothesis that the effect is the same across both genders, as the

estimated coefficient Under stress � female in column 3 is not significantly different

from zero (p ¼ 0:663).
The size of the ATT effect is illustrated in Panel B of Online Appendix Table 6.

We use estimation results from regressions reported in columns 4 and 5 of Table 3

and generate predicted certainty equivalents for an average (in terms of age and

personality traits) man and an average woman in our sample. Men who are under

exogenously induced stress have a predicted certainty equivalent of 1638 ECU (for

a lottery paying 4000 ECU or 0 ECU with a 50 % probability each), while those

12 Similarly as in the case of ITT analysis, in Online Appendix Table 10 we run a sensitivity analysis to

check which of the additional controls influence the results in the gender-specific regressions of Table 2.

The results point to the same conclusion as in the case of ITT analysis.
13 This was calculated using the cmp module in Stata (Roodman 2015).
14 In Online Appendix Table 11, we again run a sensitivity analysis to check which of the additional

controls influence the results in the gender-specific regressions of Table 3. As in the case of ITT analysis,

the results are very similar if we control for neuroticism only.
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who are not have 2053 ECU. The prediction for women in the same respective

groups yields values of 1356 ECU and 1585 ECU, respectively. Therefore, the

effect size among men is almost twice the effect size among women and the

estimated treatment effect for men is equivalent to 89 % of the gender difference in

the control group.

To sum up, the estimated effect of physiological stress on risk preferences (ATT)

confirms the results obtained by estimating the effect of random exposure to the

stressor (ITT) on risk preferences, both showing that stress leads to increased risk

Table 3 Effect of stress on risk preferences: IV interval regression

(1) (2) (3) (4) (5)

IV Interval regression

Sample All All All Males Females

Second stage: certainty equivalent

Under stress �247.70

(187.30)

�261.95

(220.79)

�381.49*

(208.95)

�414.51**

(203.95)

�229.90

(288.79)

Female �379.47**

(190.13)

�324.03*

(178.36)

Under stress �
female

25.11

(387.01)

148.29

(340.11)

Age 151.74

(121.92)

191.46

(127.09)

360.69**

(159.32)

�712.87

(505.68)

Age squared �2.79

(2.20)

�3.65

(2.28)

�6.79**

(2.79)

15.40

(11.04)

Big five personality

traits

No No Yes Yes Yes

First stage: under stress

Exposed to stressor 0.56***

(0.07)

0.59***

(0.09)

0.62***

(0.09)

0.62***

(0.09)

0.51***

(0.09)

Exposed to stressor

� female

�0.10

(0.13)

�0.11

(0.13)

First stage: under stress � female

Exposed to stressor 0.00

(0.00)

0.01

(0.02)

Exposed to stressor

� female

0.50***

(0.09)

0.49***

(0.09)

v2 76.57 474.87 560.77 283.27 61.92

Observations 144 144 144 78 66

Robust standard errors in parentheses

The dependent variable is the certainty equivalent for a lottery paying 4000 ECU or 0 ECU with 50 %

probability each, calculated from the binary choices in the Risk preferences task. Under stress is an

indicator variable equal to one if the difference in cortisol levels between the baseline (sample 1) and

sample 2 or sample 3 is greater than 2.5 nmol/l. Exposed to stressor is an indicator variable equal to 1 if

subjects were exposed to the TSST-G stress-induction procedure. IV interval regression is calculated as a

mixed-process regression using the cmp module in Stata (Roodman 2015), where the first stages are fitted

using a linear probability model and the second stage is fitted using an interval regression

* p\ 0.10, ** p\ 0.05, *** p\ 0.01
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aversion for men, when controlling for other personal characteristics. The effect on

women goes in the same direction, but is weaker and insignificant when estimated

for this subsample separately.

4 Discussion

4.1 Physiological or psychological effects of stress

We cannot clearly distinguish whether the change in risk preferences we observe is

caused by the physiological or the psychological reaction to the stressor. This is

because the cortisol response is strongly correlated with the heart-rate response and

also with the mood response, as shown above, and possibly with other aspects of

stress that we do not measure.

When we focus on cortisol response only, we find a strong correlation between

cortisol response and risk-aversion among men. We can also look at the link

between risk-preferences and other measures of stress. The correlation between the

heart-rate response and risk-aversion is weaker, but still statistically significant at

the 10 % level for men, when controlling for other observable characteristics (see

Table 12 in the Online Appendix). Similarly, if we focus just on the change in

mood, we find a significant correlation between a mood change in the good-bad

direction and the elicited certainty equivalent (see Table 13 in the Online

Appendix). This shows that the response to the stressor is complex and may operate

through physiological as well as psychological channels.

The relative importance of the physiological and psychological aspect of stress

can be subject-specific and can also differ by the type of stressor. In this paper we

concentrate on psycho-social stressors as we believe they are the most widespread

types of stressors in developed countries: it is social status, not physical survival that

is being threatened in subjectively uncontrollable situations (Dickerson and Kemeny

2004). Stressors generally differ from each other by the effects they cause in the

body: a physical stressor (stemming from e.g. blood loss and sleep deprivation) may

eventually produce a different response than a psychological stressor (e.g.

interpersonal conflict or death in the family Baum and Grunberg 1997; Clow

2001). Another way of inducing stress could be increasing the stakes involved. The

‘‘choking under pressure’’ literature (Dohmen 2008; Ariely et al. 2009) shows the

negative effects of high stakes on performance, which may operate through stress.

However, our paper is different from this literature as it concentrates on the effects

of stress on preferences and not performance.

Our results are related to the emerging literature on the effects of mood on risk

preferences, since TSST has been found to generally increase negative emotions

(Allen et al. 2014). Our results that exposure to the stressor increases risk aversion

are in line with the findings of Michl et al. (2011), who found that for no stakes, a

sad mood induced risk-aversion (but no effect was present for high stakes).

Similarly, Nguyen and Noussair (2014) used face-reading software to show that

positive emotions correlate with more risk-taking.
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Further, we can relate our findings to the existing literature on the effects of

cortisol on decision making. On the sample of 17 professional traders, Coates and

Herbert (2008) found an increase in their salivary cortisol levels when anticipating

higher volatility and thus higher uncertainty in their trading market. The authors

hypothesized that there is a direct positive association between stress, cortisol and

risk-aversion, but could not prove it. Following up on that, Kandasamy et al. (2014)

induced in a sample of students increases in cortisol comparable to the findings from

traders by direct administration of hydrocortisone. They found no effect when they

measured risk-preferences shortly after the first dose, but after long term

administration (8 days) they found increased risk-aversion in the treatment group.

However, we argue that the effects of stress are more complex than effects of

cortisol only, since the stress reaction includes a complicated interplay of

physiological and psychological changes (allostasis).15 This can be demonstrated

by the opposing results of the following two studies on the link between time-

preferences, stress and cortisol: Cornelisse et al. (2013) directly administered

hydrocortisone and found that subjects 15 min after application revealed increased

preferences for a small, more immediate reward compared to the placebo group.

Contrary to that, Haushofer et al. (2013) employed the TSST protocol to obtain no

effect of stress on time-discounting that they measured at three distinct time-points

after the manipulation.

Therefore we acknowledge the results of Kandasamy et al. (2014), which

moreover support our findings of increased risk-aversion, but claim that our study is

not directly comparable as we study the effects of psychosocial stress and not of

cortisol only. We believe that direct hydrocortisone administration may not provide

enough insight into the complex effects of stress that people experience in everyday

life and that we aim to measure in this paper. Our ATT effect estimation which

assumed that the TSST-G treatment affected risk-preferences only through cortisol

is necessarily a simplification as we show that other channels are possibly in

operation.

To summarize, studying the effects of psychosocial stress is different from

studying the effects of direct hydrocortisone administration or mood induction

alone, since the stress reaction includes a complex interplay of physiological as well

as psychological aspects. In this paper, we estimate the effect of a random exposure

to the stressor which captures the effects of all of the above. The results show that

exposure to the stressor (the ITT effect) increases risk aversion for men, when

controlling for other characteristics, and it should be taken as the principle finding of

this paper.

15 To support this argument, consider that under stress, there are many other hormones released: First, the

autonomic nervous system activates the adrenal medulla to release adrenaline and nor-adrenaline.

Second, the hypothalamus-pituitary-adrenal axis follows with the secretion of vasopressin and

corticotropin-releasing hormones in the hypothalamus. These hormones in turn stimulate the secretion

of adrenocorticotropic hormone in the pituitary, which then triggers the massive secretion of cortisol in

the adrenal glands (Kemeny 2003). We take cortisol as a proxy of the physiological response mainly due

to the convenience of its measurement, but we do not claim that it is only cortisol which causes the effects

on behavior.
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4.2 Gender-specific response to stressor

Our results show that stress leads to increased risk-aversion among men, when

controlling for age and personality characteristics. Even though we cannot reject the

hypothesis that the effect of stress is the same for both genders, the effect among

women is weaker and insignificant when analyzing this subsample separately. There

can be several reasons why the response among women is less strong.

As reviewed in Kajantie and Phillips (2006) and confirmed by our data, female

physiological reaction to stress is typically of a smaller magnitude than the reaction

of men of the same age, including the secretion of cortisol. In our sample, only 50 %

of women after the stress procedure show a cortisol increase above 2.5 nmol/l. This

can be partially attributed to a weaker cortisol response among women who take

hormonal contraceptives (Kudielka et al. 2009, see Table 14 in the Online

Appendix). Therefore, if the main channel causing the effect we observe is the

increase in cortisol, women should be less affected than men, which is what we find

in our results.

We acknowledge the fact that our findings concerning women are limited

because we did not ask about the phase of the menstrual cycle, since the cortisol

reaction may depend on it (Kajantie and Phillips 2006). However, there is emerging

evidence that risk-preferences are stable throughout the cycle (Schipper 2012) so we

believe that the overall results are not affected.

Second, as women are typically found to be more risk-averse than men (Charness

and Gneezy 2012), which holds in our sample, it is possible that there is a floor

effect in the sense that the downward reactivity of risk preferences is lower

compared to men.

Moreover, recent studies suggest behavioral response to stress may be gender-

specific. The ‘‘fight-or-flight’’ behavioral response is considered to be a rather male

reaction to acute stress, while the typical female reaction may be characterized as

‘‘tend-and-befriend’’ (Taylor et al. 2000). In brief, the ‘‘tend-and-befriend’’ reaction

means that females under stress show tendencies to maximize the chance of survival

for themselves and their offspring by seeking help in social networks or groups. An

evolutionary perspective can help to explain both the facts that women are more

risk-averse under normal conditions and that stress should increase risk-aversion

especially in men. In human history, the division of gender roles has typically been

such that men had to expose themselves to riskier conditions than women, for

example while hunting. In this sense, males generally needed to be more risk-

seeking than women, but this tendency had to be regulated when facing an

immediate threat.

This leads us to a general note: most of the laboratory research on behavioral

decisions under stress has been carried out only on men, mainly because their

cortisol response is affected by fewer other factors, such as the use of hormonal

contraceptives or the phase of the menstrual cycle (Kirschbaum et al. 1999). But

since gender differences in preferences and decision-making can be large (Croson

and Gneezy 2009), studying the effects of stress on men only gives half of the story.

More emphasis in the future should be put on understanding gender-specific

responses to stressors.
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4.3 Link to other studies on stress and risk preferences

Several studies have already been published on the topic of stress and risk-

preferences, but overall they do not provide conclusive results. Some studies point

to increased risk-taking under stress (Starcke et al. 2008), others find men take more

risks under stress, while women take fewer (van den Bos et al. 2009; Lighthall et al.

2009), or conclude on no change in risk preferences under stress (von Dawans et al.

2012). Pabst et al. (2013a) found a time trend in risk-taking behavior with respect to

the time elapsed from the onset of the stressor. Porcelli and Delgado (2009) obtain

increased risk-aversion for gain domains, but increased risk-seeking for loss

domains. Buckert et al. (2014) found that cortisol increase correlates with risk-

taking in the gain domain, but not in loss domain.16 However, the problem with

these studies is that they either do not show a causal relationship, are unable to

effectively induce stress in the majority of subjects, or use tasks for elicitation of

risk-preferences that include feedback-processing which itself can be affected by

stress and thus confound the results (Starcke et al. 2008; Petzold et al. 2010).17

The closest study to ours is by von Dawans et al. (2012), who included a risk-

game as a control task in their framework for studying social preferences under

successfully induced psychosocial stress in men. The risk game consisted of a

repeated choice between high-risk and low-risk lotteries and was executed in the

middle and right after the end of the TSST-G protocol. Contrary to our results, no

difference was found between the treatment and control groups in terms of risk-

preferences. This may have been caused by several factors: First, our task was

administered relatively later after exposure to the stressor. As suggested in Pabst

et al. (2013a), hormones adrenaline and noradrenaline which are released imme-

diately after the onset of the stressor and disappear from the body within several

minutes after the cessation of the stressor may have opposing effects to cortisol,

which is released later than adrenaline and its presence lasts longer (Starcke and

Brand 2012). Second, the task of von Dawans et al. (2012) combined positive and

negative payoffs and it is possible that the effect of stress on risk preferences is

heterogeneous over the gain and the loss domains (Porcelli and Delgado 2009;

Buckert et al. 2014; Pabst et al. 2013b). As risk preferences in von Dawans et al.

(2012) were measured just by the number of risky choices made (the task does not

allow for the direct computation of a risk-aversion parameter), it is possible that the

effects in the gain domain and loss domain canceled each other out. Third, the

elicited risk preferences may depend on the framing of the risk-task. In our risk-

elicitation protocol subjects made their choices between a risky lottery and a safe

payment, whereas in von Dawans et al. (2012) subjects faced two different lotteries.

Lastly, the recruited subjects in von Dawans et al. (2012) anticipated the stress

procedure since it was literally stated in the advertisement, which may have led to

16 See Buckert et al. (2014) for a detailed comparison of psychological studies on this topic.
17 The risk-preferences tasks that have been used in previous studies such as the Balloon Analogue Task

(Lejuez et al. 2002), the Game of Dice Task (Starcke et al. 2008) and the Iowa Gambling Task (Bechara

et al. 1994) all include feedback processing, which is a potential confound. Other standard measures like

Holt and Laury (2002) and Becker et al. (1964) may be too complicated to understand, which may be

amplified under stress and thus again confound the results.
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self-selection for the experiment, possibly directly linked to risk attitudes. Although

we cannot distinguish between these factors in our data, related literature suggests

the timing explanation seems to be the most promising and thus should be explored

by future studies.

5 Conclusion

In this paper we contribute to the literature by studying the effect of acute

psychosocial stress on individual risk attitudes. We induce stress with an effective

laboratory stressor Trier Social Stress Test for Groups (von Dawans et al. 2011).

Subjects are divided randomly to experience either the treatment ‘‘stress

procedure’’, or the control ‘‘no-stress’’ procedure. Individual risk-preferences are

elicited using the task of Dohmen et al. (2010) which is an easily comprehensible,

incentive compatible and externally validated measure of risk attitudes. By using

three different measures (salivary cortisol concentration, heart rate and multi-

dimensional mood questionnaire scores) we show that subjects exposed to the

stressor were indeed stressed, while the subjects in the control group were not, with

the compliance rate around 78 %. Our main result both from ITT and ATT analyses

is that psychosocial stress increases risk aversion among men when controlling for

additional observable characteristics (age and personality traits). The effect on

women goes in the same direction, but is weaker and insignificant.

Overall, if risk-aversion indeed increases under stress, it has important

consequences for the proper formulation of economic theories, the explanation of

the puzzling economic behavior of people who have undergone a negative shock,

the formulation of policies addressing poverty and for creating policy recommen-

dations for times of stress and panic.

First, the assumption of the stability of risk preferences should be reconsidered if

the economic models incorporating them are to provide more accurate predictions

including for periods of stress.

Second, our results are relevant for the previous literature finding that people who

have experienced some sort of negative shock are more risk-averse. To name a few,

people who went through the Great Depression or financial crisis in 2008 choose

more conservative investment strategies (Malmendier and Nagel 2011; Guiso et al.

2013). Other studies document that risk-preferences are altered as a result of natural

disasters (Cameron et al. 2015; Cassar et al. 2011; Eckel et al. 2009) or exposure to

violence (Callen et al. 2014; Voors et al. 2012), although evidence regarding the

direction of the change is mixed. It could be well expected that all of these

circumstances are highly stressful and thus stress should be considered as a possible

driving mechanism behind the observed changes in preferences. In a similar vein,

our results support the hypothesis of Haushofer and Fehr (2014) that extreme

poverty may decrease the willingness to accept risk through increased stress,

resulting in choices that make it hard to escape poverty. By showing that stress

increases risk-aversion, we provide evidence of the latter part of the link.

Furthermore, our findings help to explain observed phenomena from financial

markets. During periods of market stress there tends to be a high demand for ‘‘safe-
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haven assets’’, such as safe government bonds (Upper 2000) safe currencies (Kaul

and Sapp 2006), and gold (Baur and McDermott 2010). We suggest stress can be an

important operating channel even in financial markets, with the high probability of

losing money acting as a stressor.

Generally, it could be argued that professions involving high levels of stress

attract people who are less sensitive to the effects of stress. Trading floors are a good

example of such a stressful environment that also includes strict selection and self-

selection (Oberlechner and Nimgade 2005). Still, as Coates and Herbert (2008)

shows, active traders do respond to market volatility with increased stress, as

measured by cortisol levels. Cohn et al. (2015) further document that the risk-

preferences of professional traders change when primed with market boom or bust,

with higher risk-aversion under the bust scenario. We therefore argue that the

relationship uncovered in this paper is relevant even for people who self-select into

high-stress environments.

As a policy implication we suggest in accordance with Haushofer and Fehr

(2014) that targeting the psychological consequences of poverty is a promising new

strategy for the eradication of poverty in developing countries and as such should be

tested in the field. Similarly, the economic consequences of stress should be

considered when designing programs targeting people who experience negative

income shocks such as unemployment or bankruptcy.

Last but not least, for professions that encounter stress regularly, higher risk-

aversion may not be desirable, for example with managers who should pursue risky

innovations, police during strikes, or doctors trying new medical treatments. This

highlights the necessity of guidelines for times of stress and panic. Furthermore,

training and simulations should be widely used when possible, since the

physiological reaction to a specific stressor diminishes with regular exposure

(Kudielka et al. 2009).

We should note that our study concerns only immediate reactions to an acute

psychosocial stressor. Even though our results are consistent with much field

evidence from situations involving chronic stress, the behavioral effects of acute

and chronic stress can in principle be different (as the physiological changes are;

Goldstein and McEwen 2002). More research is thus needed to understand how the

interplay between acute and chronic stress influences economic outcomes.
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