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Abstract
Large language models (LLMs) such as ChatGPT present immense opportunities, but without proper training for users (and 
potentially oversight), they carry risks of misuse as well. We argue that current approaches focusing predominantly on trans-
parency and explainability fall short in addressing the diverse needs and concerns of various user groups. We highlight the 
limitations of existing methodologies and propose a framework anchored on user-centric guidelines. In particular, we argue 
that LLM users should be given guidelines on what tasks LLMs can do well and which they cannot, which tasks require fur-
ther guidance or refinement by the user, and context-specific heuristics. We further argue that (some) users should be taught 
to refine and elaborate adequate prompts, be provided with good procedures for prompt iteration, and be taught efficient ways 
to verify outputs. We suggest that for users, shifting away from looking at the technology itself, but rather looking at the 
usage of it within contextualized sociotechnical systems, can help solve many issues related to LLMs. We further emphasize 
the role of real-world case studies in shaping these guidelines, ensuring they are grounded in practical, applicable strategies. 
Like any technology, risks of misuse can be managed through education, regulation, and responsible development.
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Introduction

The rising impact of large language models (LLMs) like 
ChatGPT across various sectors has been nothing short 
of revolutionary, with these models being used more and 
more for an increasing variety of tasks, from streamlining 
mundane office tasks (Hadi et al., 2023a, 2023b) to pushing 
boundaries in scientific research (Boiko et al., 2023; Fan 
et al., 2023). The benefits are clear: LLMs allow humans 
to work more efficiently and with less time needed per task 
(Noy & Zhang, 2023), opening up new possibilities as a 
result. But, as with any technological leap, there are risks 
and challenges that must be addressed, especially relating to 

potential misuses and the need for better user understanding 
of these novel systems, their capabilities, and more impor-
tantly, their limitations.

Considering first their advantages, LLMs can be trans-
formative to how we handle our daily workload, tackling 
everything from drafting emails to simplifying analyses, 
saving us time and effort. In science, LLMs are both speed-
ing up the writing of research papers (Williams et al., 2023) 
and playing a role in conducting experiments and analyzing 
data (Inagaki et al., 2023; Jablonka et al., 2023; Xiao et al., 
2023).

However, the more these models are used, the more we 
see the risks which attend that usage. There are widely 
recognized issues such as bias (Abid et al., 2021; Ferrara, 
2023), inaccuracies (Bender et al., 2021), plagiarism (Lee 
et al., 2023), and the spreading of misinformation (Pan 
et al., 2023), but there are far more common and potentially 
impactful issues as well. In particular, everyday users of 
LLMs are apt to mistake what the systems are designed for, 
what they can do well, and what sorts of tasks are utterly 
unsuited to LLMs, leading to errors, misinformation, and 
misunderstanding, potentially across whole societies. Part 
of the problem is simply that most people do not understand 
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these tools, and also do not know what the tools can and 
can’t do or how to use them properly. Underlying this for-
mer point is the fact that LLMs often come across as mys-
terious ‘black boxes’, where a prompt is introduced to get 
a response, without the user having any understanding of 
what’s happening inside. And if the output looks good—
e.g., reads like proper English and makes sense on the sur-
face—people tend to use it even if it might not ultimately 
be correct.

One popular suggestion for addressing these issues is to 
increase the transparency and explainability of AI systems 
like large language models. In this article, we argue that 
this may not be the best or even the right sort of strategy 
regarding the use of LLMs. We argue that the focal point 
should be providing users with adequate guidelines such as 
specific statements regarding which (types of) tasks can be 
delegated to LLMs, which prompts are apt to lead to errors, 
misinformation, or unhelpful outputs, and what areas allow 
for collaborative use of LLMs in conjunction with human 
input and revision. The emphasis of such guidelines should 
not just (or even primarily) be about explaining LLMs or 
explaining how LLMs work, but rather about teaching peo-
ple how to use them responsibly, ethically, and effectively, 
even if they do not (or cannot) understand the model or why 
it gave a certain output. More importantly, even when users 
are not properly ‘taught’ how to effectively or responsibly 
use LLMs, rudimentary guidelines can help everyday users 
to avoid common mistakes by simply providing them with 
a list of dos-and-don’ts for LLM use. As an example, one 
may think of using an LLM as analogous in some respects 
to driving a car; one does not need to be a mechanic who 
understands every detail about how the engine works in 
order to be a responsible driver. However, one should know 
the rules of the road and how to drive safely and effectively. 
The same is true for large language models (as well as many 
other opaque systems) (Wood, 2024). Understanding the 
theory behind them, or the reasons for why they fail is one 
thing, but knowing how to use them efficiently, effectively, 
or without causing harm is another.

While issues related to opacity, transparency, and explain-
ability have been central points in the academic debates 
surrounding LLMs (and AI more generally), (Boge, 2022; 
Durán, 2021; Valentino & Freitas, 2022), it is not clear that 
explanations stemming from explainable AI (XAI) can 
improve the situation of the user in the case of LLMs. More 
specifically, we argue that XAI cannot properly address 
key challenges raised by LLMs and may even contribute 
to fostering neglect of an equally, if not more important 
topic when it comes to models used by the general public, 
namely good strategies and practices for everyday users. 
This includes teaching users the right way to use these tools, 
as well as informing them of not only the strengths, potential 
uses, and best practices for making use of them (e.g., prompt 

engineering strategies), but also the limitations and expected 
failings of these systems (Kasneci et al., 2023).

The main aim of this paper is to argue for the importance 
of LLM user guidelines to support reliable and responsible 
use of these technologies. In particular, to achieve reliable 
and responsible use of large language models, we argue that 
user guidelines are more effective than XAI, as users primar-
ily seek practical guidance rather than explanations; users’ 
concerns center around how to use LLMs effectively, render-
ing why explanations less useful. The paper further explores 
possible broad conceptions of what these guidelines should 
entail, and who should be administering them.

To be clear at the outset, we are not arguing that XAI 
is not useful (to some degree, it is likely that any sensible 
guideline’s starting point should be XAI), but rather that 
focusing on explanations may be a suboptimal approach for 
users. This is because, even if good explanations (whether 
global or local) were available, providing them to users 
would not necessarily lead to reliable, efficient, and ethical 
use of LLMs. We therefore maintain that while XAI may 
help to elucidate the workings of LLMs, or might enable 
understanding the reasons for a certain output, it is not the 
most effective method for guiding users. Instead, practical 
guidelines should be emphasized, as they can fulfill many 
objectives similar to those aimed for by XAI without neces-
sitating explanations. Thus, the reasons behind phenomena 
like LLM ‘hallucinations’ are less pertinent to users than 
simply knowing how to handle such occurrences effectively, 
especially as most users are arguably less concerned with 
understanding the underlying ‘why’ and are more interested 
in the practical how-to’s and heuristics for responsible LLM 
use.

The key gain provided by this user-centric approach is the 
enhancement of user competence and confidence in utilizing 
LLMs responsibly and effectively. By focusing on practical 
guidelines, users are equipped with actionable knowledge, 
enabling them to better harness the potential of LLMs in 
various applications while reducing risks like biases and 
misinformation. This approach democratizes the use of 
advanced AI technologies, making them more accessible 
to a broader audience, irrespective of their technical back-
ground, thereby fostering a safer, more ethical, and more 
efficient use of LLMs.

The paper is structured as follows. Sect. “LLM use in 
education, the workplace, and expert advice” explores prac-
tical use cases of LLMs in contexts like education, the work-
place, and expert seeking advice. This section highlights the 
need for policies, guidelines, and training tailored to differ-
ent disciplines and domains where lack of reliability can 
have serious negative consequences. Sect. “Shortcomings 
and potential pitfalls of LLMs in practical applications” dis-
cusses the strengths and weaknesses of LLMs with an eye to 
potential pitfalls of using LLMs without proper guidelines. 
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Sect. “The challenges of XAI for LLMs” considers XAI 
as an approach to enable key desiderata in LLM use, argu-
ing that it has several shortfalls and issues. Sect. “Chart-
ing a user-centric path: the case for tailored guidelines in a 
user-centric-approach (UCA).” advocates for a user-centric 
approach centered on the notion of guidelines and their 
strategic importance. Sect. “Meta criteria for guidelines” 
considers some meta-criteria for guidelines, considerations 
related to who should be administering said guidelines and 
how they should be implemented, and Sect. “Conclusion” 
concludes.

Preliminaries and clarifications

However, before moving onto the arguments, there are a 
few preliminary clarifications worth addressing. First, it is 
worth mentioning that to date there are a number of large 
language models available for use by everyday individuals, 
with LLMs such as OpenAI’s GPT family, Gemini, Llama, 
and Claude becoming household names in the industry. 
While most current LLMs possess broad competence, some 
are better suited to particular tasks than others (Agarwal 
et al., 2024). In what follows, our focus is on broad aspects 
of LLMs at a general level, and as such, we will usually 
gloss over these particularities of model and version.

Second, LLMs are not just being utilized as standalone 
applications, but are also seeing potential incorporation into 
other tools such as search engines, document preparation 
systems, database manipulation software (e.g., tools such as 
Word, or Excel), or in custom programs that make use of an 
API. This potentially compounds issues of understandability 
for users, as it may become unclear what outputs are coming 
from an opaque LLM and which are built into more basic 
and interpretable programs. Moreover, embedding LLMs 
into other applications may complicate the presentation of 
guidelines for users, or create uncertainties concerning who 
is responsible for creating and implementing the guidelines 
in end-products. A full account of how best to tackle these 
issues is certainly necessary but is unfortunately beyond 
the scope of this article. However, the arguments developed 
here provide forceful grounds for exploring these issues 
more fully and addressing them in a user-centric manner as 
quickly as possible.

Third, as the arguments developed here focus on the lim-
its of explanations in helping users to effectively and respon-
sibly utilize opaque AI systems like LLMs, it will be useful 
to provide brief clarifications of what we mean by opacity 
and explainable AI (XAI). Roughly, the opacity or transpar-
ency of an AI system can be understood in terms of how well 
humans can perform a certain epistemic role (Humphreys, 
2009). Opacity may arise due to a variety of factors, such 
industry secrecy, technical limitations of agents, or simple 
due to limitations in human cognition (Burrell, 2016). The 

purpose of explainable AI methods is to remedy some of the 
challenges posed by opacity. In particular, one of the main 
goals of XAI is to enable humans to understand, appropri-
ately trust, and effectively manage the emerging generation 
of artificially intelligent partners (Arrieta et al., 2020). There 
are many approaches that go from trying to build interpret-
able models from the beginning (Rudin, 2019) to using sta-
tistical and computational methods to post hoc analyze a 
complex ML model or its outputs. This latter strategy might 
include figuring out input–output dependency relations, 
building surrogate models, or trying to understand smaller 
local mechanisms by which certain inputs turn into certain 
outputs (also known as mechanistic interpretability).

Finally, it is worth briefly specifying the nature of pro-
posed guidelines we discuss in the final portions of this arti-
cle. As mentioned above, our main aim is to argue that XAI 
is not entirely apt to solving some of the most fundamental 
issues relating to common uses of LLMs, and that instead 
we should be looking to institutional and human- or user-
centric approaches. In particular, we argue that general user 
guidelines and best practices will provide a surer means for 
entrenching effective and responsible use of LLMs in a vari-
ety of situations. In exploring these points, we will propose 
certain desiderata for guidelines and also examine potential 
concrete guidelines as examples. However, the aim of this 
article is not to provide policy recommendations or design 
user interfaces. As such, all guidelines discussed here should 
be viewed as examples or first conceptions only.

LLM use in education, the workplace, 
and expert advice

The integration of large language models like GPT, Claude 
Llama, and Bard Bing Chat into educational settings pre-
sents a landscape of opportunities and challenges, as many 
universities are actively discovering. In response to these, 
some institutions are pioneering the establishment of guide-
lines for the use of LLMs, aiming to balance innovation with 
academic integrity.1 They emphasize the importance of clear 
rules and proper citation of AI-generated content, highlight-
ing a growing trend among universities to develop policies 
guiding AI tools’ use in academic contexts.

In teaching, ChatGPT and similar LLMs offer significant 
potential benefits. They can enhance digital literacy and 
critical thinking, enabling students to analyze these tools’ 

1 For example, Harvard, the University of California, Berkeley, and 
the University of Missouri have spearheaded efforts to codify guide-
lines on responsible and ethical use of LLMs within the university 
context. See https:// provo st. harva rd. edu/ guide lines- using- chatg pt- 
and- other- gener ative- ai- tools- harva rd, https:// ethics. berke ley. edu/ 
priva cy/ appro priate- use- chatg pt- and- simil ar- ai- tools, https:// oai. 
misso uri. edu/ chatg pt- artifi cial- intel ligen ce- and- acade mic- integ rity/.

https://provost.harvard.edu/guidelines-using-chatgpt-and-other-generative-ai-tools-harvard
https://provost.harvard.edu/guidelines-using-chatgpt-and-other-generative-ai-tools-harvard
https://ethics.berkeley.edu/privacy/appropriate-use-chatgpt-and-similar-ai-tools
https://ethics.berkeley.edu/privacy/appropriate-use-chatgpt-and-similar-ai-tools
https://oai.missouri.edu/chatgpt-artificial-intelligence-and-academic-integrity/
https://oai.missouri.edu/chatgpt-artificial-intelligence-and-academic-integrity/
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strengths and limitations (Essel et al., 2024; Guo & Lee, 
2023). Innovative pedagogical methods like “Think-Pair-
ChatGPT-Share” utilize ChatGPT to foster deeper engage-
ment with course materials (Yell, 2023). To prevent misuse, 
instructors can design assignments that demand specific 
references or personalization, underscoring the importance 
of original thought and the writing process. Importantly, 
instructors also can (and arguably should) design assign-
ments which allow students to demonstrate for themselves 
the limits of these AI tools, showing the need for students 
to recognize these as tools, and ones which can be used 
well or poorly. For example, an instructor might assign stu-
dents a text to analyze and then provide a short summary of 
the same text from ChatGPT (or similar) and, taking these 
together, require students to identify points or ideas which 
the LLM overlooked.

A key area where ChatGPT shines across domains is in 
automating tasks and providing feedback. Firstly, students 
have the opportunity to pose elementary inquiries about 
diverse technical concepts. LLMs can provide working 
definitions of such concepts as well as concrete examples. 
Thus, LLMs not only furnish responses but can also engage 
in subsequent questioning, offering a conversational learn-
ing dynamic.

From the educator’s perspective, LLMs can be utilized 
to craft customized exercises augmented with automated 
feedback, and educators usually have the ability to amend 
insufficient or incorrect feedback the system might provide. 
Moreover, LLMs offer the potential to create novel teach-
ing tools, such as quizzes, flashcards, and interactive games, 
thereby boosting student involvement and comprehension 
(Extance, 2023). ChatGPT can also act as a personal tutor, 
providing feedback on grammar, style, and argument con-
sistency, supporting a tailored learning environment that 
adapts to each student’s needs.

The flexibility of LLMs also allows for the tailoring of 
curricula to students with disabilities, creating an inclusive 
learning environment (Rakap, 2023; Choi, 2023). Teach-
ing students to refine prompts and interact effectively with 
ChatGPT is crucial though, including instructing them on 
verifying information, acknowledging contributions from 
LLMs, and understanding how to use these tools optimally.

Scholarly research on LLMs in education provides a spec-
trum of views; researchers like Silva et al. (2023) and Lin 
(2023) recognize their potential in augmenting academic 
work, emphasizing ethical use and transparency. On the 
other hand, Dergaa et al. (2023) and Qadir (2023) raise con-
cerns about authenticity and biases. Yan et al. (2023) and 
Yadav (2023) acknowledge the benefits of LLMs in automat-
ing educational tasks, but also highlight practical and ethical 
concerns. Fine Licht (2023), Kim et al. (2023), and Vid-
gof et al. (2023) further emphasize the need for transparent 

integration processes and guidelines in educational and busi-
ness contexts.

However, the utilization of LLMs extends well beyond 
the educational realm, encompassing workspaces, elder care, 
mental health, and many other aspects of general well-being, 
highlighting the transformative potential of these emerging 
technologies. However, to fully capitalize on the capabili-
ties of these advanced AI tools, it is crucial that users are 
instructed on how to properly engage with them, with strate-
gies and comprehensive guidelines provided to ensure effec-
tive and responsible utilization.

In professional settings, LLMs are seeing increasing use, 
particularly in administrative tasks. Their proficiency in 
automating email responses and distilling key points from 
extensive meeting transcripts is revolutionizing time man-
agement and information dissemination. They also aid in the 
preliminary drafting of policies and assimilate vast amounts 
of information for informed decision-making. All in all, 
the ability of LLMs to streamline routine tasks is freeing 
employees to focus on more complex, creative work, enhanc-
ing brainstorming, spurring collaborative creativity, and fos-
tering problem-solving. Maximizing these benefits, however, 
requires users to be skilled in crafting precise prompts and 
interpreting the responses appropriately. This underlines the 
necessity of basic training programs and elementary guide-
lines that not only enhance technical proficiency but also 
impart an understanding of the nuanced interactions users 
can and should have with AI.

LLMs also offer tailored solutions to specific organiza-
tional challenges. In customer service, ChatGPT can draft 
initial responses, later refined by humans, ensuring efficient 
yet personalized communication. In research and develop-
ment, LLMs speed up project initiation and idea generation, 
thereby fostering innovation (Girotra et al., 2023). The effec-
tive deployment of LLMs in workplaces underscores their 
role as tools that complement human abilities, necessitating 
clear guidelines for their ethical and effective use.

A final area worth mention is elderly care and mental 
health, where LLMs can offer support by providing com-
panionship and preliminary wellness advice (Fear & Gleber, 
2023). However, it is imperative to educate users and provide 
basic guidelines and warnings regarding the limitations of 
LLMs in these sensitive areas, and to stress the importance 
of supplementing AI interactions with professional care.

Overall, the clear trend is for broader and more pointed 
use of LLMs across a host of domains. This can represent 
a positive development for individuals, organizations, and 
whole societies, with this new technology being leveraged 
for substantive gains of both an economic and human sort. 
However, as with any technology, LLMs can be used well or 
poorly, and in order for these tools to foster human develop-
ment and flourishing, it is critical that we are attentive to not 
just their positive aspects, but also their shortcomings and 
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limitations. Most importantly, we must be vigilant in ensur-
ing that users are using these technologies for their intended 
purposes, and that misuses of the system are minimized to 
the extent possible.2

Shortcomings and potential pitfalls of LLMs 
in practical applications

Though LLMs can significantly improve task automation 
and innovation across disparate fields, the various examples 
of LLM use in domains such as law, healthcare, and educa-
tion present a mixed bag of successes and failures. These 
cases highlight the practical challenges in integrating LLMs 
into daily operations and decision-making processes. For 
instance, in the legal domain, while LLMs have been instru-
mental in processing large volumes of case files and legal 
documents, they have also faced criticism for oversimplify-
ing complex legal reasoning or misinterpreting nuances in 
legal language (Sun, 2023).

The first major issue stems from an overestimation of 
LLMs’ capabilities. Users, especially those not deeply famil-
iar with AI models, may attribute too much intelligence, 
understanding, or capability to LLMs. Such overestimation 
can lead to unwarranted trust in the outputs of these mod-
els, without sufficient scrutiny or oversight. For instance, 
in sectors like healthcare or law, where the stakes are high, 
unquestioning reliance on LLMs for diagnosis or legal 
advice can lead to serious consequences, even when they 
are being used by experts in these fields. The critical fact for 
users to bear in mind is that these models, while powerful, 
should be used as tools for assistance rather than as ultimate 
decision-makers.

Overestimation of LLMs’ capabilities can lead to a related 
problem when used by individuals who are not themselves 
experts in the domain within which they are prompting the 
system. For example, in legal or healthcare domains, use 
of LLMs by professionals entails a form of check on mis-
use of the system, as these experts are in a strong(er) posi-
tion to recognize when the LLM is providing erroneous or 
potentially dangerous outputs. However, laypersons asking 
questions on these sorts of topics are particularly at risk of 
taking the LLMs’ outputs at face value. Thus, the precise 
magnitude of risk involved in using an LLM for a given task 
may be both context- and user-dependent and show deep 
interrelations between these two factors.

Moreover, naïve use of LLMs work can lead to privacy 
and security issues, as users may unknowingly input sensi-
tive or personal information into these models, not realiz-
ing that this data could be stored or used in ways that com-
promise privacy. Educating users and providing sufficient 
warnings and disclaimers about data security and privacy 
concerns associated with LLMs is crucial to prevent such 
breaches.

Similarly, the reliability of information provided by 
LLMs is a critical issue, as there have been instances of 
misinformation spreading due to erroneous outputs.3 These 
erroneous outputs might simply be due to so-called ‘hal-
lucinations’ (OpenAI, 2023), but they can also be due to a 
lack of contextualization; while LLMs are good at process-
ing the text within a given input, they lack a deeper con-
textual understanding of the situation or the broader world. 
This underscores the need for users to critically evaluate 
LLM-generated content as well as the need to have a certain 
degree of knowledge as to how to include context-relevant 
information within the input of a given LLM prompt.

Another major concern are biases presented in LLM out-
puts, especially as real-life incidents have shown how these 
biases can lead to problematic outcomes, raising serious 
ethical questions. For example, Schramowski et al. (2022) 
discuss how language models like BERT retain human-like 
biases, specifically in moral norms and values. LLMs are 
trained on vast datasets that often reflect biases present in 
society (Abid et al., 2021), and users who are unaware or 
dismissive of these biases may inadvertently perpetuate or 
amplify them through uncritical use of LLM outputs. For 
example, if an LLM is used to screen job applications and 
the training data had biases against certain demographic 
groups, the LLM might (somewhat predictably) replicate 
these biases in its screening process, leading to unfair and 
discriminatory practices.4

It is important to stress that a significant portion of the 
risks associated with LLMs stem not just from the mod-
els themselves, but also from a lack of understanding about 
how to use them effectively and responsibly. For example, 
understanding the limits of the context windows of a par-
ticular LLM becomes highly relevant when using large 
inputs; one might risk believing the model has incorporated 
certain information (e.g., when summarizing a large docu-
ment) when this is not the case. Often, pitfalls encountered 
in practical applications of LLMs can be traced back to basic 
level gaps in knowledge about certain system’s limitations 
or to misconceptions about the capabilities and limitations 
of these technologies in general.2 Importantly, our concern is with mitigation of unintentional or pos-

sibly negligent misuse stemming from user ignorance regarding the 
limitations of these systems. Willful and malicious misuse will still 
obviously present a problem, but mitigation strategies for this will 
need to be crafted along very different lines, in keeping with the dif-
ferent nature of such misuses. Exploration of this is beyond the scope 
of the current article.

3 See, e.g., (Augenstein et  al., 2023; Barman et  al., 2024a, 2024b; 
Chen & Shu, 2023; Mittelstadt et al., 2023).
4 For examples of such problems arising in real-world contexts, see, 
e.g., Gallegos et al. (2023), Li et al. (2023) and Salinas et al. (2023).
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To navigate these pitfalls, it is essential to adopt guide-
lines for responsible LLM usage, which include ethical con-
siderations, bias mitigation strategies, and regular accuracy 
checks. Educating users on the capabilities and limitations 
of LLMs is also paramount, ensuring that they are leveraged 
as tools that augment human abilities rather than replace 
them. Training programs and educational resources can play 
a significant role in enhancing the understanding and effec-
tive utilization of LLMs.

The challenges of XAI for LLMs

Explainable Artificial Intelligence (XAI) has emerged as a 
significant field in the study of AI, aimed at making the 
decisions and processes of AI systems transparent and 
understandable to humans. Its relevance for LLMs is par-
ticularly noteworthy, considering the increasing reliance on 
these models in various domains and the significant degree 
of opacity in most LLMs. However, the task of elucidating 
the inner workings of LLMs through XAI presents unique 
challenges.

The fundamental complexity and scale of LLMs pre-
sents significant hurdles. These models, characterized by 
extremely large parameter counts (e.g., GPT4 is said to have 
1.7 trillion parameters), process and generate information in 
ways that are not intuitively understandable. XAI explana-
tions may not only be inadequate, or computationally costly 
(given the size of these models) but can potentially mislead 
users into a false sense of understanding. Moreover, as will 
be argued below, even if these explanations are good expla-
nations of the ‘internal reasoning’ of the model, or of the 
reasons for a particular output being what it is, they might 
not convey the actionable information needed for adequate 
use.

XAI techniques are a host of computational, mathemati-
cal, and statistical models that, when applied to AI mod-
els, enable gathering key information about their workings. 
There are many approaches to be found, ranging from try-
ing to figure out the importance certain features might have 
towards an output (Lundberg & Lee, 2017), to providing 
simplified linear models that track some level of accuracy 
in the behavior of the model within a smaller range of inputs 
(Ribeiro et al., 2016), to trying to tease out the mechanisms 
of neural network behavior (e.g., by highlighting the circuits, 
or by showing which input maximally activates a certain 
neuron), which is sometimes called mechanistic explainabil-
ity (Conmy et al., 2023a, 2023b).

Some of the most promising XAI techniques for study-
ing LLMs use other bigger LLMs to study key features of 
smaller ones (Bills et al., 2023), but it is fair to say that 
the current results are modest (see Zhao et al., 2023 for 
a recent summary on XAI for LLMs). Model-agnostic 

methods (Zolanvari et al., 2021) might be helpful to some 
extent when trying to provide explanations for given outputs 
(i.e., local explanations). The strength of these methods is 
that they can operate regardless of the model architecture. 
This sidesteps the need to delve into the intricate and often 
incomprehensible internal mechanisms of these complex 
models. For instance, examples such as SHAP (SHapley 
Additive exPlanations) (Lundberg & Lee, 2017), aim to pro-
vide insights into the decision-making process of AI models 
by approximating how changes in input affect the model’s 
output. The main issue here is that knowing the relative 
importance of certain components of the input towards an 
output will likely not provide the necessary information to 
improve future user actions.

Supposing that one can adequately establish that cer-
tain nouns and phrases of the input to an LLM were very 
important to the output, this provides little information as 
to whether the output is correct, as to whether the output 
is biased or incomplete, or as to what should have been 
changed in the input so that the output would have been bet-
ter. (It is worth mentioning that counterfactual explanations 
for LLMs are still in their infancy, although this could be 
a promising way of resolving some of these issues, espe-
cially when combined with interventionist approaches; see 
e.g., Meng et al. (2022). We are, however, skeptical that this 
would be enough to solve all issues mentioned so far.)

The broader question that arises is whether these expla-
nations are the ‘right’ sort of thing for addressing the chal-
lenges posed by LLMs. While model-agnostic techniques 
can provide a snapshot of how an LLM might be process-
ing and responding to specific inputs, they may fall short of 
conveying the broader context and inherent uncertainties of 
LLM functioning.

Implementing effective XAI solutions is not only techni-
cally challenging but also resource-intensive, often requiring 
additional computational power and specialized expertise. 
But even if these obstacles proved trivial, practical imple-
mentations of XAI with LLMs also encounter substantial 
issues. First of all, there is a risk of user misunderstanding, 
where the explanations provided by XAI tools might lead 
users to overestimate their understanding or make incor-
rect assumptions about the LLM’s outputs (that is, assum-
ing users can understand the explanations in the first place). 
Real-world examples further illustrate these challenges. For 
instance, an LLM used in a legal context might provide a 
decision rationale that seems plausible to a layperson but 
misses critical legal nuances, leading to misinterpretation 
of its advice. Conversely, there are scenarios where XAI 
successfully sheds light on certain aspects of an LLM’s deci-
sion process but still leaves a gap in comprehensive under-
standing, particularly in cases involving nuanced or abstract 
concepts.
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At a more fundamental level, XAI may prove less help-
ful than anticipated for improving responsible and reliable 
use of LLMs, for the simple reason that knowing why some 
outcome is reached may not aid particular users in getting 
the outcome they are seeking. This is because knowledge of 
why a system functions as it does sometimes will not trans-
late to knowledge of how to actually get something done, 
and it is possible for users, especially more beginner users 
like students, to see explanations and not know what their 
implications are for LLM usage. Furthermore, due to the 
general audience being considered there are two potential 
risks. Firstly, the explanations might be misunderstood. Sec-
ondly, explanations might be oversimplifying in undesirable 
ways to the user’s goal. What is critical is thus not that users 
have some explanation, however good it might be, but rather 
that they know the dos-and-don’ts of responsibly using that 
system. This is especially important for more novice users, 
for the simple fact that dos-and-don’ts can be effectively and 
reliably communicated to such individuals, while explana-
tions (and what to do with those) may be unhelpful or may 
require an initial learning phase to get acquainted with said 
explanations.5

Given these various limitations, alternative approaches to 
understanding LLM outputs are worth further exploration. 
Human-centric approaches that focus on educating users 
about the general principles and potential biases of LLMs 
can be beneficial. Alongside XAI, complementary tools 
and methods, such as heuristic-based analysis, can provide 
a more rounded understanding of LLM outputs.6

The role of user training and the development of practical 
guidelines cannot be overstated in this context. To effectively 
harness the capabilities of LLMs, users may not need to 
fully understand AI systems themselves, but they will need 
a baseline competence in understanding both how to use AI 
systems and they will have to have a clear idea of the limita-
tions of these systems. Practical guidelines that offer realistic 
and user-friendly advice on input crafting, and on interpret-
ing and applying LLM outputs are crucial. These guidelines 
should be developed in tandem with advancements in XAI, 
ensuring they remain relevant and useful. Put more bluntly, 
if the goal is to enable users to utilize LLMs in a responsible, 
reliable, and efficient manner, simply providing explanations 
might not suffice, even if good explanations are available.

Charting a user‑centric path: 
the case for tailored guidelines 
in a user‑centric‑approach (UCA)

Specific LLMs like GPT-4 are still in their early stages of 
development, yet already even experts do not fully compre-
hend the intricate details of how these models work or their 
full capabilities and limitations.7 Expecting explainability 
from such nascent and complex systems often sets unrealis-
tic expectations. While explainability is a worthy long-term 
goal, over-prioritizing it now directs attention and resources 
away from developing the core functionalities and safety 
protocols which should be the current prime focus.8 This is 
not to say that both should not work in tandem in a comple-
mentary fashion, as breakthroughs in XAI will likely inform 
good policies and guidelines, but we need not wait for such 
breakthroughs to already start providing good use norms.

Crafting user-centric guidelines is a fundamental step 
towards a more practical and inclusive use of LLMs. Such 
guidelines should be dynamic, evolving in response to tech-
nological advancements and user feedback. This flexibility 
is particularly crucial in areas like healthcare, legal ser-
vices, and education, where LLMs are increasingly being 
integrated. By catering to these diverse requirements, we 
can promote a more inclusive and responsible application of 
LLMs, reducing risks and maximizing their potential.

Additionally, developing these guidelines should be a col-
laborative endeavor, involving AI experts, ethicists, educa-
tors, and perhaps most importantly, end-users. This broad 
spectrum of perspectives can help to ensure that guidelines 
more comprehensively address everything from technical 
proficiency to ethical concerns. Utilizing real-world case 
studies of LLM applications, both successful and problem-
atic, can provide invaluable insights. These examples can 
serve as a foundation for developing practical, context-spe-
cific strategies. For instance, guidelines could offer advice 
on identifying and mitigating biases in LLM outputs, a sig-
nificant ethical concern.

For the average user, simple heuristics to detect poten-
tial errors or misinformation from LLMs may be far more 
beneficial than obtaining an explanation for a given output. 
Pattern recognition to identify peculiar phrasings, internal 
contradictions, or suspicious cited sources requires little 
technical skill. Equipping the public with easily compre-
hensible rules of thumb can empower users to exercise cau-
tion with LLM outputs and to use these tools effectively. 

5 See Wood (2024) for further exploration of challenges in using XAI 
to improve effective and responsible use of AI-enabled systems.
6 See, e.g., Liao and Vaughan (2023) and Wang et al. (2024a, 2024b).

7 E.g., Bowman (2023) and Zhao et al. (2023). See also the discus-
sion presented in layman’s terms at https:// www. linke din. com/ pulse/ 
when- llm- exper ts- say- we- dont- know- how- pallav- sharda- 2tpyc/.
8 More broadly, emphasis on XAI, assuming it can be fully achieved, 
may undermine more institutional and human-centric approaches. See 
Wood (2024).

https://www.linkedin.com/pulse/when-llm-experts-say-we-dont-know-how-pallav-sharda-2tpyc/
https://www.linkedin.com/pulse/when-llm-experts-say-we-dont-know-how-pallav-sharda-2tpyc/
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Additionally, this approach places emphasis on the core 
points at stake, namely responsible and reliable use of 
LLMs, and does not allow for undue attention on technical 
achievements like explainability which may not always fos-
ter responsible and reliable use in all contexts.

Creation of structured protocols and best practices can 
further prevent unintentional misuse and mitigate risks even 
without explainability. Educational and regulatory institu-
tions can (and arguably should) collaborate to develop 
appropriate regulations tailored to different disciplines, as 
detailed protocols with specific use cases, limitations, and 
oversight can constrain the risks of LLMs irrespective of 
explainability. These protocols and practices can be tested 
and regimented through benchmarks (see e.g., Barman et al., 
2024a, 2024b).

In any case, LLMs are still maturing technologies and 
their risks can arguably be managed through usual protocols 
of appropriate regulation, education, and responsible devel-
opment, as with any powerful new technology. The internal 
combustion engine is not easily explainable to average driv-
ers, yet does not imperil them when proper precautions are 
instituted. Similarly, LLMs can be incorporated into society 
once protocols for safe usage are established. For typical 
users, explainability is not an essential prerequisite for ben-
efitting from LLMs’ advantages.

For ordinary users, having an explanation may not be nec-
essary (and certainly not sufficient) to handle routine tasks. 
Just as a light switch user need not comprehend electrical 
engineering, appropriate LLM usage can be taught without 
elucidating the reasons, details, or inner workings of mod-
els. The essential knowledge required is an understanding of 
capabilities, limitations, and proper use, not of the underly-
ing model itself.

Issues regarding appropriate development and regula-
tion of AI are thus also institutional challenges rather than 
purely technical ones. Technical solutions like explainabil-
ity, benchmarking, and error analysis will likely supple-
ment broader initiatives like industry standards, responsible 
research norms, and educational curricula. Simple warning 
signals and guidelines could enable safe LLM usage for reg-
ular tasks without necessitating intricate explainability. The 
right level of transparency must align with the user and use 
case. But the onus lies on educational and regulatory insti-
tutions to spearhead research into challenges arising from 
real-world LLM usage, and accordingly, formulate policies 
and protocols to ensure these models are employed for the 
collective good.

Meta criteria for guidelines

To harness the full potential of LLMs while mitigating their 
inherent risks, the development and implementation of effec-
tive guidelines is a critical undertaking. The aim of such 
guidelines ought to be to minimize risks while maximizing 
the potential of LLMs. As such, these guidelines should also 
either minimize the number of errors or misinformation, or 
minimize the severity of mistakes. On the other hand, these 
guidelines should also be specific enough to provide contex-
tual heuristics that would allow users to craft prompts that 
are satisfactory.

In the following, we will not propose any definitive 
guidelines, but instead propose desiderata or meta criteria 
that such guidelines should satisfy (and explore possible 
guidelines which might follow from these). Adherence to 
these meta criteria should ideally ensure that LLM’s use is 
practical, reliable, and beneficial. Central to these criteria is 
the notion that guidelines should be empirically testable,9 
tailored to specific audiences and use cases, and integrated 
into the very interfaces of LLMs, much like the disclaimers 
provided by tools like ChatGPT about potential inaccuracies 
in information. However, we believe additional institutional 
aid is required on this matter.

First and foremost, guidelines must be evidence-based. 
They should be testable and tested to validate their effective-
ness. This evidence-based approach ensures that guidelines 
are more than just theoretical constructs; they are practical 
tools that have been proven to work in real-world scenar-
ios. In this context, efficiency is a key consideration. The 
guidelines should streamline users’ interaction with LLMs, 
improving the overall experience without adding unneces-
sary complexity or cognitive load.10 They should also show 
promising results when it comes to minimizing potential 
costs or losses due to misuse or mistakes, be these costs 
economic, reputational, social, health-related or of another 
nature. In this sense, it is important that guidelines not only 

9 Some might argue that “rules of thumb” or heuristics for guid-
ing LLM use are not apt to empirical testing or verification. What 
we have in mind, however, is a general ability to empirically check 
whether guidelines improve use of LLMs (in terms of users accom-
plishing the tasks they are employing LLMs for), and in this respect, 
it should be possible to empirically examine whether guidelines 
are indeed improving use, detracting from it, or having a negligible 
impact. The precise impact of various guidelines, and their imple-
mentation, would further provide useful running data for the improve-
ment of user interfaces with an eye to ever more effective and respon-
sible LLM use. See also Barman et al., (2024a, 2024b).
10 For candidate approaches in this direction, see, e.g., Wang et  al. 
(2024a, 2024b and Watkins (2023) as well as https:// www. dpc. sa. gov. 
au/__ data/ assets/ pdf_ file/ 0007/ 936745/ Guide line- 13.1- Use- of- Large- 
Langu age- Model- AI- Tools- Utili ties. pdf and https:// www. isc. upenn. 
edu/ secur ity/ LLM- guide. See Johri et al. (2023) for more meta-level 
guidelines embedded within a specific context, i.e., LLM use in the 
field of medicine.

https://www.dpc.sa.gov.au/__data/assets/pdf_file/0007/936745/Guideline-13.1-Use-of-Large-Language-Model-AI-Tools-Utilities.pdf
https://www.dpc.sa.gov.au/__data/assets/pdf_file/0007/936745/Guideline-13.1-Use-of-Large-Language-Model-AI-Tools-Utilities.pdf
https://www.dpc.sa.gov.au/__data/assets/pdf_file/0007/936745/Guideline-13.1-Use-of-Large-Language-Model-AI-Tools-Utilities.pdf
https://www.isc.upenn.edu/security/LLM-guide
https://www.isc.upenn.edu/security/LLM-guide
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minimize the number of mistakes, but also the magnitude 
of these mistakes.

It is also important to acknowledge that the potential use 
cases where LLMs are limited or prone to errors do not nec-
essarily preclude their general or overall utility. Guidelines 
should be directed at specific users employing LLMs for 
specific purposes, and in some cases, the occasional inac-
curacies of LLMs might be acceptable, provided the user is 
aware of these limitations and responds accordingly.

The role of institutions in providing these guidelines is 
also a point of consideration. Whether its academic bodies, 
industry leaders, or regulatory agencies, the responsibility 
for developing and disseminating these guidelines might fall 
upon various stakeholders. Regardless of who ultimately 
takes on this task, the emphasis should be on collaborative 
efforts that draw on diverse expertise and perspectives.

This becomes an especially important issue consider-
ing the fact that lack of proper guidelines disproportion-
ately affects lower socio-economic groups who might lack 
resources or meta-skills. These groups are often the most 
vulnerable to negative consequences of LLM errors or mis-
use due to limited access to alternative information sources 
or support systems. Inadequate guidelines could result in 
these users being more susceptible to misinformation, digital 
manipulation, or opportunity costs. Therefore, it’s crucial 
that guidelines not only cater to the technological aspects of 
LLMs, but also consider socio-economic disparities. This 
involves creating accessible, easy-to-understand guidelines 
that can be effectively utilized by individuals from various 
backgrounds. It also means ensuring that the guidelines are 
distributed widely and are available in multiple languages 
and formats, to reach a broader audience. Such inclusive 
approaches in guideline development and dissemination are 
vital in ensuring that the benefits of LLMs are equitably 
shared and the risks are minimized across all societal strata.

However, the creation of guidelines is just the beginning. 
Their real-world efficacy must be continuously tested and 
refined. This iterative process of testing and refinement is 
essential to ensure that guidelines remain relevant and effec-
tive as LLMs evolve and new challenges emerge.

In educational settings, the incorporation of LLMs must 
be guided by well-established best practices to make the 
learning experience more personalized and efficient. These 
practices should vary according to the level of education. 
For instance, the way an elementary school student engages 
with an LLM should differ significantly from a graduate 
student’s approach. It is crucial that students at all levels 
learn not only to use these tools but also to critically analyze 
their outputs.

Educators will have a central role in this process, but also 
the institutions related to education. These should provide 
guidance on the ethical and responsible use of LLMs, tai-
lored to various tasks and contexts. This involves teaching 

students not just how to use these models but also how to 
verify and attribute the information provided by them cor-
rectly. This is thus akin to learning citation principles; stu-
dents must understand how to acknowledge and evaluate 
LLM contributions accurately. Furthermore, guidelines 
should include good principles for how to make best use of 
these models, taking advantage of their strengths. A critical 
aspect of this training involves providing students with ade-
quate instruction in prompt engineering principles and core 
strategies (see e.g., Buruk, 2023). This could include tech-
niques like chain of thought prompting (Wei et al., 2022) or 
assigning specific roles to the model to guide its responses. 
Students should also be instructed in how to evaluate the 
validity and reliability of the outputs they receive. This 
involves fact-checking strategies and developing an under-
standing of the strengths and limitations of LLMs.

Moreover, it is essential to establish good heuristics for 
prompt iteration and to create a work system that integrates 
these tools seamlessly into the students’ workflow. This 
integration should aim at enhancing the educational pro-
cess, encouraging critical thinking, and fostering a deeper 
understanding of how to interact with advanced AI tools like 
LLMs effectively.

When it comes to dealing with failures or misuses of 
LLMs, these instances shouldn’t be viewed merely as mis-
takes, but rather as valuable learning opportunities. Each 
failure provides a unique chance to revisit and refine the 
training protocols and curricula surrounding the use of these 
technologies. Educators can use these experiences to high-
light the importance of responsible LLM use, demonstrating 
the consequences of misuse and the steps needed to cor-
rect or avoid such situations in the future. In addition, such 
experiences should be integrated into educational curricula 
as case studies or examples, allowing students to learn from 
real-life scenarios. This approach not only makes the learn-
ing process more relatable but also prepares students for the 
practical challenges they may face in using AI tools in their 
future academic or professional pursuits.

In workplace settings, similar principles are essential. 
Initially, well-defined guidelines can significantly enhance 
workforce productivity and it has already been demonstrated 
that the use of LLMs positively affects productivity (Eloun-
dou et al., 2023). Enhancing these effects further can be 
achieved through a robust set of guidelines for effective 
prompting. In the case of legal settings, clear guidelines help 
delineate the type of information that can be legally shared 
with LLMs, ensuring ethical compliance and the protection 
of sensitive data. These guidelines are particularly crucial 
for employees who are less technologically savvy and might 
otherwise hesitate to utilize LLMs in their professional roles.

When it comes to expert advice, such as seeking legal or 
health guidance from LLMs, the guidelines should primar-
ily aim at mitigating the potential impact of inaccuracies. 
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This involves emphasizing the importance of treating the 
information provided as a starting point rather than a defini-
tive solution. Users should be encouraged to verify critical 
details with qualified professionals. Additionally, the guide-
lines should highlight the importance of discretion when 
dealing with sensitive or personal issues, and clearly state 
the limitations of LLMs in understanding and interpreting 
complex, nuanced situations. By doing so, the guidelines 
can help to maintain a realistic expectation of the assistance 
LLMs can provide, while underscoring the importance of 
professional judgment and expertise in these specialized 
areas.

Conclusion

Large language models are having a significant impact 
across diverse sectors. However, these systems provide not 
just possibilities for benefit, but also for error, misunder-
standing, and even harm. In order to address these risks, 
a nuanced and responsible approach centered on user edu-
cation and training is needed. More than this, mitigating 
the risks associated with LLMs, such as biases or misin-
formation, requires more than just an emphasis on explain-
ability. It demands a concerted effort towards developing 
robust user guidelines, gathering insights from actual LLM 
usage, and addressing challenges encountered in real-world 
applications.

Central to our discussion is the need for thoughtfully 
designed curricula and basic training programs and user 
guidelines that cater to different users’ varying experience 
levels and disciplines. These programs should crucially 
focus on ethical and responsible usage. Education on prompt 
engineering and guidelines for differentiating appropriate 
from inappropriate LLM tasks is imperative. This approach 
further aligns with the need for a sociotechnical perspective 
that emphasizes human guidance and oversight in the use 
of LLMs.

Our exploration reveals that realizing the full potential of 
LLMs extends beyond the technical realm, and in fact may 
most heavily demand an institutional rather than technical 
approach to minimizing error and misuse. It calls for a holis-
tic strategy that integrates prudent oversight and education. 
Such a strategy ensures that these powerful models serve 
as a force for positive transformation in various aspects of 
society. By placing a premium on the human element in the 
integration of LLMs, we can pave the way for an ethical and 
responsible framework that maximizes the benefits of these 
advanced technologies across institutions.

Future research should focus on the empirical evaluation 
of the effectiveness of user training programs and guidelines 
in enhancing the safe and ethical use of LLMs. This involves 
conducting systematic studies across various contexts to 

understand how different user groups interact with LLMs 
and the impact of specific training protocols on their ability 
to use these models responsibly. Further work could also 
explore the development of adaptive training systems that 
evolve based on user feedback and the changing dynam-
ics of LLM technologies. Additionally, there is a need for 
interdisciplinary studies that integrate insights from fields 
such as ethics, psychology, and education to further refine 
and contextualize user guidelines. Another promising area 
involves the investigation of the long-term social and ethi-
cal impacts of LLM use in different sectors, such as edu-
cation, healthcare, and business, to inform the continuous 
refinement of user guidelines. This research should aim to 
establish a comprehensive framework that not only guides 
users in the present but also anticipates future challenges and 
opportunities in the realm of artificial intelligence.
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