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among philosophers, worried about “algocracy” (rule by 
algorithm), and its ethical and political impacts. One of the 
chief issues of ethical and political significance raised by 
algocratic governance, so the argument goes, is the lack of 
transparency of algorithms.

One of the best-known examples of philosophical analy-
ses of algocracy is John Danaher’s “The threat of algocracy” 
(2016), arguing that government by algorithm undermines 
political legitimacy. In this paper, I will treat Danaher’s 
argument as a springboard for raising additional questions 
about the connections between algocracy and legitimacy, 
especially in light of empirical results about what we can 
expect the voters and policymakers to know.

The paper has the following structure: in Sect. 2, I intro-
duce the basics of Danaher’s argument regarding algocracy. 
In Sect. 3 I argue that the algocratic threat to legitimacy has 
troubling implications for social justice. In Sect. 4, I argue 
that, nevertheless, there seem to be good reasons for gov-
ernments to rely on algorithmic decision support systems. 
Lastly, I try to resolve the apparent tension between the find-
ings of the two preceding Sections.

Introduction

Governments claim the unique right to enforce their deci-
sions by violence or threat thereof. Governments’ decisions 
are consequential: they can deprive citizens of liberty, prop-
erty, and, at the limit, life. This is a fearsome power, and its 
every aspect deserves close philosophical scrutiny. It is thus 
no accident that governments’ use of emerging technologies 
to drive their decisions has become a topic of interest in 
recent years.

With the advent of automated decision-making, gov-
ernments have increasingly begun to rely on artificially 
intelligent algorithms to inform policy decisions across 
a range of domains of government interest and influence, 
from immigration control, through crime prevention, to 
welfare provision. The practice has not gone unnoticed 
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Algocracy and opacity

Should governments make decisions on the basis of algo-
rithms the mechanism of which neither they nor their sub-
jects understand? This is the problem of algocracy.

In what follows, I’ll adopt Danaher’s definition of algoc-
racy throughout this article:

a system in which algorithms are used to collect, col-
late and organise the data upon which decisions are 
typically made and to assist in how that data is pro-
cessed and communicated through the relevant gov-
ernance system. In doing so, the algorithms structure 
and constrain the ways in which humans within those 
systems interact with one another, the relevant data 
and the broader community affected by those systems 
(2016).

I will use the term “algorithmic decision-making” to denote 
any decision-making relying on algorithmic outputs as a 
consideration in making a decision, and the term “algorith-
mic decision support systems” to denote systems composed 
of algorithmic decision-making models, their designers and 
their end-users (ultimate decision-makers).

In his paper, Danaher considers the impact of algocracy 
on the legitimacy of government decisions. In so doing, he 
seems to entertain the following argument:

(1) Algocracy involves algorithms.
(2) Algorithms are opaque.
(3) Opacity prevents comprehensibility and informed 

participation.
(4) In the absence of comprehensibility and informed par-

ticipation, there can be no legitimacy for governments’ 
decisions (call it the “Strong comprehensibility condi-
tion on legitimacy”).

(5) Therefore, opacity undermines legitimacy.
(6) Therefore, algocracy undermines legitimacy.

Premise (1) is true by definition. Premise (2) draws its sup-
port from the “black box” nature of many algorithms (I’ll 
speak more about it later). Premise (3) also seems true 
by definition, while Premise (4) appears to be a broadly 
endorsed principle in democratic theory (see especially Est-
lund (2008)). Danaher offers the following rationale for it:

In Estlund’s model, … the procedures must be jus-
tifiable to people in terms of reasons that are acces-
sible and comprehensible to them… This requires 
non-opacity: The rationales underlying the mechan-
ics of the procedure must not be opaque to those 
who are affected by those procedures. In appealing to 

non-opacity conditions, he is not alone. Many theories 
of political legitimacy insist that decision-making pro-
cedures must be rationally acceptable to those who are 
affected by them (2016) [references omitted].

Then, (5) follows from (2), (3) and (4), and (6) follows from 
(1) and (5). The argument is certainly a strong one – how-
ever, it does not appear to be entirely endorsed by Dana-
her himself. Given the nature of the premises, the only one 
that can be rejected (or, more plausibly, relaxed) is Premise 
(4). In this light, a more promising version of this argu-
ment could rely on a weaker comprehensibility condition on 
legitimacy, perhaps along the lines of:

Premise (4’): The absence of comprehensibility and 
informed participation is a prima facie reason to think the 
legitimacy of governments’ decisions is diminished.1

Rephrasing it thus does three things: first, it makes the 
criterion more plausible; second, it merely places the justifi-
catory burden on the governments planning to institute some 
form of algocratic governance, rather than outright denying 
legitimacy to the results of such governance; third, it makes 
explicit the idea that legitimacy is a matter of degree (just 
like comprehensibility and informed participation). Conse-
quently, just as decisions could be more or less understand-
able, they can also be more or less legitimate. (This is not 
to say that the degree of legitimacy is always proportional 
to the degree of comprehensibility; other factors could of 
course be at play.)

Returning to premise (2), it is worth pointing out that the 
opacity of algorithmic procedures can come in a variety of 
flavors. In this paper, I adopt Jenna Burrell’s (2016) tripar-
tite distinction between different kinds of opacity. Burrell 
distinguishes opacity due to secrecy, opacity due to tech-
nological illiteracy, and opacity due to the inherent black-
box nature of the algorithms. In fact, I will put opacity as 
secrecy to a side (see Fink (2018) for some concerns about 
the secrecy and disclosure of algorithms used by public 
institutions), and focus primarily on the other two types.

Burrell defines opacity due to technological illiteracy as 
“stemming from the current state of affairs where writing 
(and reading) code is a specialist skill” (2016) and black-
box opacity as arising “from the mismatch between math-
ematical optimization in high-dimensionality characteristic 
of machine learning and the demands of human-scale rea-
soning and styles of semantic interpretation” (2016).

While the former kind of opacity is relatively straightfor-
ward, one may need further elaboration on the latter. Burrell 
obliges by offering the following gloss:

1  Accordingly, the conclusion of the amended argument would be 
something to the effect that (6’) Prima facie, under algocracy, the 
legitimacy of governments’ decisions is diminished.
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When a computer learns and consequently builds its 
own representation of a classification decision, it does 
so without regard for human comprehension. Machine 
optimizations based on training data do not naturally 
accord with human semantic explanations. … the 
workings of machine learning algorithms can escape 
full understanding and interpretation by humans, even 
for those with specialized training, even for computer 
scientists (2016).

Consequently, opacity due to illiteracy is in principle pos-
sible to overcome by learning the relevant skills (“writing 
(and reading) code”). Opacity due to the black box nature 
of some algorithms, in contrast, may make these algorithms 
forever inscrutable.

Algocracy and social justice

Suppose it’s true that democratic legitimacy is prima facie 
undermined by the of lack informed participation from 
the subjects of the decision (where informed participation 
requires comprehensibility). Suppose an algocratic deci-
sion is defended on the basis that it is, in principle, under-
standable. That is, it is neither shrouded in legally enforced 
secrecy, nor supported by an indecipherable black-box 
algorithm. In other words, the operations of the automated 
decision-support system could be comprehended, were 
one to expend a certain amount of resources and effort on 
acquiring the relevant specialist skills. Of course, opacity 
in this sense is essentially a matter of degree – the more 
skillful an individual, the better they will be at comprehend-
ing the algorithmic procedures and the more recondite the 
algorithmic operations, the more resources need to be spent 
unearthing its inner workings.

Comprehensibility, a necessary condition for informed 
democratic participation, is thus at least formally met as 
long as the algorithm is not kept secret and its operations 
do not exceed “human-scale reasoning.” That is, in such cir-
cumstances, there’s a way for the decision subject to under-
stand the processes that led to the actual outcome. However, 
in-principle comprehensibility need not be enough to assure 
any meaningful understanding on the part of the decision 
subjects, and consequently, seems to fail to meet the strong 
comprehensibility condition on legitimacy.

Comprehensibility in the real world

Consider the following scenario to get us started:

Consultation

Suppose that one of the provisions of the Springfield 
city charter states that any binding decision of the city 
council must be preceded by a public consultation. 
Today is the day of just such a consultation meeting 
about proposed changes to one of the city’s laws. Any-
one, regardless of race, disability, gender, or any other 
characteristic, can participate, and the announcement 
about the meeting is widely circulated. However, the 
meeting is held in a remote location only accessible by 
helicopter. After the consultation is concluded, the city 
passes the changes in law, claiming that its doing so is 
in accordance with the city charter.

There are some problems with the council’s claim. For start-
ers, Springfieldians would need to sacrifice a substantial 
amount of time and resources to be able to attend the consul-
tation. If there were economically marginalized individuals 
in Springfield, they would be more adversely affected by the 
city’s choice of location than the economically advantaged. 
This is, of course, because someone poor, like Cletus, would 
be less likely to afford helicopter rides to the meeting than 
someone rich, like Mr. Burns. Setting this aside, however, it 
still seems wrong to condition democratic participation on 
the possession of a certain amount of resources. The city’s 
policy would remain wrong even if everyone in Springfield 
had the same level of income and wealth (except of course if 
everyone in the city could easily afford a helicopter).

What Consultation demonstrates, I take it, is that having 
to bear substantial costs as a condition on democratic par-
ticipation is prima facie unjustified. The city council would 
have to provide powerful reasons indeed for its choice of the 
meeting location (perhaps if the policy proposal was exclu-
sively concerned with taxes on helicopter owners, it would 
be permissible to hold the meeting there; or perhaps if that 
was the only way to keep the meeting participants safe). 
This insight is applicable to algocratic governance just as 
much as it is to the governance of Springfield. Acquiring 
technical skills that enable people to understand algorithms 
is costly (maybe not as costly as helicopters, but probably 
more expensive than helicopter rides). Moreover, it also 
requires that the prospective learner be in fact willing to 
learn.

Putting it differently, there are at least two necessary con-
ditions on skill acquisition. One is the presence of an incen-
tive to do so, the other is the possession of resources. People 
won’t learn unless they want to and can afford it.

Empirical research on voter behavior strongly sug-
gests that voters will generally avoid acquiring knowledge 
required to make an informed choice about policy matters 
(see Somin (2015) for a primer). The researchers tend to 
take this fact to reflect rational choices on the voters’ part. 
Given the very small expected benefit from voting well and 

1 3

Page 3 of 9 34



B. Chomanski

It is therefore likely that participatory engagement in pub-
lic matters aided by algorithmic decision-support systems 
will only be possible for those at or above a certain level of 
income or wealth. This would remain true even for people 
likely to be significantly affected by algocratic decisions.

Given these constraints, should the governments have the 
right to impose their algorithmic decisions on their subjects? 
Suppose the outcome of such a decision has the potential to 
substantially affect the wellbeing of the decision subject, but 
that most citizens are extremely unlikely to be subjected to 
these decisions. At the same time, the cost one must bear to 
acquire the ability to comprehend the algorithm’s operations 
is also substantial.

As Consultation demonstrates, the government cannot 
claim comprehensibility merely because it is in principle 
possible to understand its decision, were one to have access 
to a substantial amount of resources. This is because it 
effectively bars those decision subjects who lack access to 
such resources from informed democratic participation. If 
those very same people end up being primarily subjected 
to the governments’ algorithmic decision-making, the legiti-
macy of such decisions is thrown into serious doubt. Sup-
pose, for instance, that Springfield’s consultation concerns 
some poverty relief-related policy. Those able to attend the 
consultation and those most affected by the policy changes 
are probably completely different groups of people. Conse-
quently, we’d be hard pressed to agree with the city’s claim 
that its new policy meets the provisions of the charter.

This could have significant implications for social jus-
tice, given the actual wealth and income disparities among 
different groups of decision subjects. Members of margin-
alized communities, when they become targets of algo-
rithmic decision-making by governments, would tend to 
have a more difficult time engaging in participatory dem-
ocratic processes than members of dominant groups. This 
is because members of marginalized communities would 
be more likely to lack the resources needed to acquire the 
relevant skills necessary for comprehending the nature of 
the algorithmic influences on the governments’ decisions. 
At the very least, members of such communities would be 
more likely disadvantaged in access to these skills relative 
to the dominant groups.2 This would undermine their abil-
ity to participate in the public decision-making processes, 
and, consequently, undermine the legitimacy of decisions 
affecting them.

As a result, governments need to have a reasonable expec-
tation that acquiring information about, and understanding 
of, its decision processes is not excessively onerous before 
claiming that their decisions are comprehensible. In other 

2  Given that marginalized communities are in fact (sometimes inten-
tionally) targeted by algorithm-driven policies, this makes the prob-
lem more acute.

given the substantial amount of costly study required to 
become informed enough to vote well, it is generally ratio-
nal to remain ignorant. What’s true of acquiring knowledge 
in general will also be true when it comes to acquiring the 
particular knowledge of how algorithms work. If individual 
votes (or other forms of political participation) are unlikely 
to influence algocratic procedures and outcomes, it is not 
irrational to decide against learning about algorithms in the 
first place.

As a corollary, we should also expect low level of voter 
willingness to acquire information if the relevant decisions 
are unlikely to affect the majority of them. E.g. suppose 
that algorithmic decision support systems are being used 
in determining the likelihood of child abuse, as described 
by Eubanks (2017). If most voters believe themselves to 
be extremely unlikely to ever come into contact with the 
part of the state that Eubanks describes, their incentive to 
understand its algorithmic procedures is likewise dimin-
ished. Similarly, if most voters expect not to come into con-
tact with the systems administering pre-trial detention, they 
may be unwilling to become informed about the algorithms 
it uses.

Thus, we have two kinds of likely circumstances in which 
voters would be disincentivized from becoming informed 
about the operations of algorithmic decision support sys-
tems. And it’s not merely theoretical speculation. Rational 
ignorance has already been demonstrated to explain citi-
zen behavior in other circumstances where knowledge of 
information technologies (IT) is required for community 
participation. In a fairly recent attempt to promote a more 
participatory model of city planning, some jurisdictions 
have decided to rely on IT-based geographic information 
systems (GIS). However, this initiative failed to increase 
citizen participation, likely due to rational ignorance. As 
Krek (2005) summarizes “For most citizens the personal 
benefit of getting involved in planning activities and learn-
ing how to use a public participatory GIS application is usu-
ally low and the cost of participation high. Therefore, they 
rather decide to ignore the possibility of participation.”

It is reasonable to expect this mechanism to apply to algo-
cratic institutions, given the expected costs and benefits to 
individual voters of becoming informed about algorithms.

Opacity and disparities

Nevertheless, even if voters do have an incentive to be 
informed about their government’s algorithmic decision-
making practices, and specifically about the inner workings 
of the relevant algorithms, obstacles remain. As I already 
mentioned, skill acquisition (just as helicopter acquisition) 
is costly, and not everyone will be in a position to devote the 
required amount of resources to learning about algorithms. 
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Opacity and the decision-maker

It thus looks like governments have at least a presumptive 
duty not to engage in algorithmic decision-making unless 
the populations most likely affected by such decisions are in 
a position to comprehend their basis. If comprehension can 
only be acquired at a substantial cost, and especially if such 
costs are imposed primarily on already disadvantaged com-
munities, the claim to legitimacy is seriously undermined. 
The higher the costs and the more significant the conse-
quences, the less can the government claim to have the right 
to make its decisions via algocratic means.

The preceding section showed, then, that there are nor-
mative consequences to the public’s limited understand-
ing of algorithmic processes. In this section, I examine the 
claim that normative consequences also flow from the lim-
ited understanding that the government agents (understood 
as broadly as possible to include lawmakers, regulators, and 
law enforcement) have of the algorithmic processes they 
may rely on in their decisions.

Let’s start with some stories.

Ideal Queen
Queen Oona is sitting in judgment over you. You’re 
accused of a crime which carries a substantial prison 
penalty. The evidence has now been presented and the 
queen must consider it all and render her judgment.
The queen carefully ponders the evidence, judiciously 
weighing each bit according to her best judgment. 
After many laborious hours have passed, the queen 
decides that the evidence indicates there’s a very high 
chance that you’re guilty beyond reasonable doubt. 
Accordingly, she finds you guilty and passes the sen-
tence. She also clearly and accurately lays out her rea-
sons for this judgment, in a way that you and any other 
interested party can understand.

The queen seems to be acting justly in the above scenario. 
You’d have no grounds for complaining about her conduct.

Consider now a more realistic version of the queen.

Non-ideal queen
Queen Oona is sitting in judgment over you. You’re 
accused of a crime which carries a substantial prison 
penalty. The evidence has now been presented and the 
queen must consider it all and render her judgment.
The queen looks at the evidence to determine your 
guilt, but her thought process isn’t entirely rational. 
There are factors that influence her thinking which 
have nothing to do with the evidence’s quality. For 
example, the queen is a bit more likely to issue a 

words, government cannot easily claim legitimacy while at 
the same time imposing high (and unequally spread) costs 
on informed participation.

One way of addressing this problem is by ensuring that 
marginalized communities do have both the incentive and 
the resources to learn about algorithmic policymaking, 
while the remainder of the population lacks at least one 
of the two. This could be done, for example, by education 
programs directed at such communities. If these programs 
worked, then we’d have a pool composed of a minority of 
informed citizens and a majority of uninformed citizens, 
potentially engaged in democratic participation in various 
forms. On some models, such an unequal distribution of 
relevant knowledge is no problem for reaching informed 
democratic outcomes. If the majority’s votes are randomly 
distributed, the minority’s informed opinion will prevail.

Unfortunately, matters are more complex here than ini-
tially appears. For starters, it is not obvious that education 
programs will in fact equip people with the relevant skills. 
Schooling’s empirical record of achieving its pedagogical 
goals of providing students with knowledge is less than 
stellar (Caplan, 2018). Even if that were overcome, though, 
it may still be the case that the uninformed opinions that 
shape voting behavior are not random (and thus don’t can-
cel each other out). It is an empirical question whether the 
uninformed majority holds relevant systematic biases that 
could override the informed minority’s democratic decision 
in any particular case (Caplan, 2007). We thus cannot a pri-
ori assume that changes to education policies will improve 
matters.

Comprehension without transparency

Sandra Wachter and colleagues (2018) have recently sug-
gested that counterfactual explanations (‘if you were earn-
ing 2x more, you’d have been approved for a loan’) can 
meet something like the comprehensibility criterion with-
out opening the black box. The idea is that using techniques 
such as “Adverse Perturbation,” and applying them even to 
the state-of-the-art black-box models, allows the research-
ers to generate human-understandable counterfactual expla-
nations. Applying such techniques doesn’t require “opening 
the black box,” thus ensuring comprehension without the 
need for understanding the specific parameters of the model.

However, this need not help us in our situation. At least 
some technical skill is required to understand the Adverse 
Perturbation techniques themselves. After all, such aware-
ness seems necessary to determine whether the counterfac-
tual explanations themselves are accurate and trustworthy. 
Wachter et al.’s solution seems merely to shift the need for 
comprehension by one level, rather than offering a genuine 
way out of the algocratic predicament.
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explains her reasoning to anyone – all she does is look 
at the same evidence as Oona and declare her view on 
whether the defendant is guilty or not, plus how confi-
dent she is in her judgment. Consequently, Oona does 
not (indeed cannot) understand the way in which the 
sage thinks and arrives at her judgments. Nevertheless, 
the final decision is always Oona’s alone. Trustworthy 
independent auditors have determined that when Oona 
issues a judgment with the sage’s advice, she is more 
accurate than if she were to deliberate on her own.

It seems that, even though Advisor retains all of Oona’s 
faults, the situation is a clear improvement over Non-Ideal 
Queen. Moreover, Advisor offers a clear analogy to auto-
mated decision-making systems with human beings “in 
the loop” of the decision-making process who are given 
the final say over what to do, while taking into account 
the opaque algorithms’ predictions. Risk-assessment tools 
used in sentencing and pre-trial detention decisions (see in 
general Christin et al., (2015), and Cadigan & Lowenkamp 
(2011) for a discussion of pre-trial detention decisions spe-
cifically) are probably the best known and most controver-
sial examples of the use of such systems in something like 
an advisory capacity.

According to research (see, e.g. Green & Chen (2019); 
Grgić-Hlača et al., (2019)), decision-making systems which 
involve machine advice to human beings are more accurate 
than those where human beings (including experts) make 
their decisions unaided.9 Consequently, if our choice is 
between Non-Ideal Queen and Advisor, then it seems clear 
that we should welcome the sage’s introduction.10

Consider now a further development in Oona’s story.

Know-how
Suppose that, as her experience issuing judgments 
with the sage’s advice grows, Oona acquires a degree 
of inarticulable judicial know-how,11 so that her own 
accuracy improves markedly. Now, given that her 

9  Nevertheless, there is some controversy about such claims. In a 
well-publicized article, Dressel & Farid (2018) have found that the 
infamous COMPAS recidivism prediction algorithm is no more accu-
rate in its predictions than a random sample of non-experts. However, 
though the result has been replicated in subsequent work by Lin Zhi-
yuan et al., (2020), the latter authors have also found that changing 
aspects of the experimental setup reintroduced the machine advan-
tage over humans, and that such new setups were importantly similar 
to what one can expect in real-world scenarios.

10  I set aside here the widely discussed issue of fairness of such deci-
sions and assume that the increase in accuracy of judgments is not 
traded off against more biased decisions.
11  Some legal scholars embrace this type of legal skill: “Law is not all 
reasoning and analysis-it is also emotion and judgment and intuition 
and rhetoric. It includes knowledge that cannot always be explained, 
but that is no less valid for that [emphasis added]” (Gewirtz, 1995).

harsher judgment when she’s hungry3, or when her 
favorite polo team unexpectedly lost the recent game4, 
or when the defendant is unattractive5. Secondly, her 
thinking is prone to irrational biases that affect her 
decisions in potentially objectionable ways6. Lastly, 
justice is not the only goal at which the queen aims in 
issuing her verdicts. She also wants to be well-liked 
by and retain the favor of the nobles and other impor-
tant people in the kingdom, and build her own and her 
family’s wealth.7

Non-Ideal Queen is, indeed, quite far from ideal, though 
it seems to correspond better to reality (at least when real-
world professional judges are concerned – and, though less 
work has been done on the cognitive shortcomings of experts 
and policymakers, what evidence there is does seem to sug-
gest that they too suffer from similar biases in their thinking 
and decision-making8). Submitting to her judgment doesn’t 
look especially appealing. Nevertheless, it seems, we have 
little choice but to tolerate this state of affairs if we want 
any justice to be done (what’s the alternative? Abandon the 
monarchy?). At least, I will assume so for the remainder of 
this paper.

Improving the non-ideal?

Consider now the following scenario.

Advisor
As in Non-Ideal Queen, except this time Oona is 
advised in her deliberations by the court sage; the 
sage is an expert on judicial matters – including the 
determination of the likelihood of guilt – but she never 

3  Danziger et al., (2011) for evidence that judicial decisions tend to 
be more lenient just after food breaks, and get harsher the more time 
passed from the most recent food break.

4  See Eren & Mocan (2018) for evidence that juvenile court judges’ 
sentences are harsher after their local football team unexpectedly 
loses a game.

5  See Stewart (1980)and Downs & Lyons (1991) for evidence that the 
defendant’s attractiveness influences sentencing length.

6  See Englich et al., (2006) and a review by Peer & Gamliel (2013) 
for evidence of judges’ thinking being influenced by cognitive short-
cuts and biases. Also note that all the research cited in footnotes 3–6 
concerns legal professionals (especially judges), not the general 
population.

7  See e.g. Lemieux (2004) for a brief introduction to the way of think-
ing about public officials as self-interested utility maximizers rather 
than as exclusively concerned with the pursuit of the common good.

8  On experts, see Cassidy & Buede (2009) and, in general, Koppl 
(2018). On policymakers’ cognitive and motivational errors, see in 
general Cairney & Kwiatkowski (2017), and Houghton (2008) and 
Yetiv (2013) for research on biases in the context of foreign policy 
decision-making.
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Transparency and the real world

The problem remains, however. As we gain accuracy, we 
are losing transparency. We no longer have access to rea-
sons which guide each decisions, unlike in cases where 
Oona goes through the process of reasoning herself and 
makes it explicit to the interested parties.

Or do we?
Recall that the ability to report her reasoning clearly 

and accurately was an attribute of the ideal Oona. In more 
realistic circumstances, there is some doubt about whether 
we can expect the same from real decision-makers. For 
example, Jane Goodman-Delahunty and Siegfried Ludwig 
Sporer (2010) have reviewed a number of studies on judicial 
decision-making and found, startlingly, that “[t]hese stud-
ies demonstrate that reliance on the articulated reasons for 
sentencing decisions can be misleading as these reasons are 
not reliable indicators of the considerations and factors that 
influence judicial sentences [emphasis added].” For exam-
ple, one of the reviewed studies12 found “that the judges’ 
descriptions of factors that motivated their decisions rarely 
matched their performance. In fact, most judges relied on a 
simple strategy or rule to reach decisions”; in another one,13 
researchers discovered that.

[a]lthough a complex set of factors to provide indi-
vidualized justice were mentioned as considerations, 
and judges inevitably specified that they considered 
the offender’s community ties, analyses of the predic-
tors of their decisions revealed that in fact they applied 
a simple decision-making strategy and followed the 
prosecutors’ recommendations. In other words, the 
prosecutors’ recommendations predicted bail deci-
sions in the observed cases (Goodman-Delahunty & 
Sporer, 2010).

This result, as Goodman-Delahunty and Sporer report, was 
replicated outside the original setting.14

Consequently, it is not at all clear whether we do have 
access to the real reasons behind judicial decisions in the 
real world. In light of the research that Goodman-Delahunty 
and Sporer review, it looks like real-world human decision-
makers (even highly respected professionals) seem fre-
quently unaware (at best) of the real mechanisms15 behind 

12  See Ebbesen & Konečni (1981) for details.
13  See Ebbesen & Konečni (1975) for details.
14  See Raine & Willson (1995) for details.
15  Moreover, as Schwartzman (2008) catalogs, surprisingly many 
legal scholars have advocated for the view that judges ought some-
times to conceal the real reasons for their decisions from the public, 
the position sometimes explicitly justified by appeal to maintaining 
the judiciary’s legitimacy (e.g. (Idleman, 1994)). However, if such 

know-how is inarticulable, Oona sometimes cannot 
explain how she arrived at her decisions. Perhaps cer-
tain judgments just “feel right” to her, and, more often 
than not, they turn out to be correct. Indeed, in time, 
she attains – exclusively through the acquisition of 
the know-how – a significantly greater accuracy than 
what she has in Advisor.

Know-How seems like a clear improvement over Advisor. 
That is to say, I submit, that we are more willing to accept 
as legitimate Oona’s decision in Know-How than we would 
be in Advisor. We should welcome Oona’s acquisition of 
greater judicial skill.

Now look at yet another scenario.

Defer
The very same trustworthy independent auditors we 
met a few cases earlier also discover that if the sage 
were to make all decisions herself, she would have 
been more accurate than she is when in tandem with 
Oona (in other words, arranging the decision-makers 
in the ascending order of accuracy of the final deci-
sions, we have: Oona alone, then Oona with the advi-
sor, then the advisor herself). When Oona finds out 
about the auditors’ report, she decides to defer to 
the sage in any situation where the pair’s judgments 
diverge. This improves her accuracy to that of the sage 
herself.

Assume that the Know-How Oona’s accuracy matches but 
does not exceed the Defer Oona’s accuracy. If we thought 
that Know-How is an improvement over Advisor, we should 
think the same about Defer as they do not differ in other 
respects (specifically, in both cases Oona is unable to pro-
vide reasons for some of her decisions). This suggests that 
we are willing to accept marginal improvements in accuracy 
despite losses in transparency. Consequently, we should 
accept not just situations where algorithmic decision-sup-
port systems aid human decision-makers, but perhaps also 
those where human decision-makers defer to machine judg-
ments when the two diverge, provided we can be reasonably 
sure that the machine’s accuracy is superior to the unaided 
human judgment.

Some evidence suggests that, in very many cases, we 
can have such assurances. For example, the already quoted 
Green & Chen (2019) and Grgić-Hlača et al., (2019), as well 
as a sprawling literature review by Garb & Wood (2019) 
find that the accuracy of statistical prediction tools (includ-
ing machine learning algorithms) is greater than that of 
professionals on their own and greater than that of profes-
sionals aided by these support tools.
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Conclusions

Given all I have said so far, one question is bound to suggest 
itself: what are we to make of the apparent tension between 
the conclusions of Sect. 4 and those of Sect. 3? After all, 
Sect. 4 concludes that algorithmically aiding governmental 
decisions seems acceptable, given the kinds of people we 
can expect to occupy government roles. On the other hand, 
imposing such decisions on a population that collectively is 
unlikely to understand the mechanisms behind them appears 
problematic, as Sect. 3 concludes.

One resolution of this tension is that there’s an implicit 
ideal vs. non-ideal comparison in Sect. 3 that I have not made 
clear. I was pointing out informational deficits of real-world 
voters in the context of algorithmic opacity without clearly 
setting up a real-world contrast. Of course, in the ideal 
world, a large degree of comprehensibility and informed 
participation can be expected of the citizens. But real-world 
research on voter ignorance and behavior – as cited in this 
paper – seems to suggest that such conditions are rarely met, 
regardless of problems of algocracy. Perhaps, then, real-
world voters have little to lose from algocratic governance 
– whether government decisions are made with or without 
algorithms, they are in fact imposed on populations largely 
(rationally) ignorant of the mechanisms behind them.

As a result, it seems that, when thinking about algoc-
racy, we should, similarly to what Danaher suggests in the 
passage cited above, look towards whether it can improve 
social outcomes instead.
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