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Abstract
The increased presence of medical AI in clinical use raises the ethical question which standard of explainability is required 
for an acceptable and responsible implementation of AI-based applications in medical contexts. In this paper, we elaborate 
on the emerging debate surrounding the standards of explainability for medical AI. For this, we first distinguish several 
goods explainability is usually considered to contribute to the use of AI in general, and medical AI in specific. Second, we 
propose to understand the value of explainability relative to other available norms of explainable decision-making. Third, 
in pointing out that we usually accept heuristics and uses of bounded rationality for medical decision-making by physicians, 
we argue that the explainability of medical decisions should not be measured against an idealized diagnostic process, but 
according to practical considerations. We conclude, fourth, to resolve the issue of explainability-standards by relocating the 
issue to the AI’s certifiability and interpretability.

Keywords  Explainability · Heuristics · Double standards · Certifiability · Interpretability · Responsibility · Diagnostics · 
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Introduction

With the increased presence of medical AI in clinical use, a 
variety of ethical questions has arisen regarding the accept-
able and responsible implementation of said technologies. 
One main concern lies with the presumed lack of sufficient 
or satisfactory explainability of the AI’s decision-making 
processes. This lack of explainability is usually thought to be 
a theoretical challenge in itself (Durán, 2021), as we ought 
to be able to explain the tools we are working with; but it is 
also gives rise to several practical challenges, as the lack of 
explainability can be a source of uncheckable bias (Panch 
et al., 2019), of soft paternalism by recommending certain 
treatment-plans without accounting for individual prefer-
ences (McDougall 2019; Grote & Berens, 2020), and of a 
presumed responsibility gap by physicians being unable to 

fully understand the machine whose suggestion they may 
have to rely on (including potential mistakes) (e.g., Habli 
et al., 2020).

In this paper, we discuss these concerns with the inten-
tion (a) to compare and contrast AI-based medical practice 
with the established practices of human physicians, (b) to 
test whether a lack of explainability poses genuinely new 
problems, and (c) to ask if the generally discussed standards 
for medical AI constitute higher requirements, and thereby 
a “double standard” (Zerilli et al., 2019) and, if so, if such 
double standard may be permissible.

To address these questions, we proceed as follows. First, 
we discuss the issue of explainability from the four differ-
ent types of goods it supposedly provides: preconditional, 
instrumental, conditional, and democratic. Such distinction 
appears to be both necessary and useful: necessary, because 
many arguments within the XAI debate appear to consist 
of a mix those goods, and useful because it allows us to 
structure the debate in the field of medical ethics, as issues 
of consent and responsibility are especially pertinent to 
explainability-questions.
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With a growing number of authors arguing for a decreased 
role of explainability (London (2019), Zerilli et al (2019), 
Durán (2021), Sand et al. (2021), Ferreira (2021), and oth-
ers for an increased role (McDougall 2019; Grote & Ber-
ens, 2020; Bjerring & Busch, 2020), the relevance is given 
to analyze the value of explainability closer. We introduce 
the distinction of “absolute explainability” and “relative 
explainability” to characterize the debate further: “absolute 
explainability” refers to the value of explainability on its 
own, while “relative explainability” of AI holds that the ethi-
cal significance of explainability can only be inferred from 
comparing it to our other methods of explaining decisions.

Second, we discuss current norms and realities of medical 
explanations in the clinic. We find that many of the points 
made against AI are present in a physician’s decision-mak-
ing. Not the communicative limits of individual physicians 
are of interest for these considerations, but the epistemo-
logically justified heuristics and uses of bounded rational-
ity. These illustrate, along with certain accepted uninten-
tional biases or random mental events, that the optimization 
process of diagnostics is an idealized, impractical demand 
rarely, if ever, fulfilled. From this, we infer that the require-
ments for physicians are justified through reliabilist assump-
tions rather than the deductive-diagnostic process. Coming 
from the distinction of relative explainability, then, we ought 
to compare the explainability-requirements against these 
practical compromises rather than the idealized process.

Third, if we understand using AI as comparable to using 
heuristics, we can ask whether the fact that physicians 
choose to use heuristics is relevant from the perspective of 
responsibility. Physicians can only take responsibility for 
a diagnosis they can theoretically at least explain, and it 
appears that for this fact, AI ought to be more advanced in its 
explainability than a physician's self-chosen heuristic can be. 
Especially in the context of the ability to take responsibility 
for mistakes, these clarifications are necessary. Thereby, a 
simple transfer of the practical levels of explainability to the 
use of AI is unsuccessful. We may hold physicians respon-
sible for their lack of explainability and potential mistakes, 
but we cannot do the same with AI. Thereby, a higher stand-
ard of AI may be required, while not constituting a double 
standard.

Fourth, we propose to locate the goods provided by 
explainability of AI machines in the certification process 
and the interpretative work done by physicians, instead of 
considering explainability as a core normative requirement 
in the use of medical AI. If we can find acceptable levels 
of precision, accuracy, and reliability, we may speak of an 
AI being certifiable. The ability to explain as to why it is so 
accurate may not be required after all, as we are used to cer-
tifying pharmaceuticals as well based on their efficacy and 
side-effects. On the other hand, the interpretative work of 
what evidence a machine produces ought to be meaningful 

for the clinical use and oriented along the needs of physi-
cians and patients. Thus, it needs to be interpretable. Hav-
ing some medical AI certified according to the acceptable 
levels of accuracy dissolves the need for it to be explain-
able in detail to patients to confirm the conditional good of 
explainability.

Relative explainability

The problem of explainability of tools

Not every technological invention yields genuinely new 
ethical and epistemological challenges. However, philoso-
phers agree that explainability (or, as Floridi et al (2018) 
put it, “explicability”), and the lack thereof constitute such 
a challenge (for an overview on the different dimensions of 
this debate, see Mittelstadt et al., 2019). AI, especially deep 
learning, has led to largely autonomous decision-making 
processes in algorithms that can rarely be fully explained 
in mechanistic-causal terms. This warrants the questions to 
what degree we should be able to explain these tools and 
under which conditions we ought to use them, if at all.

Different positions have been put forward in response to 
this question, with most granting that explainability of AI 
poses serious ethical and epistemological challenges that 
ought to be addressed before implementing them. Espe-
cially in discussions surrounding medical decision-making 
(in diagnostics, risk-assessments for operations and other 
medical interventions, as well as prescribing certain treat-
ments like medical drugs), the use of AI poses a high-stakes 
opportunity to save lives. However, without properly being 
able to explain the tools used to make these decisions, AI 
appears to simultaneously endanger long-held norms of 
responsibility attribution. In the following, we reconstruct 
the goods increased explainability is supposed to provide to 
medical decision-making.

Four goods of explainability

The assumption that we ought to be able to explain how a 
tool works before we use it and while we use it has immedi-
ate intuitive appeal. It seems prima facie irresponsible to 
even consider using a machine the workings of which we do 
not fully understand, let alone using it in high-stakes con-
texts like medical diagnostics. From dangers of misuse to 
misunderstanding its results, there are many reasons to find 
concern in the lack of such ability, and for which we assign 
value when present.

This intuitive appeal to insist on high levels of explain-
ability for the AI in use, however, can lead to insufficient 
differentiation between the different types of good provided 
by explanations. Additionally, the question of what actually 
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triggers the strong expectation about the ability of experts 
to explain the tools they are using may require some closer 
examination than what intuitions provide at first glance.

In opposite to approach this debate from different kinds 
of explanations like Mittelstadt et al. (2019), we propose to 
disentangle four different goods that increased explainability 
of medical AI can provide: preconditional, consequentialist-
instrumental, deontological-conditional, and democratic 
goods. This distinction allows to analyze exactly what kind 
of good is provided by increased explainability of an AI, and 
how these different goods are usually included in arguments 
for or against certain methods of AI (i.e., deep learning), the 
underlying training data, or the tools (i.e., diagnostics algo-
rithms), especially in respect to medical uses. From these 
goods, we usually come to value-judgments about the inclu-
sion of explainability-norms in medical decision-making. 
We do not claim these lists of good to be the only four, or 
that they cannot be subsumed under more inclusive terms. 
Rather, we chose these four goods as especially relevant to 
explainability.

The distinction between kinds of explanations, such as 
causality, simulatability, decompositionality or post-hoc 
rationalizability (Lipton, 2016) is very useful to the issue of 
explainability: by providing different methods to increase 
our understanding of how specific machines work, we can 
increase the desired explainability for differently programed, 
machine-learned algorithms or our use-specific knowledge 
requirements in using them. Different ways to program 
algorithms, their uses, and our knowledge-requirements can 
necessitate different kinds of explanations.

However, we stress that approaching the issue of explain-
ability from a value-theory perspective can clarify why 
explainability as such, i.e., indifferent to its different forms, 
is considered a morally desirable endeavor and can intro-
duce arguments that uncover tacit presumptions about our 
standards of medical explanations. Thus, the debate around 
the kinds of explanations and the value of explanations is 
not mutually exclusive but pursue different, equally impor-
tant purposes: distinguishing kinds of explanations can help 
explain more algorithms in different forms, distinguishing 
goods of explainability can help explain why we should 
explain in the first place.1

Preconditional good

As a general epistemic rule, experts ought to understand the 
tools they are using. Without looking at the consequences 
of using a machine, it appears a priori correct that it is bet-
ter to know more about the machine’s functions than less 

when operating it. This preconditional understanding or 
knowledge of tools in use can be understood as a concep-
tual connection between “expertise” and tool-knowledge as 
an epistemic virtue. This condition has probably the big-
gest intuitive appeal (“an expert should know what they are 
doing!”). We can question the strength of this preconditional 
knowledge, however, as experts in using the machine are not 
the same as experts in constructing and hence explaining the 
workings of a machine. In medical contexts this shared labor 
of medical and technical experts becomes more apparent, as 
the operator of an MRI machine may know how the machine 
works, but does not know how to diagnose a patient based 
on the machine’s results, while a radiologist may be able to 
explain how to diagnose the patient, while not being able to 
explain the machine that provides the patient’s data.

An expert that not only knows what a machine does, but 
also how the machine does it, is usually considered better 
equipped to deal with the machine than someone who can 
“merely operate “ it. Both are considered valuable: the for-
mer usually is considered part of the explainability require-
ment, while the latter is less about the machine and more 
about the discipline, in our case medical diagnostics. And 
though this may constitute a supererogatory duty of experts, 
in high stakes contexts like medical diagnostics, these epis-
temic duties of physicians to possess the know-what and the 
know-how on the machines they are using seem to have a 
certain intuitive appeal.

The issue with medical AI currently lies with the lack of 
such assistants or technical staff that can be called to explain 
the workings of a machine. This is why some have called 
for specifically educated medical-technical staff that work 
on medical AI alone (Jha & Topol, 2016, e.g., call for the 
conceptualization of radiologists and other diagnostic pro-
fessionals as “information specialists”).

Another example demonstrating the value of precondi-
tional knowledge emerges in the case of the “never failing 
oracle”: If we imagine an oracle whose diagnoses are always 
correct without fail, the practical need to explain its work-
ings are diminished—we simple would ask it to diagnose 
patient after patient and work from there. However, even 
then philosophical curiosity will insist on answers that 
explain how it works and how the oracle can be correct, as 
it must have access to knowledge that we would like to share. 
Theoretically speaking, then, if a machine would never fail 
a given task, there would be no practical need to explain its 
workings. And yet, the cognitive purpose of humanity’s nat-
ural inquisitiveness to explain it would persist nevertheless.

Consequentialist‑instrumental good

Increased explainability comes, so goes the argument, with 
a better understanding of the potential errors of the machine, 
its biases, malfunctions (Lombrozo, 2011). Therefore, in 

1  We would like an anonymous reviewer for pointing towards this 
distinction.
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order to further improve the performance of the diagnostic 
process at large, and to avoid introducing new issues previ-
ously not present, we ought to achieve a certain level of 
explainability of the AI used in clinical contexts. This is 
specifically independent of current methods—the goal of 
constantly improving diagnostic methods will potentially 
require to improve an AI’s explainability.

Further, the higher the level of explainability the better it 
can be adjusted for specific purposes, increasing its useful-
ness even more. Deep-learned AI is usually fairly inflexible, 
having led to misleading promises about its performance 
in non-ideal (i.e., non-laboratory) contexts. With increased 
knowledge about the pathways and patterns of decision-
making processes within the AI we may be able to adjust 
the decision-making according to real-life conditions.

Many of the technical research in explainability of perfor-
mance-improvement is primarily consequentialist, as even 
non-ethical considerations of performance are affected by 
explainability: for example, the ability to sell algorithms for 
a wider range of applications or an increased robustness wid-
ens markets, which both requires an extended understanding 
of how algorithms work.

Medical AI can also profit from increased explainability 
of this kind, as the parameters of medical care vary heav-
ily. Even small issues such as indoor-light can influence the 
performance of an AI at this stage as the attempt of using 
laboratory-tested eye-scanning algorithms have somewhat 
unfortunately impressively shown (Heaven, 2020). These 
adjustments are best implemented with an increased under-
standing of how the AI works, and what it gets wrong and 
why.

Deontological‑conditional good

If the decision-making process of an AI is directly or indi-
rectly affecting a patient, it appears reasonable to assume 
that explainability of the decision-making process is a con-
dition for informed consent. While many patients probably 
do not care about the technological details of the diagnos-
ing machine, as they already do not care about the techno-
logical details of current technology (but, if at all, about 
the diagnostic system of human physicians and their use of 
such technology (Montague et al., 2010)), the point of the 
conditional good of explainability is its potentiality. It is at 
least theoretically possible to explain the process of current 
technology used in diagnostic processes, while this explain-
ability is both lost in current methods of training AI, as well 
as ever more needed as the AI is not only providing evidence 
on which a physician can base their diagnosis on, but may 
provide a (preliminary) diagnosis on its own.

The ability of a machine to not only take over more com-
plex cognitive pre-instructed tasks, but to perform most 
parts of the decision-making process, appears to increase the 

conditional requirements for explainability from the patient’s 
perspective, which is usually connected to making informed 
decision about the risks and benefits of certain treatments, to 
which an explainable AI can contribute (Bjerring & Busch, 
2020).

However, the question of responsibility attribution may 
arise here as well. Explainability seems to be normatively 
connected to the level of explainable decisions (Grote & Di 
Nucci, 2020). In the case of medical AI, the physician ought 
to be able to explain their decision, and if medical AI was 
part of the decision-making process, physicians ought to be 
able to explain how the AI’s process features in their own 
decisions. And while this may be less relevant in a context 
where role-responsibilities demand of physicians to take 
responsibility even for processes in part of our their control, 
the requirements for lowering this burden by making medi-
cal AI “inspectable” (Zerilli et al (2019) use this term) to 
the degree that physicians can take responsibility seems a 
justified demand.

Democratic good

Next to the specific goods that can emerge from interac-
tions between technology and its users (physicians and their 
patients), the context in which these machines are created 
can be attributed as democratic good (e.g., Robinson, 2020). 
The higher the explainability of a machine, the more it can 
be subject to democratic discourse about its constitution.

In AI, these democratic goods of explainability expand 
on one side to its transparency, i.e., which data was used, 
how it was sourced, and how the algorithm was trained, and 
on the other it allows for increased bias detection. The High 
Level Expert Group for AI (HLEGAI) accordingly includes 
explainability and transparency as part of their “trustworthy 
AI “ approach (HLEGAI, 2019).

Especially given the racially and gender-biased history of 
medicine, we should expect traces of these biases to be pre-
sent in the medical training data of these algorithms. Only 
an open, democratically controlled and supervised process 
of training methods can ensure a decrease in biased diagno-
ses, which we consider distinct from the consequential and 
deontological good. Explainability can thus be a source of 
improving the social conditions of human–machine interac-
tions, as increased explainability requires transparency of 
potential biases.2

2  We owe the consideration of the democratic good as a good in its 
own right to the suggestion of Thomas Ploug.
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Relative versus absolute explainability

These types of good are usually considered to constitute 
explainability as necessary for the ethically justified use of 
AI in medical practice and elsewhere. However, this neces-
sity presupposes that the explainability of AI is a goal to be 
achieved on its own, as we ought to explain how the machine 
makes decisions to achieve the aforementioned goods. Fol-
lowing the assumption about this context-free relevance of AI-
explainability, several authors conclude certain ethical (im-)
permissibilities or formulate ethical concern about the use of 
AI that is insufficiently explainable. E.g., McDougall’s claim 
that an unexplainable AI may reach levels of decision-making 
autonomy that can re-introduce an unjustified soft paternal-
ism (McDougall 2019; Grote and Berens 2020, concurring), 
while Bjerring and Busch (2020) are equally concerned for a 
patient’s ability to consent. We call the view that AI needs to 
be explainable “no matter what” the “absolute explainability 
view.”

However, the ethical contribution of explainability of AI 
can only be properly understood in comparison with other 
methods of decision-making and their explainability without 
having to deny the goods it can provide. Thereby, the value of 
explainability is best thought of to be relative, in which differ-
ent decision-making processes and their levels of explainabil-
ity ought to be compared (the “relative explainability view”). 
In the context of medical diagnostics, the explainability of AI 
ought to be assessed in the light of the explainability of physi-
cians’s decision-making processes and their norms.

This is not to say that the different types of good of 
explainability are relative; in fact, increased explainability 
appears to be a purpose striving for independent of other 
practical considerations. However, in the assessment of just 
how much we have to be able to explain the decision-making 
processes of AI, it is possible to presuppose an undue dou-
ble-standard on AI when compared to established standards 
of medical explanations. While higher standards for AI (in 
contrast to physicians) might be justifiable, double-standards 
are to be avoided. The harm of double-standards, i.e., undue 
high standards for explainable AI, becomes apparent when 
they are used to discredit the potential of a promising tech-
nology because it is not achieving these undue high stand-
ards, or to increase the regulatory process to implement them 
in clinical contexts.

While normative standards should not be lowered to 
merely dream up a more technologically advanced, auto-
mated but ultimately unethical clinic, the chances of improv-
ing medical care both for the caring and the cared for ought 
to be taken into consideration when determining explain-
ability standards.

Medical explanations in practice: heuristics 
and bounded rationality

Having established the idea that explainability of AI ought 
to be considered relative to the explainability of human rea-
soning, we now need to explore what the norms of explain-
ability consist of. However, we also have to ask whether 
these accepted practical norms of decision-making and 
explainability are transferable to decision support systems, 
or whether considerations of backwards-looking responsibil-
ity justify different standards.

For this, we first need to distinguish between the commu-
nicative and the epistemic quality of human explainability. 
Many studies concentrate on the communicative practices of 
physicians to offer explanations to their patients on the level 
a patient can understand them (e.g., Elmore et al., 2010; 
McLafferty et al., 2006). This poses a vital issue as the abil-
ity to make informed decisions rests on a patient’s under-
standing of the given medical situation and decision-making 
options. Increased explainability of this kind, then, means to 
be able to make others understand. This debate is vast and 
has many further differentiations we cannot consider here (in 
particular regarding how accurate the patient’s understand-
ing of the medical information actually is), that are mainly 
relevant for issues surrounding patients’ ability to provide 
consent. And while the communicative skills of human phy-
sicians may be one feature to compare to an AI’s ability 
to communicate its behavior, the subjective, idiosyncratic 
variance, including non-expertise related linguistic skills 
such as emotional intelligence may not yield a very useful 
measure to infer norms for AI from. Further, the communi-
cative task of the decision-making process can be delegated 
to non-expert staff, i.e., nurses, while the epistemic quality 
of a decision, i.e. the reasons why the decision was made in 
a certain way, cannot be performed by non-experts.

Thus, the epistemic dimension of explainability of diag-
nosis affects the very ability of human doctors to explain 
their reasoning and decision-making processes. Thereby, 
clarifying the epistemological challenges for physicians is 
the key for setting justifiable norms for AI explanations.

The ideal medical explanation is deductive based on 
established rules of causal relations between certain symp-
toms and causes (Maung, 2017). The range of accepted 
methods of medical explanations for “optimal explanations” 
is vast and cannot be fully covered here. It is more instruc-
tive to analyze the limits of those explanations, to discern 
the rule of minimum-explanations that fulfill the ethical 
requirements of clinical processes in practice. And while 
it is certainly the case that many physicians surpass these 
minimum requirements, they certainly also fail to meet these 
standards, at least occasionally. This negative-approach to 
explanation incorporates the idea previously elaborated upon 
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that the acceptability of explainability of AI ought not to be 
measured against an ideal world, or against absolutes, but 
in relation to the actually available explainability of similar 
decision-making processes that underlies the explanations 
offered by medical personnel.

Knowing the limits of when an explanation should be 
considered sufficient, then, seem to be a key ingredient 
of setting the minimal requirements for AI explanations. 
As many decision-making methods cannot be optimized 
due to practical constraints in the process, several authors 
have worked towards reconstructing acceptability-criteria, 
such as “bounded rationality” (Simon, 1957), or narration-
approaches (Hunter, 1996). In the following, we discuss heu-
ristical measures that help physicians make decisions when 
optimization of the accuracy diagnosis is not a viable option.

Heuristics as standards

We find limits to the optimization of reasoning-processes, 
as some of the insights produced may be implicit, unaware, 
spontaneous, or temporary (see also Ferreira (2021) for par-
allelization of human and AI “inscrutable processes” and 
a justification for both). Anyone who ever had a good idea 
will know the feeling that this idea may have “sprung out 
of nowhere”, also researched in the philosophy of mind as 
“eureka moments”. And if those reasonings are insufficiently 
supported by evidence, we ask experts to make educated 
guesses. An educated guess, however, is still based on some 
inferential background credence of the guesser (Horowitz 
2019), consisting in a demonstrable history of being a good 
guesser, i.e. experience.

However, in not giving too much ground to heuristical 
explanations of decision-making, we usually require doctors 
to provide intelligible explanations of their reasoning, i.e. 
we expect the physician to be aware of and, upon request, to 
be able to explain the heuristics they deploy. These heuris-
tics are then considered justified tools for decision-making, 
even if they are based on a reduced amount of information 
considered for the decisions in question (Marewski and 
Gigerenzer 2012). Heuristics for medical decision-making, 
and credence-supported educated guesses, thus indicate a 
solution to a necessary trade-off between explainability and 
other demands of clinical decision-making, such as urgency 
and accuracy.

As Marewski & Gigerenzer as well as Tverksy and Kah-
nemann (1974) point out, we usually are permitting these 
heuristics as (a) the acknowledgement that these are the only 
practicable methods of clinical decision-making under con-
ditions of urgency, and (b) that they still yield reliable results 
in terms of accuracy. What Gigerenzer calls “fast-and-fru-
gal-heuristics” are one way of justifying epistemic shortcuts 
to increase the number of decisions made while admitting 
a small increased inaccuracy. Of course, the application of 

those heuristics to decide certain cases is explainable as 
well. However, this moves the explanandum from the epis-
temically optimal diagnosis to the procedural method (the 
heuristic) that optimizes diagnostic decisions according to 
limits of clinical rationality while retaining good amounts 
of success (in accuracy and resource-saving). If a physician 
is explaining a diagnosis after using heuristics, they do not 
explain their decisions based on evidence, but they explain 
why they looked for certain evidence—they explain the pro-
cess of decision-making, not the decision.

Obviously, this trade-off has limits, as we would not 
want to trade ever faster heuristics for an increasing lack of 
explainable reasoning behind them. Additionally, in cases of 
lower decisional urgency, optimization may be a reasonable 
way to go after all. The very debate surrounding the rational 
application of heuristics as a concession to the practical limi-
tations of an ideal theory of medical decision-making, shows 
the relativity of explainability in its normative role for medi-
cal decisions.

Lastly, the entire debate surrounding biases and other 
cognitive hurdles and limits (Saposnik et al., 2016) can be 
viewed through the lens of relative explainability: differ-
ences in medical education and specialization, levels of 
experience, general distribution of biases both in medi-
cal education as well as in personal attitudes, and random 
contextual features like attention span, association chains, 
and priming may all feature into a diagnostic judgment, 
affecting its reasoned explainability. Yet, all these features 
are acknowledged and accepted in our norms of medical 
decision-making. And while these limiting features are not 
normatively justified, it goes to show that they are accounted 
for in a relative explainability: some physicians are better in 
providing explanations, and the minimum required explana-
tion is a compromise of practical requirements.

AI as heuristic

Having established that the acceptable baseline of explain-
ability lies considerably below the optimization process of 
causal and deductive reasoning, we conclude that standards 
of explainable AI must not be compared to the idealized 
standards of medical diagnostic explanations: the optimiza-
tion process of diagnostics is never fully achieved, and can-
not reasonably be expected to be achieved, either. The expec-
tations of physicians lie in making decisions that balance 
explainable reasoning, procedural speed, reasonable levels 
of accuracy, and potentially a minimization of bias. Con-
sequently, any expectation of explainability made towards 
an AI-based application requires justification, in particular 
if they diverge from the standard expectation that is made 
towards medical personnel.

While Gigerenzer argues against using an optimized diag-
nosis as the normative goalpost, in the medical context such 
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optimized diagnosis may serve well as an ideal from which 
discounts for AI decision-making processes can be negoti-
ated. That is why we ought to discuss whether AI should face 
similar expectations, or if the standards for explainability of 
AI diagnosis should be higher than relying on heuristics.

One of the initial conditional goods of explainability 
introduced above consisted in the ability to identify or 
take responsibility for mistakes when being able to explain 
the complex decision-making process. The ability to take 
responsibility, and to accept legal liability, is the basis for 
the processes of “error-management”, in which reviews of 
decision-making processes weigh the decisions of doctors 
and their explanations for such decisions. This allows for 
clear distributions of responsibility of physicians—they may 
consciously decide to forgo the optimization process and 
rely on a heuristic.

The challenge of responsibility

Understanding medical diagnostic AI as a heuristic in itself, 
however, precludes physicians from taking responsibility, as 
physicians cannot choose to forgo the optimization process; 
instead, using AI-diagnostic tools is akin to using heuristics, 
just without the possibility to opt out: while a physician can 
still decide that the applied heuristic method did not yield 
a reliable result, and therefore different tests or diagnostics 
strategies must be taken, the use of an AI usually produces 
the data on which physicians may base their diagnosis in 
the first place.

While heuristics are sufficiently justified as a decision-
making method, the ability to choose them as a way to 
move forward is the mechanism allowing physicians to take 
responsibility for their outcomes.

In having physicians rely on AI-as-heuristic, without 
plausibly being able to opt-out, we can reasonably demand 
a different, that is higher standard for the explainability of 
those machines. In order for physicians to reasonably take 
responsibility for mistakes a machine made, they ought to 
be able to understand how the machine operates, and how 
errors occur when they occur. Both the preconditional and 
the instrumental goods of explainability come into play in 
this manner: only by properly understanding the machine 
and its workings can physicians detect potential malfunc-
tions, and avoid having to take responsibility for misdiagno-
ses they could not have prevented from happening, e.g. the 
propensity of an AI for diagnostic bias, if the AI is assigning 
too much weight to a person’s gender based on the training 
data.

Lately, Sand et  al. (2021) have put forward a list of 
requirements for physicians to take forward-looking respon-
sibility for using medical AI. In their analysis, they state 
the need to update the “entrustable professional activities” 

(EPAs) of physicians to include the ability, among others, to 
connect image quality and likelihood of accuracy of output. 
Their list is a helpful way to ensure proper training of future 
medical professionals. However, while this list provides a 
useful update for AI-literacy requirements of medical profes-
sionals, it remains agnostic about the issue of explainability 
as a prerequisite for backward-looking responsibility.

However, if AI is to become an integral part of a physi-
cian’s process to diagnose and treat a patient in a trade-off 
with an optimized process, they must be able to rely on the 
use of these devices. We argue, thus, that the requirements 
of the challenge of responsibility cannot be fulfilled by the 
physicians themselves, but ought to be addressed in the ini-
tial introduction of AI to clinical use (comparable to the 
introduction of new blood tests or other diagnostic tools).

Relocating explainability: certifiability 
and interpretability

The main task of this paper is to determine what levels of 
explainability medical AI has to achieve for it to be respon-
sibly implemented in clinical use. So far, we have shown that 
the goods of explainable AI are best understood relative to 
the norms of actual explainability of physicians’ heuristics, 
which suggests that the current, often implicit explainability 
requirements of AI should be lowered. However, considering 
the use of AI as heuristic, the ability of physicians requires 
their ability to rely on the theoretical explainability of AI, 
while also being able to convey the machine’s results in an 
intelligible manner to their patients. For this, we propose a 
distinction that reflects the practical need of explainable AI 
in medical use: certifiability and interpretability. Taken these 
two together, both can fulfill the four goods explainability 
provides, while avoiding the creation of double-standards 
for machines.

Certifiability and risk assessment

It is unlikely, and—considering the previously discussed 
sharing of labor in many tech-rich contexts—almost impos-
sible, that physicians will be able to fully explain how 
the machinery works that they operate. From this, we can 
assume that the factual explainability of a given diagnostic 
AI will not play a relevant role in clinical uses, as it already 
does not for any other technology. The question, then, is 
more where such explainability ought to be located. Sand 
et al. (2021) also point out that “entrustable professional 
activities” of physicians currently do not require physicians 
to be able to explain MRI and other technologies.

In analysing the acceptability of degrees of explainabil-
ity of other tools, we again can use the concept of relative 
explainability to help find the norms for AI to be certifiable. 



	 H. Kempt et al.

1 3

20  Page 8 of 10

One such object of comparison may be pharmaceuticals and 
their certification process. While we acknowledge that the 
comparison of therapeutics and diagnostics may hold rel-
evant differences in some areas of ethical considerations, the 
requirement for their explainability in order to be justifiably 
used appears to be similar enough to take insights from the 
one for the other.

For pharmaceuticals, for example, we usually favor a cer-
tification process that determines their therapeutic efficacy 
through their observable effects on humans. In fact, while 
the causal, chemical explanation of how such drugs work 
may be a helpful preconditional or instrumental good, the 
more important feature for patients and physicians alike 
when prescribing it is what the effects and side-effects could 
be.

These, however, are not based on the explanation of its 
chemical components, but through the previously performed 
testing and validation process. In reference to the epistemo-
logical theory of reliabilism, in which a conclusion is not 
only acceptable by its reasoned justification, but also if it 
is a result of a previously justified reasoning process, this 
holds for pharmaceuticals: when certifying them, we do not 
primarily justify the causal chemistry behind them, but the 
actual effects those pharmaceuticals had in extended testing 
processes.

In maintaining that relative explainability ought not only 
be considered in comparison to other methods of explaining 
the same decision, as we discussed above regarding with 
physicians, but also as a demand for coherence, we can turn 
towards potential certification-processes in medical AI. An 
approach with a similar goal has been put forward by Tutt 
(2017), who proposes a regulatory body to organize and 
guide the certification process. This kind of „FDA for algo-
rithms “ should, according to Tutt, possess the powers to 
classify, certify, and control the introduction of algorithms 
used for medical diagnostics. In fact, the regulatory side of 
introducing AI to medical services, known also under the 
concept of „Software as a medical device “ (SaMD), con-
nects quite well to the philosophical requirements introduced 
here.

In order to avoid double-standards here, we may propose 
that reliabilism is also applied in the introduction of medi-
cal AI (see Smart et al (2020) for a general introduction to 
this kind of epistemic and moral justification in AI, and de 
Fine Licht and de Fine Licht (2020) for a similar approach to 
explainability as source for public legitimacy of algorithms). 
Several authors have moved towards criticizing such dif-
ferences as double-standard in reference to our intentional 
stances towards machines (Zerilli et al., 2019), while others 
justify them in reference to design-requirements, i.e. what 
we called absolute explainability (e.g., Günther & Kasir-
zadeh, 2021). By pointing towards reasonable standards of 
accuracy, precision, and reliability in their processes, we 

claim that AI ought not to face higher standards than the 
certification-process of using and producing pharmaceuti-
cals faces. These standards are indeed high, but also allow 
physicians to morally justified “outsource” questions of 
explainability to the certification process. This positions us 
between those two camps: some higher standards are justi-
fied, but not to be understood as a double-standard.

Such a process may require an algorithm to provide an 
increased level of “answer justification” (see e.g., Sharp et al 
(2017)) and other advanced ways of explaining more precise 
decision-making pathways (like heatmaps or inspectability), 
as well as certain levels of transparency of data allocation 
and training (Felzmann et al., 2019, 2020). This addresses 
the democratic good, as a public or scientific discourse about 
the acceptable standards of imprecision can be negotiated. 
Yet, it is to be expected that these still do not have to reach 
the “optimization goal” of a fully explainable diagnostic pro-
cess. As we have seen that even in the most ideal circum-
stances we would not expect physicians to be able to provide 
those—and yet, we praise, recommend, and trust physicians 
not merely on their ability to provide explanations. Thus, 
we may certify AI that is reliably precise, and that we can 
explain sufficiently for physicians to rely on it.

Similar to the certification of medical pharmaceuticals, 
the effects of using AI—their reliable results—are usually 
the measure for acceptability of risks, rather than the com-
plete causal explanation for those results in every instance. 
And similar to the package insert included with pharma-
ceuticals, the conditional good of explainability can be 
reproduced through clear communication of the tested and 
validated precision and reliability of such AI. This standard 
is considerably higher than the norm for diagnostic expla-
nations of physicians, but it does not seem unjustified: we 
certainly do not want to certify an AI that cannot claim supe-
riority over human performances.

Interpretability

While locating the requirement of explainability in the 
certification process rather than clinical uses, the condi-
tional good of physicians and patients interacting with 
machines still needs to be addressed. Reasonably, physi-
cians always require some information from the machine 
and its decision-making process, with the same applying to 
the requirements for informed consent of patients. The fact 
that a machine is just more accurate than a human is usually 
not enough. While London (2019) argues against explain-
ability in favor of precision, we have seen that there may 
be pre-conditional or conditional goods that suggest that, if 
the opportunity arises, an increase of explainability ought to 
be welcome and worked towards. These (pre-) conditional 
goods of explainability, however, are also achieved through 
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a machine providing information that can lead to meaningful 
decision-making.

As long as both patients and physicians are satisfied with 
the information given (i.e., they are empowered to success-
fully access risks and benefits in the light of a certified AI), 
they should feel confident in coming to a decision (of course, 
making informed medical decisions will remain some of 
life’s toughest decisions to make in the first place). However, 
the requirement for providing information for such decision-
making is best understood as interpretability rather than 
explainability. Similar positions on the relevance of inter-
pretability over explainability have been put forward before 
in other contexts (Rudin, 2019) and for medical imaging 
in particular (Reyes et al., 2020). In combination with the 
required certifiability, however, interpretability will cover 
the goods that explainability has previously been thought 
to provide.

The package insert indicating potential side effects is 
an illustrative example of the information required for an 
acceptable interpretability of patients in medical decision-
making, and under consideration relative explainability, 
arguments of why AI should provide much more than pre-
sume a double-standard.

Interpretability on its own appears problematic due to its 
lack of connection to the actual workings of the interpreted 
machine-behavior (we may read anything into a machine’s 
behavior if we do not know how it works). Certifiability on 
its own appears problematic because it is insufficient for 
actual clinical use, as the machine may only produce results 
with very little regard for the physician and patient’s needs. 
Together, however, those offer an adequate answer for the 
concerns posed by unexplainability.

Conclusion

Understanding explainability not as contributing an absolute 
value to the ethical decision-making in clinical contexts but 
as one that is relative to several different factors allows for 
an analysis of what goods explainability actually provides. 
As we concluded, measuring the explainability-demands 
for AI against the idealized explainability of the diagnos-
tics optimization-process of physicians is not only mislead-
ing but would most certainly constitute a double-standard. 
Higher standards, other than double-standards, however, can 
be justified in regards to considerations of responsibility for 
mistakes. To accommodate those, we proposed to locate the 
explainability not in physician–patient interactions, but in 
the certification-process in which the AI is being tested and 
explained to a reasonable degree. For clinical uses, with a 
certified accuracy and reliability in the background, inter-
pretability becomes a much more important factor. With 

certifiability and interpretability in place, all the goods 
explainability provides are still present, but are more opera-
tionable, relative to our current customs.
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