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Abstract
Artificial intelligence (AI) is increasingly inputting into various human resource management (HRM) functions, such as 
sourcing job applicants and selecting staff, allocating work, and offering personalized career coaching. While the use of AI 
for such tasks can offer many benefits, evidence suggests that without careful and deliberate implementation its use also has 
the potential to generate significant harms. This raises several ethical concerns regarding the appropriateness of AI deploy-
ment to domains such as HRM, which directly deal with managing sometimes sensitive aspects of individuals’ employment 
lifecycles. However, research at the intersection of HRM and technology continues to largely center on examining what AI 
can be used for, rather than focusing on the salient factors relevant to its ethical use and examining how to effectively engage 
human workers in its use. Conversely, the ethical AI literature offers excellent guiding principles for AI implementation 
broadly, but there remains much scope to explore how these principles can be enacted in specific contexts-of-use. By draw-
ing on ethical AI and task-technology fit literature, this paper constructs a decision-making framework to support the ethical 
deployment of AI for HRM and guide determinations of the optimal mix of human and machine involvement for different 
HRM tasks. Doing so supports the deployment of AI for the betterment of work and workers and generates both scholarly 
and practical outcomes.

Keywords Artificial intelligence · Human resource management · Ethical AI · HRM and technology · Ethical task-
technology fit · Human control

It is only just dawning on us … that good workers 
can lose their jobs because of a poorly written algo-
rithm. That AI can create new and hidden forms of 
discrimination. Edward Santow, Human Rights Com-
missioner (2016–2021), Australia

Introduction

The use of artificially intelligent technologies is influenc-
ing many aspects of our working lives. Artificial intel-
ligence (AI) encompasses various interrelated technolo-
gies often underpinned by machine learning algorithms, 
whereby AI achieves set objectives via supervised (with 
human guidance) or unsupervised (machine autonomous) 

learning through analyzing large datasets (Walsh et al., 
2019). Although most current forms of AI perform a 
restricted range of single domain functions (‘narrow AI’), 
they can undertake some tasks better than humans, such as 
pattern recognition.

AI is increasingly automating and supporting various 
human resource management (HRM) functions, such as 
through: scheduling work (e.g., Uber, see Lee et al., 2015); 
screening job applicants’ resumes and assessing video appli-
cations via verbal and body language analysis (e.g., Unile-
ver, see Marr, 2018; Strohmeier & Piazza, 2015; Jia et al., 
2018); and offering personalized career coaching (e.g., IBM, 
see Guenole & Feinzig, 2018b). This can generate many 
benefits through enhancing evidence-based decision making 
(Colson, 2019), improving the depth, diversity, and quality 
of applicant pools (Marr, 2018), and deepening personaliza-
tion of HRM services (Guenole & Feinzig, 2018a).

However, as the opening quote shows, such benefits are 
not assured. Increasing AI use is “fueling anxieties and 
ethical concerns” regarding its trustworthiness (OECD, 
2019, p. 3), particularly when its use impacts people’s 
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livelihoods. This makes the appropriateness of apply-
ing AI to HRM a significant issue (Scholz, 2019; Tambe 
et al., 2019), as its use has already generated racially- and 
gender-biased outcomes in recruitment (Dastin, 2018), 
resulted in breaches of employee data (Starner, 2019), 
and compromised fair and just employee outcomes (for 
examples see Robert et al., 2020). The complexity of quan-
tifying some human performance metrics (what makes 
a “good employee”?), the ‘small’ (rather than ‘large’) 
nature of HRM datasets, and imperatives for fairness and 
accountability in decision making all characterize HRM 
activities and so challenge the universal applicability of 
AI in this domain (Tambe et al., 2019, p. 17).

Despite these concerns, conceptual and practical guid-
ance on how to maximize benefits and minimize harms 
when applying AI to HRM remain rare. While research in 
HRM and technology has importantly examined how AI 
can be applied to specific functions (Strohmeier & Piazza, 
2015) and how big data use may impact HRM (Scholz, 
2019), this literature is yet to fully grapple with the ethi-
cal implications of AI use for people management (for 
exceptions see Tambe et al., 2019; Robert et al., 2020). 
This leaves scope to look beyond what HRM functions AI 
can be used for, to instead detail salient factors relevant to 
the ethical use of AI in a HRM context.

To this end, I construct a decision-making framework to 
support the ethical deployment of AI for people manage-
ment. This extends both the HRM literature, by examining 
the ethical implications of AI use in this function, and the 
ethical AI literature, by applying its principles to a specific 
context-of-use. I first draw on the ethical AI literature to 
overview the emerging global consensus toward five ethi-
cal principles underpinning the use of AI across contexts. 
The decision-making framework is then constructed to 
operationalize these principles in the HRM domain. To 
do this, I draw on the task-technology fit literature and 
conceptualize the notion of ethical task-technology fit. The 
framework centers on assessing: (1) particular technology 
characteristics that I term ‘data and AI sensitivities’; and 
(2) what the AI is deployed to do through assessing task 
characteristics that I term ‘task sensitivities’. Drawing on 
research on human control in automated systems, I then 
illustrate how variations in these sensitivities will drive 
differing levels of human control and involvement along-
side the AI to help generate and sustain its ethical use. 
The framework does not aim to be highly prescriptive or 
universal, given the complex socio-technical context into 
which AI is often deployed and the evolving nature of the 
technology, but instead provides guidance on some key 
technology and task indicators to assess ethical task-tech-
nology fit. I conclude by applying the framework and dis-
cussing its theoretical and practical implications.

Ethical artificial intelligence: an overview

Ethical AI broadly refers to “the fair and just development, 
use, and management of AI technologies” (Bankins & For-
mosa, 2021, p. 60). Its study spans disciplines and examines 
issues ranging from identifying governing principles for AI 
development (Floridi et al., 2018), examining the legal and 
accountability implications of AI decision making (Doshi-
Velez et al., 2017), the ethical implications of social robot use 
(Stahl & Coeckelbergh, 2016), and the efficacy of granting 
moral rights to AI agents (Formosa & Ryan, 2020). The field 
generally adopts a socio-technical stance (i.e., that social and 
technological contexts must be examined in tandem, Selbst 
et al., 2019) and takes the view that AI should be developed 
and applied by, with, and for people to aid the betterment of 
humans (e.g., Floridi et al., 2018).

Such goals have resulted in researchers, and indeed national 
governments, developing many principlist approaches to 
guide AI development and use. Recent reviews (e.g., Floridi 
& Cowls, 2019; Hagendorff, 2020; Jobin et al., 2019) suggest 
a significant overlap exists across these approaches that sup-
ports an emerging global consensus on such ethical principles. 
One such framework reflecting this emerging consensus, and 
on which I focus, is the AI4People framework (see Floridi 
et al., 2018), which synthesizes five ethical AI principles: 
beneficence; non-maleficence; autonomy; justice; and expli-
cability. Beneficence means AI should benefit “people and the 
planet” through fostering human wellbeing and dignity and 
environmental sustainability (Floridi et al., 2018, p. 6). Non-
maleficence refers to the development and use of AI that does 
not harm individuals and preserves individuals’ privacy. This 
generally requires meeting the autonomy principle, by appro-
priately balancing decision making between humans, AI, or 
both, and that humans retain power to change such delegations 
(Floridi et al., 2018). The justice principle requires AI to pro-
mote fair and just outcomes, such as through eliminating bias 
and fostering diversity. Explicability facilitates accomplish-
ment of all other principles by requiring AI to be intelligible 
(i.e., humans have some understanding of its operations) and 
accountable (i.e., responsibility for its use is clear) (Floridi 
et al., 2018).

While ethical AI principles are critical for broadly guiding 
technology development and use, they must also be operation-
alized for application in specific contexts (Aizenberg & van 
den Hoven, 2020). To help do this, I now turn to developing a 
decision-making framework to support the ethical application 
of AI in a HRM context.
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Ethical applications of artificial intelligence 
in HRM: a decision‑making framework

To identify salient factors influencing ethical AI use in HRM 
requires specifying the nature of different HRM tasks, the 
ethical risks associated with applying AI to such tasks, and 
then the extent to which humans should retain control over 
particular tasks. To do this, the decision-making framework 
constitutes multiple components (see Fig. 1). First, I out-
line the importance of organizational value-setting for AI 
use (component 1) as an overarching basis to situate the 
framework within its specific contexts-of-use, centered on 
organizational leadership for the governance of AI. I then 
draw on task-technology fit literature to develop the notion 
of ethical task-technology fit (component 2) and outline both 
technology and task characteristics (or ‘sensitivities’) that 
I argue will shape ethical AI deployment, with a focus on 
indicators of potential ethical risks, and generate key ques-
tions to assess ethical task-technology fit. I then connect the 
responses to requirements for ongoing human control in AI 
systems (component 3).

Framework component 1: organizational 
governance and value‑setting for AI use

Technologies are implemented into often complex social 
systems that are shaped by the vision and values of organi-
zational leaders (Hazy, 2006). Good practice AI implemen-
tation should begin with an organizational body, such as a 
senior leadership group, setting, monitoring, and adapting 
parameters for AI use (Andrews, 2019) and oversighting the 
collection and management of data (Guszcza et al., 2020). 
For example, Microsoft’s leadership uses six principles 
(broadly mapping to the AI4People framework) to guide 
their use of AI: fairness (aligned to the justice norm); reli-
ability and safety (aligned to the beneficence norm); privacy 
and security (aligned to the non-maleficence norm); inclu-
siveness (aligned to the justice norm); and transparency and 
accountability (aligned to the explicability norm) (Bankins 
& Formosa, 2021). Microsoft’s Office of Responsible AI and 
Aether Committee then set and monitor compliance with 
these principles (Microsoft, n.d.). Such value-setting of a 
leadership body embeds an important tenet of ethical AI 
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Fig. 1  Ethical applications of artificial intelligence to HRM: a decision-making framework
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literature, that across the lifecycle of AI use multiple stake-
holders should be involved in its management to support 
meeting the beneficence, non-maleficence, and autonomy 
principles.

The remainder of the framework operates on the basis 
that this value-setting creates an overarching context-specific 
frame for determinations of AI use in a given organization. 
I now turn to outlining specific technology and task charac-
teristics related to the use of AI for HRM, that will inform 
assessments of ethical task-technology fit in this context and 
guide ethical AI deployment.

Framework component 2: assessing ethical 
task‑technology fit

Task-technology fit refers to “the degree to which a tech-
nology assists an individual in performing his or her port-
folio of tasks” (Goodhue & Thompson, 1995, p. 215). It 
is argued that assessments of fit will reflect technology 
characteristics, task characteristics, and factors influencing 
individual technology usage (termed ‘utilization’) and it has 
been shown that a better fit between task and technology 
enhances a worker’s performance (Goodhue & Thompson, 
1995; Spies et al., 2020). However, I argue that such assess-
ments have implications not only for work performance but, 
when adapted toward an ethical lens, can also help identify 
the ways technology use may lead to unethical outcomes.

How and for what purpose AI is implemented partly 
determines whether benefits or harms are generated from 
its use. For example, an algorithm autonomously tasked with 
determining welfare payments, without meaningful human 
oversight, and ultimately making inaccurate calculations is 
a deployment context that can generate harms (Braithwaite, 
2020). Or AI tasked with assessing employee performance 
to input into, and potentially communicate, termination deci-
sions raises questions regarding the transparency of data col-
lection and the appropriateness of deploying the technol-
ogy for such purposes (Obedkov, 2021). These, and other, 
examples show that technologies being used in ways that 
may exceed their capabilities, or being used in ways that 
inappropriately marginalize humans from the work process, 
can lead to harms.

Given this, the second plank of this framework is assess-
ing what I term ethical task-technology fit, or the extent to 
which the use of AI in a given task context supports meeting 
the five ethical principles. To formulate this fit assessment, 
I adapt and build on the work of Sturm and Peters (2020), 
who contextualize task-technology fit to the specifics of 
AI. In line with the wider task-technology fit literature, the 
technology characteristics I identify are what I term ‘data 
and AI sensitivities’. These focus on indicators associated 
with the scope for various biases, scope for changed context 
of deployment and data ‘scope creep’, the personal nature 

of the data used, and levels of AI explainability. The task 
characteristics I identify are what I term ‘task sensitivities’, 
focused on indicators associated with the scope of impact 
of a task, task complexity, and requirements for a ‘human 
touch’. Assessments of these sensitivities will then provide 
the context for ethical task-technology fit calculations that 
I suggest will be guided by three key questions regarding 
AI reliability and appropriateness, fairness, and explainabil-
ity (Sturm & Peters, 2020). As the focus of this framework is 
on identifying a range of technology and task sensitivities, or 
those aspects of AI and its deployment that have the poten-
tial to breach ethical principles, the ethical task-technology 
fit assessment is focused on surfacing potential ethical risks 
of AI use in HRM. I now outline these technology and task 
characteristics (sets of sensitivities).

Technology characteristics: data and AI sensitivities

Advancements in machine learning are driven, in part, by 
access to large datasets and advanced neural network mod-
elling (Walsh et al., 2019). Ethically, this places scrutiny 
upon the quality and nature of the data used to generate 
AI outputs and how understandable (or explainable) those 
outputs are to humans. In a HRM context, I conceptualize 
these technology characteristics of AI and the data driving it 
as data and AI sensitivities along four indicators: the scope 
for data and computational bias (high/low); the scope for 
inappropriate deployment and data ‘scope creep’ (high/low); 
the personal nature of the data collected (high/low); and the 
explainability of AI output (high [greater explainability]/low 
[lower explainability]).

First, scope for data and computational biases1 reflects 
a well-documented source of potential  harm generated 
through machine learning methods: the potential for biased 
outcomes. In their taxonomy of algorithmic bias, Danks and 
London (2017) show that opportunities for such bias can 
stem from multiple sources, ranging from technical sources 
(to do with the design and computations of the technology) 
to social sources (to do with how the technology is used). 
Here, I focus on two sources of technical bias.

Training data bias occurs when the input data from which 
the AI learns is biased in some way and leads to model out-
puts that deviate from the population and/or leads to morally 
unjustifiable models (Danks & London, 2017). For example, 

1 There are competing arguments regarding whether, compared to 
human decision making, AI affords more or less biased decision out-
comes (see Parker & Grote, 2020). In this paper I discuss both AI- 
and human-based biases and generally take the position that leverag-
ing the strengths of technology- and human-based cognition can help 
mitigate the limitations of each, and that such human-AI collabora-
tion will likely feature significantly in future workplaces (Daugherty 
& Wilson, 2018; Jarrahi, 2018).
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training data may include: historical bias (replicating histori-
cal inequalities between groups); representation bias (under-
representing certain groups); measurement bias (poor prox-
ies represent variables of interest and/or data are measured 
poorly across groups); and aggregation bias (a single model 
does not adequately represent different groups) (Robert 
et al., 2020; Suresh & Guttag, 2020). Use of biased datasets 
(‘bias-in’) has clear ethical implications as it can result in, 
for example, outcomes that perpetuate past patterns of bias 
(‘bias-out’).

Issues of training data bias are particularly relevant for 
HRM. Historically, a range of minority groups have expe-
rienced systematic exclusion from full and equal participa-
tion in employment through explicit legislative or regulatory 
barriers and/or implicit attitudes and norms (Braddock & 
McPartland, 1987). While many of these explicit, and some 
of the implicit, barriers have been minimized or removed, 
many do remain along with their effects. Broadly, these 
include ongoing biases toward, and/or under representation 
of, employees from diverse racial and ethnic (i.e., non-cau-
casian) backgrounds, women, differently abled individuals, 
and employees from the LGBTQ+ community (Liebkind 
et al., 2016; Pizer et al., 2012). There are already examples 
of recruitment algorithms (i.e., that screen submitted appli-
cations) entrenching past biased recruitment decisions by 
unfairly excluding some groups for selection while privileg-
ing others (Dastin, 2018). “Sourcing algorithms” (i.e., that 
promote job ads) can also fail to show women technical or 
engineering jobs as potential applicants because the algo-
rithm is trained on data showing mostly men holding such 
roles (Bogen, 2019).

Algorithmic focus bias occurs through “differential usage 
of information in the … training data” (Danks & London, 
2017, p. 3). This occurs where information is used to train 
an AI that ought not be used, even when it is accessible, 
whether for moral, legal, or other reasons (Danks & Lon-
don, 2017). Such bias may not even be evident unless data 
are scrutinized by decision makers. For example, Xerox 
collected data capturing job applicants’ commuting times, 
which then predicted that employees with quicker com-
mutes were more likely to be retained (Weber & Dwoskin, 
2014). However, Xerox managers determined that using such 
data could unfairly disadvantage (i.e., exclude) job appli-
cants from minority group neighborhoods (which may be 
further from the place of employment). This type of bias 
highlights that “there’s some knowledge that you gain that 
you should stay away from when making a hiring decision” 
(Weber & Dwoskin, 2014). Overall, the scope for these 
types of bias in certain HRM functions, such as recruit-
ment, increases opportunities for unethical outcomes and 
particularly breaches the beneficence, non-maleficence, and 
justice principles.

Second, the context of deployment and opportunity for 
data ‘scope creep’ reflect the potential for social (or user-
driven) sources of bias in AI use. Transfer context bias refers 
to an AI being designed for use in one context but then being 
deployed in a different one (Danks & London, 2017). This 
potentially voids guarantees of AI accuracy and may lead to 
misleading or harmful outcomes (Selbst et al., 2019). For 
example, there exists the potential for roughly similar techni-
cal solutions to be deployed across different settings, such as 
applying an algorithm designed to generate automated risk 
assessments in a judicial context toward generating auto-
mated hiring outcomes (Selbst et al., 2019). Relatedly, how 
technology is used in organizations can change over time. 
As the Xerox example demonstrates, data collected for one 
seemingly harmless purpose (i.e., understanding job appli-
cant commute times) can be re-purposed to search for other 
relationships between variables that may generate discrimi-
natory outcomes (i.e., linking commute times to retention 
and potentially disadvantaging minority group job appli-
cants). Selbst et al., (2019, p. 65) label this a “ripple effect” 
trap, where a technology deployed into a socially dynamic 
context, such as an organization with changing leadership 
groups, can lead to new (potentially unethical) uses and 
interpretations of that technology (Selbst et al., 2019). This 
shows that the potential for AI’s inappropriate deployment 
and data 'scope creep' in HRM functions increases oppor-
tunities for unethical outcomes by potentially breaching the 
non-maleficence principle through generating harms and 
negative justice implications.

Third, the various tasks associated with managing people 
often necessitates collecting personal data, such as address, 
age, gender, and medical histories. Advancements in AI are 
also expanding the ability to collect more types of data, 
ranging from biometric data (e.g., Solon, 2018), to health 
and wellbeing data (Ajunwa et al., 2016), to facial and voice 
data in recruitment submissions (Marr, 2018). For some 
HRM tasks, capturing personal data may be necessary (even 
legislated) and not overly invasive, such as collecting bank 
details for payroll purposes. In other cases, the collection 
of personal data may be desirable to reach a particular out-
come (such as optimizing a wellness initiative), but it is not 
necessary. In these latter cases, organizations must balance 
the collection of increasingly personal forms of data (which 
has employee privacy implications, potentially breaching the 
non-maleficence principle) with the value generated from 
doing so (potentially supporting the beneficence principle). 
The collection of personal data may also have implications 
for employees’ autonomy, through opportunities (or not) to 
opt in or out of providing their data generally, and to opt in 
or out of providing their data for the purposes of influenc-
ing their behaviors. For example, the collection of biometric 
data, related to one’s health and body, can feed into AIs 
that ‘nudge’ employees toward certain behaviors, such as 
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optimizing the movements of warehouse workers (Solon, 
2018). Organizations must also consider whether increas-
ing the collection of personal data may facilitate AI data 
‘scope creep’ or even data bias (e.g., are there relevant dif-
ferences in biometric data for older and younger workers?). 
Therefore, the ability to collect increasingly personal forms 
of data to support HRM functions increases opportunities 
for unethical applications of AI, potentially breaching non-
maleficence and autonomy principles.

Finally, explainability reflects a unique feature of machine 
learning (particularly unsupervised forms of it): that its com-
putations can be opaque or ‘blackbox’ (Carabantes, 2020). 
This reflects a trade-off, whereby more complex neural net-
work modelling can generate greater predictive power but 
human insights into that modelling diminish. This has ethi-
cal implications, particularly in sensitive use cases of the 
technology where understanding and explaining the basis 
for AI-informed decisions is required for moral and/or legal 
reasons. This reflects that explainability has a particularly 
close link to the type of task AI is being used for, and so 
closely relates to the task sensitivities discussed next, and 
requirements for explainability will vary between tasks. For 
example, an AI that provides training and development rec-
ommendations may not need to account for how it gener-
ated and ranked those opportunities. However, understand-
ing how an AI identifies which employees will have their 
employment terminated becomes more critical to ensure 
procedural (demonstration of fair processes) and distributive 
(demonstration of equity in resource distribution) forms of 
justice, and to perhaps meet legislative requirements. There-
fore, the ‘blackbox’ nature of many AI systems (low explain-
ability) increases opportunities for unethical outcomes by 
potentially breaching explicability (AI should be intelligi-
ble), justice (clarity of outcomes to promote fairness), and 
non-maleficence (related to the potential for harm from unin-
telligible decisions) principles.

Task characteristics: task sensitivities

The ethical deployment of AI to various tasks within HRM 
functions, and the appropriate extent of human control over 
the technology, will also be shaped by several task sensitivi-
ties (the terms ‘task’ and ‘decision’ are used interchange-
ably) that I conceptualize along three indicators: the scope 
of the decision impact (wide/narrow); the nature of the task 
(simple/complex); and whether the task requires a ‘human 
touch’, through human–human interaction and/or the need 
for uniquely human skills (high/low).

Different HRM decisions have different levels of decision 
impact. The impact of some activities will be narrow, such 
as providing an irrelevant training recommendation, with 
limited ethical implications. Other decision outcomes may 
generate wider and more significant impacts, such as failing 

to offer a job applicant a position based on unfairly discrimi-
natory selection. This compromises the individual’s wellbe-
ing through limiting employment opportunities (breaching 
the beneficence and non-maleficence principles), but also 
contributes to systemic societal biases and restricts work-
force diversity (breaching the justice principle). This shows 
that where AI is used for tasks where errors may generate 
significant harms for individuals, organizations, and society 
more broadly, this heightens the risk of breaching ethical 
principles.

HRM tasks vary in their nature and complexity. Broadly, 
decisions can be viewed as relatively routine (i.e., are sim-
ple, repetitively made, and a clear process exists for mak-
ing them) or more complex (i.e., multiple considerations 
are required, they are novel, and ambiguity exists in how to 
approach them). Evidence suggests that simpler tasks are 
generally best placed to be automated, such as through AI, 
as they are “most easily understood, optimized, and codi-
fied” (Gibbs, 2017, p. 2). Whereas attributes of more com-
plex tasks can restrict, and sometimes exclude, the use of 
technology for undertaking them. This is because a machine 
learning-based AI requires an “algorithmic frame”, or a set 
of outputs (i.e., outcomes to be achieved) and inputs (i.e., 
data) to construct a model (Selbst et al., 2019, p. 60). Com-
pared to simple tasks, complex tasks are often difficult to 
frame. In terms of outputs, more complex tasks can be chal-
lenging to codify. For example, it can be difficult to define a 
‘good employee’ for the purposes of recruitment (as noted 
by Tambe et al., 2019). Such an outcome is dependent on 
many indicators that vary across different roles. Universally 
defining a ‘good employee’ may also marginalize employee 
groups with non-standard work histories or those with 
knowledge, skills, and abilities that may not ‘fit’ universal 
definitions. In terms of inputs, more complex tasks may not 
be wholly or partly reducible to mathematical terms (Greene, 
2019). For example, some indicators of a ‘good employee’ 
may not be easily quantifiable, such as the ability to get on 
well with others or expressing organizational citizenship. 
Inappropriately applying AI models to tasks that are difficult 
or inappropriate to frame in codified terms may particularly 
breach non-maleficence (e.g., potential for harm), justice 
(e.g., potential for unjust outcomes), and explicability (e.g., 
poorly specified models lacking accountability) principles.

Further, rare (or ‘exceptions’) cases are often not well 
represented in the datasets required for machine learning. 
This means the ability of AI to model and then generate 
predictions for such cases is limited. For example, the 
unique and nuanced nature of offering career planning 
advice to an employee with a complex work history may 
be poorly suited to the use of AI solely, as the outcome 
will likely depend on assessments of the individual case 
rather than attempting to generalize from other cases 
that may poorly represent it (Binns, 2020), with the latter 
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approach  potentially breaching the justice principle. 
Where such cases exist, it may be preferable and appro-
priate to have human–human interaction (a task sensitiv-
ity indicator discussed next) to capture nuanced informa-
tion from the employee. This is what Crawford (2013) 
calls utilizing ‘small data’, or data collected with small 
groups or individuals, which may better suit the task’s 
purposes overall but could also complement the use of 
‘big data’. Overall, more complex tasks are generally not 
routinely done, may involve ambiguity, and may involve 
dealing with unique employee circumstances that require 
case-by-case handling to avoid breaching the ethical prin-
ciples noted and support the beneficence principle.

HRM tasks can involve handling sensitive issues that 
require a ‘human touch’, such as those related to per-
formance, work-life balance, and health and wellbeing, 
among others. Evidence suggests that such tasks continue 
to require the use of at least some uniquely human judg-
ment and social skills that remain beyond AI’s capabilities 
(Colson, 2019; Gibbs, 2017). I suggest that the need for 
a ‘human touch’ in such tasks can take two main forms. 
First, certain tasks can demand human–human interaction 
in their execution. Studies show that in circumstances 
of fully automated decision making (including for HRM 
decisions) the denial of human interaction can degrade 
individuals’ justice perceptions, or the perceived fairness 
of a decision, generating feelings of impersonal treatment, 
devaluation, and dehumanization (such as “being reduced 
to a percentage”) (Binns et al., 2018, p. 1; Lee et al., 
2019, p. 16; Lee, 2018). Ensuring human–human inter-
action in such tasks will help support employee wellbeing 
(beneficence principle) and feelings of being treated with 
value and dignity (justice principle). Second, a ‘human 
touch’ may manifest through requiring uniquely human 
skills, such as context-specific  judgment, to execute 
tasks and particularly complex ones. As noted earlier, 
this may occur when the individual merits of a case must 
be assessed and human value judgments must be made 
that can’t easily be specified through AI modelling (see 
Binns, 2020; Colson, 2019). Empirical evidence supports 
the idea that individuals view some tasks, particularly 
those related to HRM, as requiring uniquely human skills. 
For example, where algorithms allocate work, workers 
can feel that “human abilities, emotion, and motivation” 
are not accounted for (Lee et al., 2015, p. 5). Algorithms 
can also be viewed as “incapable” of undertaking job 
candidate selection or performance evaluation because 
“they lack human intuition, only measure quantifiable 
metrics, and cannot evaluate social interaction or han-
dle exceptions” (Lee, 2018, p. 12). Such findings reflect 
concerns that an overreliance on AI gives primacy to that 
which is quantifiable and may lead to the diminishment 
of that which is not (Selbst et al, 2019). Such concerns 

link to breaches of beneficence, justice, explicability, and 
autonomy principles, the latter two particularly through 
inappropriate delegation of tasks between humans and 
machines.

Assessing ethical task‑technology fit: key questions

Examining the various technology (data and AI) and task 
sensitivities now generates key questions regarding the ethi-
cal fit of AI to given tasks. As identified earlier, I take ethical 
task-technology fit to be an assessment of whether the use 
of AI for a given task supports meeting the five ethical prin-
ciples. I adapt Sturm and Peters’ (2020) indicators of task-
AI fit to formulate these questions and apply them directly 
toward addressing the ethical implications of AI deployment, 
to which I argue they are also relevant. These questions are 
not intended to be mutually exclusive, and indeed overlap, 
nor exhaustive, but collectively they generate an overarching 
assessment of whether the use of AI in a given task context 
carries ethical risks.

The first question refers to whether the use of AI is reli-
able and appropriate to the task. This will be informed 
by data and AI sensitivities, such as the scope for bias 
and potentially poor levels of explainability (which may 
both reduce reliability) and the need for personal data col-
lection (which may require the collection of data deemed 
inappropriate/too invasive), and task sensitivities, such as 
a high decision impact, task complexity, and the need for 
human interaction (which may all make AI use inappropriate 
for the task). The second question refers to issues of fair-
ness, specifically whether the use of AI facilitates fairness 
in task completion, with a more explicit focus than the first 
question on opportunities for harms or injustices to occur. 
For example, various technology and task sensitivities could 
breach the justice principle, such as the scope for bias, con-
text of deployment and data ‘scope creep’ concerns, and a 
lack of explainability and human interaction where the task 
is deemed to require them. The third question focuses on 
whether the AI’s outputs are adequately explainable for the 
task. While explainability is also reflected in the prior ques-
tions, it stands alone here to align with Floridi et al.’s (2018) 
positioning of explicability (of which explainability is an 
important component) as a principle underpinning all others. 
Here, task sensitivities such as decision impact and complex-
ity will particularly help determine the levels of explain-
ability required for appropriate task completion. Overall, the 
‘higher’ the data and AI sensitivities (which incorporates 
lower explainability) and the higher the task sensitivities 
(which incorporates wider impact and higher complexity), 
the less likely it is that AI’s deployment will be reliable/
appropriate, fair, and explainable, which reduces ethical 
task-technology fit. Conversely, the ‘lower’ each set of 
sensitivities are (which incorporates higher explainability, 
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narrower decision impact, and lower task complexity), the 
more likely it is that AI’s deployment will be reliable/appro-
priate, fair, and explainable, which generates better ethical 
task-technology fit.

Following assessments of ethical task-technology fit, 
organizations must then determine whether AI will be uti-
lized for particular tasks and, if so, in what ways. This deter-
mination will also be informed by the organizational value-
setting discussed earlier, as it provides an overall frame 
guiding such decisions. For example, this value-setting can 
help determine when AI will and will not be used, in recog-
nition that “the best solution to a problem may not involve 
technology” (Selbst et al., 2019, p. 63). For example, an 
available technology may not allow for any human under-
standing of its outputs (related to the third question above), 
and so an organization may choose to never implement such 
a technology given their task context (while also meeting the 
explicability principle).

If ethical task-technology fit exists, a key question then 
becomes: in what way and to what extent will humans retain 
control of an AI system? AIs, like many technologies, are 
imperfect and for all their benefits and computational power 
can still exhibit brittleness and generate errors (Lohn, 2020). 
In some instances their autonomous deployment will con-
tinue to support meeting the ethical principles. But in other 
instances, even where ethical task-technology fit exists, 
some degree of human control will still be required to fur-
ther enhance that ethical fit and best leverage the capabilities 
of both humans and AI. This means that ethical AI deploy-
ment extends beyond only assessing technology and task 
sensitivities to further include appropriate and ongoing 
human control and oversight (McCoy et al., 2019). It is to 
these questions I now turn.

Framework component 3: what role for humans? 
Assessing needs for human control

Determining optimal balances of machine use and human 
control to support ethical AI deployment is a complex issue. 
Determining the specifics of such control will often involve 
identifying the tasks of a work process and assessing the 
nature of human control needed within and across those 
tasks, particularly where they are inter-related (see Heikoop 
et al., 2019 for an autonomous vehicle example). Therefore, 
my aim here is not to provide a prescriptive account of the 
level of human control required in every possible circum-
stance, but to instead first outline a taxonomy of levels of 
human control and then suggest how these link to technol-
ogy (data and AI) and task sensitivities and assessments of 
ethical task-technology fit.

McCoy et al. (2019) suggest that some degree of ongo-
ing human involvement alongside machines is required for 
performance- and responsibility-related reasons. In terms 

of performance, humans still retain a “cognitive compara-
tive advantage” (Langlois, 2003, p. 167) over machines in 
a range of areas, such as dealing with “novel or atypical 
inputs”, adding heterogeneity to automated systems, and 
morally contextualizing decisions aligned to human ethi-
cal judgments and ethical considerations that remain chal-
lenging to algorithmically program (McCoy et al., 2019, pp. 
4–5). In terms of responsibility, ethical and legal lines of 
accountability can blur when autonomous AI is used. This 
means operationalizing the balance of human–machine con-
trol links to all ethical principles, but particularly to how 
the autonomy (the delegation of decision making to humans 
versus machines) and explicability (the accountability for 
and explanation of AI actions) principles are enacted.

Literature on human control in automated systems 
generally presents a taxonomy of control that varies from 
extensive and demonstrable human control and account-
ability across an entire work process, to full machine 
autonomy (perhaps with some limited human oversight). 
This taxonomy often extends from meaningful human con-
trol (the highest level of human control) to humans then 
being in-, on-, or out-of-the-loop (ending at the weakest 
level of human control). While definitions of meaningful 
human control (MHC) are difficult to pin down, broadly 
“it connotes that in order for humans to be capable of 
controlling—and ultimately responsible for—the effects 
of automated systems, they must be involved in a non-
superficial or non-perfunctory way” (McCoy et al., 2019, 
p. 2). Santoni de Sio and van den Hoven (2018) suggest 
this involves a ‘tracking’ condition (the system should 
respond to human moral reasoning and relevant aspects 
of its environment) and a ‘tracing’ condition (that one or 
more human agents can meaningfully understand how the 
system operates and be fully accountable for it). Require-
ments for MHC are most prevalent in high-risk contexts, 
such as autonomous weapons use, but it remains applica-
ble in other sensitive contexts-of-use such as the manage-
ment of people.

Human in-the-loop (HITL) control means that an AI 
can, for example, undertake analysis and reach a decision 
but it cannot autonomously take action, it can only execute 
following human approval (Walsh et al., 2019). Here, the 
human can also help identify and correct machine “mis-
behavior” and be accountable for it (Rahwan, 2018, p. 7). 
When a human is on-the-loop (HOTL) it means that an AI 
can, for example, undertake analysis, reach a decision, and 
then also execute that decision without human approval. 
However, the execution of that decision is oversighted by 
a human (i.e., the human knows the AI’s actions) and the 
human can override those actions (i.e., stop or change them) 
as appropriate. Full automation occurs when a human is 
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out-of-the-loop (HOOTL), where an AI executes actions 
with no human input or interaction. These levels of human 
control can then be linked to different technology and task 
sensitivities.

Generally, the decision-making framework suggests that 
the higher the technology and task sensitivities overall, 
which reduces ethical task-technology fit, the greater the 
imperative to have higher levels of human control exerted 
upon the system. This reflects an ‘additive effect’, whereby 
when there is more than one indicator of ‘high’ task sen-
sitivity (i.e., a wide decision impact and a highly complex 
task) and ‘high’ data and AI sensitivity (i.e., scope for bias 
and poor explainability), then the case becomes stronger 
for more meaningful forms of human control to be retained 
(i.e., MHC or human in-the-loop control). However, when 
the sensitivities are ‘moderate’, a human-on-the-loop 
(focused on monitoring and oversight) may be more appro-
priate, and where the sensitivities are not relevant or ‘low’, 
then more minimal or no human involvement (i.e., a human 
out-of-the-loop) is likely reasonable. It may also be that 
organizational value-setting involves ‘weighting’ each sen-
sitivity indicator to guide determinations of levels of human 
control.2

There may also be tensions across sensitivities that organ-
izations must resolve through ‘on balance’ assessments. 
For example, the use of AI to automate payroll processes 
constitutes a fairly codifiable task (the nature of the task 
is simple) and there is generally no imperative to have a 
human communicating standard payroll outcomes (the need 
for a ‘human touch’ is low), which both support affirmative 
responses to reliability and fairness questions when assess-
ing ethical task-technology fit. But if the fortnightly payment 
of employees is compromised this could have significant 
implications for workers (the task impact is wide). In such 
cases, organizations must assess the risk of AI failure (i.e., 
reliability) and organizational tolerance of it. If the organiza-
tion assesses such risks as very low, then a human out-of-
the-loop may be appropriate to balance the risk of harm with 
the other ethical principles that the AI’s use may support. 
However, if the organization assesses the risk of harm as too 
high, a human on-the-loop to approve system actions may 
be more appropriate.

Utilization

Discussions of human control should recognize that 
the behaviors of social actors shape technology use (Selbst 

et al., 2019). The task-technology fit literature recognizes 
this through the notion of ‘utilization’, which forms the 
final plank of this framework. Utilization captures how the 
“characteristics of the individual … could affect how eas-
ily and well he or she (or they) will utilize the technology” 
(Goodhue, 1995, p. 216). When humans work alongside 
AI their behaviors and biases toward it can generate unin-
tended harms (breaching beneficence and non-maleficence 
principles), particularly when the AI is not used as designed 
(Selbst et al., 2019; Suresh & Guttag, 2020). While many 
individual characteristics are relevant to understanding tech-
nology ‘utilization’, I focus here on two human biases that 
could particularly undermine the ethical use of AI: algorithm 
aversion and automation bias (Bahner et al., 2008; Prahl & 
Van Swol, 2017).

Automation bias exists when individuals rely too heav-
ily on automated systems, failing to sufficiently oversight 
them or intervene when errors occur (Bahner et al., 2008). 
This can stem from the belief that data analytics “always 
reflect objective truth” (Crawford, 2013, p. 1). Algorithm 
aversion refers to the “irrational discounting of automa-
tion advice” (Prahl & Van Swol, 2017, p. 691), whereby 
individuals rely more heavily on human-generated advice 
over algorithmically-generated advice, even when the latter 
is seen to outperform the former (Dietvorst et al., 2015). 
For this decision-making framework, such biases mean that 
even when humans are expected to be meaningfully involved 
alongside AI systems, for example when their unique skills 
are needed, they may not activate those skills (through auto-
mation bias) or they may inappropriately disregard the AI’s 
output (through algorithm aversion).

These outcomes could then undermine meeting various 
ethical principles. For example, where organizations have 
assessed task sensitivity and determined the appropriate 
human–machine balance for task completion, disrupting 
that through diminished or excessive human involvement 
changes this balance and risks breaching the autonomy prin-
ciple. Algorithm aversion may generate unintended harms 
through reintroducing the potential for other human cogni-
tive biases to interfere with a task, while automation bias 
may result in failure to complement AI output with neces-
sary human judgment (each breaching the non-maleficence 
and justice principles). The change in human–machine 
balance, either toward more use of human skills or more 
reliance on machine skills, may also blur accountability for 
outcomes (breaching the explicability principle).

To mitigate such issues, organizations must align employ-
ees’ actual AI use with its intended use. This can occur at the 
organizational value-setting level to include explicit guid-
ance on how employees interact with the AI and rely on 
it, which particularly supports meeting the autonomy and 
explicability principles. This also raises issues regarding the 

2 It should be noted that the framework itself does not ‘quantify’ or 
‘weight’ each sensitivity indicator, nor suggest one is more important 
than another. However, differing organizational value-setting may 
influence how each indicator is perceived and assessed  in different 
contexts.
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training and skill development of workers operating along-
side AI, which are canvassed further below.

Applying the framework: ethical AI for HRM 
in action

The framework is now applied to two hypothetical exam-
ples focused on AI use in HRM: (1) in health and wellness 
programs; and (2) in performance management. Both exam-
ples are situated in the context of a professional, knowledge-
intensive organization and assume that the organization has 
determined to implement AI for these HRM functions.

The use of AI is transforming the nature of employee 
health and wellbeing programs by extending the scope of 
health data extracted from employees and the range of ser-
vices provided (Ajunwa et al., 2016). I utilize a relatively 
basic example here. The sedentary, screen-focused nature 
of much professional work has documented adverse health 
effects over time (Dunstan et al., 2012). The hypothetical 
organization wants to help remedy this issue by replacing 
stationary desks with sit-stand models and by employing an 
AI-driven program that prompts employees to move during 
the day and reduce screen time. To do this, via an ‘app’ 
employees can choose to install on their devices, the pro-
gram collects data on how long employees sit during the 
day, when they log into and off their work devices, and how 
often they use programs such as email. The app also collects 
data on employees’ age, gender, weight, ethnicity, and any 
pre-existing health conditions to tailor its prompts. Then, 
guided by evidence-based health recommendations, the pro-
gram prompts employees to stand, move, and focus away 
from the screen at regular intervals.

In terms of data and AI sensitivities, such an AI is collect-
ing moderately personal data. While organizations collect 
some employee demographic data, this generally does not 
extend into pre-existing health conditions or daily movement 
patterns. Organizations also tend to collect data on employ-
ees’ use of work-related devices (i.e., log on/off times), but 
perhaps not how long computer programs are open. There 
would appear to be a low opportunity for bias, assuming 
that the AI accurately personalizes recommendations for dif-
ferent groups where necessary. The opportunity for trans-
fer context bias and data ‘scope creep’ is arguably high, 
as data related to device and program usage for wellness 
purposes could foreseeably be transformed for performance 
monitoring purposes. Levels of explainability will depend 
on the algorithm’s design, but I will assume explainability 
is moderate and sufficient to the task (i.e., it meets expecta-
tions for user understanding). Overall, this suggests moder-
ate data and AI sensitivity. In terms of task sensitivities, 
the computations for prompting an individual to sit-stand or 
reduce screen time appear reducible to a codified process, 

suggesting that the nature of the task is fairly simple. Assum-
ing the AI accurately prompts individuals, and because 
employees may opt out of participating, the outcome impact 
is narrow. As technologies such as wearable fitness monitor-
ing devices are increasingly used by individuals to support 
their wider health and wellbeing, there is also likely a low 
need for a ‘human touch’ in the prompting to make minor 
physical changes throughout the workday. Overall, this sug-
gests nil-low task sensitivity.

Taken together, the three ethical task-technology fit 
questions would be answered in the affirmative (reliable/
appropriate, fair, and explainable), where the only key ethi-
cal risk is the potential for data 'scope creep'. This suggests 
that a human out-of-the-loop approach to human control 
would be sufficient for the day-to-day use of the app, but 
with organizational oversight and approval (i.e., be in-the-
loop for) changes to the use of the collected data beyond the 
current scope.

Performance management is a common HRM function 
and generally involves “managing employee efforts based on 
measured performance outcomes” (den Hartog et al., 2004 
p. 557). One broadly drawn task within this function is col-
lecting employee performance data, communicating with 
employees about their performance, and providing feedback. 
In terms of data and AI sensitivities, scope for bias is likely 
moderate as there are competing considerations here. Some 
evidence suggests that metric-based performance manage-
ment (which AI can facilitate) can help reduce bias driven by 
human errors (Marr, 2017). However, there remains a risk of 
transfer context bias, algorithmic focus bias and data ‘scope 
creep’, depending on the types of information collated and 
connected by the algorithm (i.e., is it inappropriately using 
demographic or other data to find connections to perfor-
mance that are morally questionable?). The personal nature 
of the data is likely moderate, depending on how visible 
performance metrics are across the organization. As with the 
previous example, explainability will depend on the algo-
rithm’s design, but compared to the first example demands 
for explainability will likely be high given the task sensi-
tivities (potentially wide decision impact and complexity, 
discussed next) and the potential for regulatory requirements 
for employers to make performance management decisions 
transparent. Overall, this suggests moderate data and AI 
sensitivity. In terms of task sensitivities, the hypothetical 
organizational context means it is likely that performance 
measurement is complex and includes non-codifiable indica-
tors, generating a potentially wide impact on the employee if 
data is incorrectly collected and analyzed. The often sensi-
tive nature of managing performance means the need for a 
‘human touch’ is likely also high. Overall, this suggests high 
task sensitivity.

Taken together, the three ethical task-technology fit ques-
tions would likely be answered ‘maybe’. There are multiple 
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ethical risks, particularly related to the potential for transfer 
context algorithmic focus biases (a data and AI sensitivity 
indicator) and high task sensitivity on each of its indica-
tors. This suggests that moving closer to more meaningful 
human control would be required, particularly for oversight-
ing the types of data the AI uses (mitigating transfer context 
bias and data ‘scope creep’), adequately understanding the 
AI’s outputs (mitigating explainability risks), appropriately 
contextualizing those outputs with other employee-specific 
circumstances (in recognition of task complexity and deci-
sion impact), and for conveying decisions to employees 
(affording meaningful human interaction).

Affordances and limitations 
of the framework

The framework serves to ground broad, normative ethi-
cal principles related to AI design and deployment within 
a specific context-of-use. By outlining a range of technol-
ogy and task sensitivities relevant to the use of AI within 
HRM, it can guide organizational decision makers toward 
key questions to assess the ethicality, and particularly the 
ethical risks, of using AI in this domain given the nature 
of the technology and the tasks to which it is applied (i.e., 
ethical task-technology fit). This then supports assessments 
of optimal human-AI mixes.

However, the framework does not account for every con-
textual aspect relevant to understanding how a technology 
will impact the complex socio-technical system into which 
it is deployed. A range of intra- and extra-organizational fac-
tors will also play a role, alongside many and varied human 
behaviors that shape use of or resistance to a technology. 
Further, as the framework is largely assessing risks to ethical 
AI deployment, it doesn’t fully account for the efficiency and 
other benefits AI may bring. These should also be detailed 
within a given context and integrated with the framework 
presented here. Similarly, ethical assessments must also bal-
ance the trade-offs in meeting different ethical principles 
(Davis, 1995). For example, collecting very personal data 
may improve selection prediction accuracy, but this trades-
off applicant privacy. Such issues must also be resolved in 
the framework’s application, and the organization’s value-
setting could guide such trade-offs. Finally, the discussion of 
human control remained, by design, broad. There are many 
potential combinations of human and machine input into a 
given task and more detailed specifications of this will need 
to be grounded in the context-of-use (e.g., see Heikoop et al., 
2019; Ficuciello et al., 2019).

Implications for research and practice

For scholarship, the framework offers a range of future 
research directions. A key area is operationalizing and 
examining the enactment of the various components of 
the framework, for example by empirically examining the 
decision-making and value-setting processes of organiza-
tional actors in determining AI implementation for HRM. 
Further, it will be important to identify how (and whether) 
the proposed sensitivities occur across various HRM tasks 
and how organizational actors balance assessments of them, 
how they potentially weight their importance, and whether 
other sensitivities exist. To nuance component three of the 
framework (regarding human control), it will be important 
to examine how each level of control is enacted in practice 
in this context and how issues of human control relate to the 
task and technology sensitivities proposed.

The increasing use of AI also has implications for the 
types of work and skills that HRM practitioners will under-
take and require into the future. While such work has begun 
(see Scholz, 2019), the increasing interaction and collabora-
tion between humans and machines has implications both 
for work design and employees’ skill sets, which requires 
empirical investigation. While this framework, through indi-
cators such as task complexity and the need for a ‘human 
touch’, suggests the types of work that should be retained by 
humans, the in- and on-the-loop distinctions also foreground 
skills in understanding the AIs being used, the data power-
ing them, and knowing how to best interpret their outputs 
(Daugherty & Wilson, 2018; Fleming, 2020).

Practically, the framework offers practitioners pathways 
for better understanding the nature of the AIs they are imple-
menting and the decision points relevant for doing so in ways 
that support ethical implementation. The framework extends 
beyond broad prescriptions that AI should be implemented 
‘for good’, to instead guide practitioners toward answering 
questions such as ‘what does utilizing AI for good in my 
organization look like and what should I consider?’ through 
assessments of ethical task-technology fit. While developed 
for a HRM context, the framework also has broader applica-
bility to other types of decision and task settings.

Conclusion

This paper developed a decision-making framework to 
support the ethical use of AI for HRM. This contributes 
to research at the intersection of HRM and technology by 
extending it further toward examining the ethical implica-
tions of AI use in this context and how ethical implementa-
tion can be supported through considered combinations of 
human and machine involvement in tasks. The framework 
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also contributes to the ethical AI literature by providing 
concrete applications of its broad principles in a defined 
context-of-use. Overall, there remains work to be done to 
better understand where and when AI is best deployed in a 
HRM context to ensure it supports positive and functional 
workplaces.
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