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Abstract
This article develops a conceptual framework for regulating Artificial Intelligence (AI) that encompasses all stages of modern 
public policy-making, from the basics to a sustainable governance. Based on a vast systematic review of the literature on 
Artificial Intelligence Regulation (AIR) published between 2010 and 2020, a dispersed body of knowledge loosely centred 
around the “framework” concept was organised, described, and pictured for better understanding. The resulting integrative 
framework encapsulates 21 prior depictions of the policy-making process, aiming to achieve gold-standard societal values, 
such as fairness, freedom and long-term sustainability. This challenge of integrating the AIR literature was matched by the 
identification of a structural common ground among different approaches. The AIR framework results from an effort to 
identify and later analytically deduce synthetic, and generic tool for a country-specific, stakeholder-aware analysis of AIR 
matters. Theories and principles as diverse as Agile and Ethics were combined in the “AIR framework”, which provides a 
conceptual lens for societies to think collectively and make informed policy decisions related to what, when, and how the 
uses and applications of AI should be regulated. Moreover, the AIR framework serves as a theoretically sound starting point 
for endeavours related to AI regulation, from legislation to research and development. As we know, the (potential) impacts 
of AI on society are immense, and therefore the discourses, social negotiations, and applications of this technology should 
be guided by common grounds based on contemporary governance techniques, and social values legitimated via dialogue 
and scientific research.
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Introduction

The widespread use of AI in our daily actions and in an 
unnoticeable fashion (Cerka et al., 2015) has introduced 
unprecedented ethical issues to a broad and complex social 
system (Cave et al., 2019).

From the same perspective, the complexity of data treat-
ment in the design and development process of a machine 
learning solution increases the likelihood of ethical sur-
prises, which demands a wider evaluation of the ethical and 
social impacts (Butterworth, 2018).

Based on this reflection, this work has sought to conduct a 
vast search for literature that is relevant in terms of Artificial 
Intelligence Regulation, processing and grouping it into a 
set of purposes presented as frameworks or guidelines for 
a framework based on ethical principles. Their main con-
tributions have been customised as a framework based on 
the Design and Action Theory (Gregor, 2006) that allows 
for reflections and actions aimed at regulating and govern-
ing operations and relationships between natural and legal 
persons on one side, and AI-embedded systems on the other.
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Reasons to regulate AI

Since the term was coined in 1956, Artificial Intelligence has 
been associated with a wide range of concepts (Cerka et al., 
2017; Jackson, 2019) based on a thinking human being and 
on rational behaviour, which could be synthetised as: sys-
tems that think and act like humans and systems that think 
and act rationally (Cerka et al., 2015; Russell & Norvig, 
1995). Equally wide is the variety of different names asso-
ciated with whatever utilises AI technology: robots, smart 
systems, intelligent systems, intelligent agents, AI agents, AI 
algorithms, intelligent algorithms, and autonomous systems, 
to mention a few.

For the purpose of avoiding misunderstandings regarding 
AI, the High-Level Expert Group established by the Euro-
pean Commission has defined AI systems as “software (and 
possibly also hardware) systems designed by humans that, 
given a complex goal, act in the physical or digital dimen-
sion by perceiving their environment through data acquisi-
tion, interpreting the collected structured or unstructured 
data, reasoning on the knowledge, or processing the informa-
tion, derived from this data and deciding the best action(s) 
to take to achieve the given goal. AI systems can either use 
symbolic rules or learn a numeric model, and they can also 
adapt their behaviour by analysing how the environment is 
affected by their previous actions.” (AI HLEG, 2019a). Con-
sidering the difficulty of defining AI in a way that could fit 
all approaches needed for regulation and governance actions 
with clear communication among all stakeholders, this arti-
cle adopts the definition of AI established by the High-Level 
Expert Group on AI systems.

The responsibilities, security, intellectual property, and 
privacy associated with different systems for medical robots, 
drones, autonomous cars, among several "intelligent solu-
tions" offered every day have been questioned.

Illustrating the level of risk-related indeterminacy, 
machine learning has been combined with game theory 
(Conitzer et al., 2017) in cases where developers were using 
game theory to help teach strategic defence to algorithms. A 
game between two algorithms predicted that one would kill 
the other only in case of an absolute scarcity of resources. 
However, when a more intelligent algorithm was introduced, 
it immediately killed the weaker ones (Firth-Butterfield, 
2017). This case reinforces the idea that an autonomous 
system will inevitably find itself in a situation in which it 
needs not only to obey a certain rule or not, but also to make 
a complex ethical decision (Dennis et al., 2016).

Facing the risks compels us to explore their causes and 
effects. Although the effects of AI are not yet known, a large 
amount of them can currently be classified. Firstly, those 
coming from the undesired effects, such as biases, discrimi-
nation, loss of privacy, false positives and false negatives, 

loss of autonomy, (psychological, financial, or physical) 
damage, loss of control, difficulty identifying liabilities, 
losses or decreases in human rights, unemployment, mis-
judgements, and concentration of power and wealth in a few 
companies. Secondly, some risks are the result of intentional 
misuses, such as fake news, deep fakes, cyberattacks, ter-
rorism, warfare, weapons, people manipulation, espionage, 
low level of democracy (Beltran, 2020; Benjamins & Garcia 
2020; Borgesius, 2018; Jackson, 2020; Jobin et al., 2019; 
Mika et al., 2019).

Considering all those risks, establishing best practices for 
delegating and defining new moral responsibility attribution 
models is crucial to leverage the opportunities created by 
AI (Taddeo & Floridi, 2018). Risk assessment models can 
provide support and flexibility for Big Data and AI applica-
tions (Mantelero, 2018), and stakeholders who develop and 
deploy AI-based systems must enhance their knowledge of 
the values protected by human rights and how those rights 
apply to their own actions (Smuha, 2020).

Despite being a huge challenge, finding a way to deal 
with ethical issues must be a constant target of research, for 
what we need to join all our forces (Bostrom, 2014), and AI 
regulation is on the right path to get there (Carter, 2020).

The reasons to regulate include: manufacturers’ need to 
comprehend a legal framework within which they can oper-
ate reliably; consumers’ and society’s need to be protected 
from devices that may harm or adversely affect them; and 
the need for business opportunities (Holder et al., 2016a).

In industries still lacking regulation, the general approach 
observed is that innovation is freely allowed, but those in 
charge should bear the consequences in case certain types 
of damage are caused (Reed, 2018).

Faced with the challenge of minimising those risks, a 
combination of strategy and actions must be put to practice 
during the entire lifecycle of AI systems, in order not only 
to identify damages and responsibilities, but also, and espe-
cially, to avoid them.

Seeking the best way to regulate

Sometimes, when used to denote an attempt to standard-
ise behavioural patterns, the term “regulation” assumes the 
meaning of a law (Hildebrandt, 2018).

However, on a broader approach, regulation is a sus-
tained attempt to modify behaviours of others according to 
defined standards or purposes in order to produce the desired 
outcomes. This can involve standard-setting, information-
gathering, and behaviour modification mechanisms (Black, 
2002), especially in cases evolving ethical issues, whose 
understanding is complex when applied to a real world. 
Therefore, law is just one way of regulating society, while 
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other alternatives to regulate human behaviour may also be 
widely used (Hildebrandt, 2018).

Disruptive innovation always challenges regulatory 
strategies due to the reactive nature of traditional regulation 
(Kaal & Vermeulen, 2017). In the case of innovation by 
AI, the challenge is amplified, since it is strongly related to 
ethical issues and its results could be unpredictable in some 
situations, bringing about unforeseen social impacts. In addi-
tion, if AI adoption and implementation are conducted in a 
reckless manner, social and political instability could ensue, 
thus threatening freedom, self-determination, human rights, 
and fundamental values (Caron & Gupta, 2020). As human 
behaviour encompasses decisions from an ethical perspec-
tive, the regulation should also consider it. While norms 
as instruments of regulation relate to what is good or bad 
from society’s point of view, ethics concerns itself with the 
nature of the principles upon which those norms are founded 
(Pedro, 2014).

A few laws have been resorted to in an attempt to settle 
damages caused by AI-supported products and services judi-
cially. If, on the one hand, the number of cases is multiply-
ing, on the other, the legislative branch seems to be moving 
at a negligible speed compared to the technological advance-
ments enforcing the perception that traditional regulation 
does not fit in this challenge (Cerka et al., 2015; Larsson, 
2020; Villaronga & Heldeweg, 2018). Part of this increasing 
gap between laws and technology is caused by the lack of 
a thorough and accurate definition of AI (Firth-Butterfield, 
2017; Larsson, 2020), which is aggravated by the fact that 
the definition changes as the technology evolves (Fjeld et al., 
2020). Considering this issue, the concept of dynamic regu-
lation could fit in the field of AI, as it is based on learning 
by doing and continuity of regulatory relationships (Kaal & 
Vermeulen, 2017; Lewis & Yildirim, 2002).

A yet-to-be-solved equation is the breadth of laws deal-
ing with globally produced and commercialised technolo-
gies (Holder et al., 2016a) and robot-generated inventions 
(Holder et al., 2016b). The problem reaches even broader 
dimensions when one considers the complex networks 
established in the technology industry, making it possible 
for products to be subjected to learning from data scattered 
across the world (Lenardon, 2017).

Large-scale data analyses have revealed that the key chal-
lenge related to the AI regulation dilemma is demonstrat-
ing it is produced and deployed appropriately (Butterworth, 
2018). One of the most advocated strategies is transparency, 
an opening of the entire production process, especially the 
decision-making rules, the method, and the data utilised 
when training the intelligent system (Buiten, 2019; Butter-
worth, 2018; Tutt, 2017). However, on certain occasions, 
even in case the AI algorithm is open, full transparency 
cannot be ensured, as there is a difference between seeing 
the whole code and understanding all of its potential effects 

(Firth-Butterfield, 2017). A similar strategy to open data is 
the Explainable Artificial Intelligence (XAI) standard for 
the creation of coding models oriented towards a global 
comprehension (Adadi & Berrada, 2018; Taddeo & Floridi, 
2018). In addition to the concerns related to the develop-
ment process of an AI system, data governance has been 
recognised as being key to AI governance (Hilb, 2020; UK 
Government, 2018).

Some of the AI regulation theories that have been pro-
posed are based on contractual and extracontractual liability, 
or on strict liability, and adopt a liability model in which the 
moral responsibility is distributed among designers, regula-
tors, and users. The attempt to hold robots accountable for 
their actions has led a few countries to consider the pos-
sibility of granting a legal identity to each unit. One could 
argue that if parties in a contractual relationship may be 
legally represented by another entity, then so can systems 
(Cerka et al., 2017). As a counterargument, the term “robot 
liability” should be replaced with “indirect liability over the 
robot”, given the impossibility of claiming damages from 
a robot, i.e., it cannot be held criminally liable. Thus, the 
impact of such products on society should also be a liabil-
ity (Jackson, 2019; Nevejans, 2016). Although this latter 
understanding tends to be more acceptable from a global 
perspective, a liability model is still an essential and com-
plex variable to be defined through an AI regulation strategy.

Also among the concerns that motivate AI regulation is 
the approach aimed at minimising the disruption of the work 
model with the goal of fighting job loss (Wright & Schultz, 
2018).

Drawing attention to the domain of what is to be regu-
lated, attempts to legislate digital technologies without 
proper knowledge for doing so have been criticised (Reed, 
2018). With the intention of minimising those risks, a grad-
ual regulation strategy (Villaronga & Heldeweg, 2018) can 
be used. When mitigating risks, regulatory agencies could 
bar the introduction of certain algorithms into the market 
until their safety and efficacy have been proven by means of 
tests (Tutt, 2017) founded on ethics (Arkin, 2011).

In 2017, the European Parliament Committee on Legal 
Affairs released a report recommending the creation of a 
European agency for robotics and AI, suggesting a com-
bination of both hard and soft laws, given the complexity 
associated with the evolution of the regulatory model. It 
would put regulators and external experts together to moni-
tor AI trends and study standards for best practices (Cath 
et al., 2017; Nevejans, 2016). After approving the study of 
the High-Level Expert Group on AI, the European Commis-
sion recommended upgrading the European Framework to 
one especially designed for AI Governance (European Com-
mission, 2019). In the same direction, the House of Lords 
(2018) has recommended the creation of an AI regulatory 
framework.
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Another effort observed in the US has resulted in S.3891, 
which defines conditions for advancing Artificial Intel-
ligence research, including the development of technical 
standards (US Congress, 2020), and in H.Res. 153, which 
aims to support the development of guidelines for the ethical 
dsevelopment of Artificial Intelligence (US Congress, 2019).

In a parallel effort, many self-regulatory private-sector 
initiatives have been created, and research has been carried 
out to discuss ethical issues on AI development and use, 
such as the Partnership on AI to Benefit People and Soci-
ety (AI4People, 2018; Partnership on AI, 2016; The Future 
of Life Institute, 2019b), The Montreal Declaration for a 
Responsible Development of Artificial Intelligence (Uni-
versity of Montreal, 2018), and The Toronto Declaration 
(Toronto, 2020).

At the government level, ethical principles were con-
sidered when the national AI-oriented strategies of a few 
countries were drawn up, as happened in Japan (Japanese 
Cabinet Office, 2019), France (French PM, 2018), Germany 
(German Federal Government, 2018), United Arab Emirates 
(Dubai, 2019), India (Aayog, 2018), and Singapore (Mon-
etary Authority of Singapore, 2019). Additionally, several 
countries have shown their intention to create policies and 
laws to regulate the development and use of AI (Future of 
Life Institute, 2019a). Similar concerns have served as the 
basis for recommendations regarding ethical principles by 
a few transnational organisations, such as the Council of 
Europe (2018) and the Organisation for Economic Coopera-
tion and Development (2019).

As the major concern regarding both self-regulation and 
government initiatives kickstarted the debate on AI govern-
ance through ethical principles, a set of core topics was com-
prised in each one of them: privacy, accountability, safety 
and security, transparency and explainability, fairness and 
non-discrimination, human control of technology, profes-
sional responsibility, and promotion of human values. How-
ever, different principles can be observed under the same 
topic, which illustrates the lack of unanimity (Fjeld et al., 
2020).

Standardisation documents are also part of the efforts 
associated with the AI regulation challenge. A good example 
is the ad hoc technical committee on Artificial Intelligence 
established within the International Organisation for Stand-
ardisation (ISO), whose plan includes two dozen standards 
on AI and Big Data (Neznamov, 2020).

The huge gap between ethical guidelines and laws, apart 
from the great number of potential situations in which stake-
holders (developers, deployers, etc.) fail to apply such ethical 
principles, draws attention to the need to shift from princi-
ples to processes when it comes to AI governance (Larsson, 
2020). Thus, there is a long path to be paved through a con-
nected network of processes including several stakeholders 
in a way to keep on pace with the society’s values.

Method

With the goal of surveying the relevant scientific literature 
on AI regulation, we have systematically searched for and 
organised papers to summarise the corpus and perform a 
qualitative analysis to understand the evolution and current 
state of the science.

We have compiled papers published between 2010 and 
2020 containing the following expressions: ("ARTIFICIAL 
INTELLIGENCE" and "ETHICAL USE"), ("ARTIFICIAL 
INTELLIGENCE" and "REGULATION"), or ("ARTIFI-
CIAL INTELLIGENCE" and "GOVERNANCE"). This 
search then resulted in title and subject matches on the 
ScienceDirect, JSTOR, SpringerLink, PROQUEST, IEEE, 
Scopus, DOAJ, and Google Scholar databases. Only peer-
reviewed research articles in English have been compiled.

The selection of papers was later refined by reading all 
abstracts with the goal of removing case-specific discus-
sions, as well as those in which regulation was not the main 
topic under debate. In addition, new papers on AI-related 
laws and government strategies that presented arguments 
on ethical principles have also been included in the sample.

This final corpus of literature has been classified accord-
ing to specific parameters: year of publication, journal, 
author, author’s institution, author’s field of study, country, 
keywords. Summaries of each paper have also been devel-
oped to include: concepts, findings, contributions, agenda, 
approach, method, and researched subject. The following 
terms were considered when classifying the articles: “ethics/
ethical principles”, “how to regulate/existing regulation”, 
“government strategies”, and “framework or guidelines simi-
lar to a framework”. After analysing the abstracts, a sample 
comprising 109 documents was selected for further reading 
and inclusion.

Results

In chronological terms, it is worth highlighting that 88.1% 
of the papers were published after 2015, with a growing 
production every year following that.

The sample reflects the evolution in the fields of research 
that take an interest in AI regulation, which is desired 
(Floridi et al., 2020). Although Artificial Intelligence as a 
subject of study traditionally pertains to Information Tech-
nology (Computer Science and Engineering), there has been 
a growing interest in its regulation by other areas, such as 
Law, Business Administration, and Philosophy. Out of the 
entire sample, researchers from the field of IT (combined 
or not with other fields) represent 47.7% and researchers 
exclusively from IT represent 27.5%, whereas researchers 
from other fields (excluding IT) represent 52.3%. In some 
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cases, the same article is co-authored by researchers from 
different areas (22%).

Special heed has been paid to the analysis of the main 
object of the sample, non-exclusively divided into: “ethics 
and ethical principles” (45.9%), “how to regulate and exist-
ing regulation” (47.7%), “government strategies” (9.2%) and 
“framework or guidelines similar to a framework” (19.3%). 
It is worth noting that discussions on how to regulate only 
became significant in 2016. Concerning the discussions on 
AI regulatory frameworks, AI guidelines based on ethical 
principles with orientations similar to a framework have also 
been considered when they go beyond a description of ethi-
cal principles and actually provide orientations concerning 
how to apply those principles. From that perspective, 21 
unique models have been found, which will be presented 
and analysed below.

Model for ethical issues in experimental 
technologies (Amigoni & Schiaffonati, 2018)

Based on the premise that a robot is an experimental tech-
nology, this model intends to minimise the ethical dilem-
mas associated with decisions made by autonomous systems 
(Poel, 2016). The proposal supports decision-making pro-
cesses based on 16 conditions for deploying experimental 
technologies built to anticipate potential ethical issues as 
robots interact with people and the environment. Split into 
three groups, the conditions are aimed at: preventing dam-
ages (non-maleficence conditions: means for gaining knowl-
edge of risks and benefits, monitoring of data and risks, 
possibility and willingness to adapt or terminate the experi-
ment, risk mitigation, consciously scaling up, flexible setup, 
and avoidance of locking-in and undermining resilience); 
good-doing (beneficence conditions: expectation of social 
benefits, clear distribution of responsibilities); and respect 
for autonomy and justice (experimental subjects informed, 
approval by democratically legitimised bodies, possibility of 
experimental subjects influencing the project, possibility of 
withdrawing subjects from the experiment, special treatment 
given to vulnerable experimental subjects, fair distribution 
of potential hazards and benefits, reversibility of compensa-
tion of harm).

The model is an approach to regulation through a devel-
opment process that would be part of a gradual interactive 
strategy set forth during the design stage. One can find 
among the outputs the epistemological role of exploratory 
experiments, while acquiring the knowledge of how robots 
behave in a real-world scenario. The authors highlight the 
prediction of “red button” conditions for situations in which 
the risk of harming people cannot be securely avoided dur-
ing the experiment.

The 16 conditions proposed by Amigoni and Schiaf-
fonati’s “Ethical Framework for Robot Systems” seem to 
fit perfectly in standardised processes built by regulatory 
agencies as they test all the technologies submitted by the 
industry and service providers. The proposal can also be 
incorporated through risk analyses conducted by scholars 
for society as a whole.

Interactive regulatory governance model 
(Villaronga & Heldeweg, 2018)

Considering that regulatory actions cannot keep up with 
the speed of technology, and that top-down regulation 
approaches require mature laws, the authors have identi-
fied the need for a hybrid approach to start regulating AI 
technologies. They argue that bottom-up mechanisms can 
help develop the legislation and produce knowledge of AI 
development processes.

Focusing on a balance between regulation/legislation-
in-progress and technology-in-progress, the proposal is 
based on an interactive governance model for technological 
development and law formulation processes in which the 
attributions of stakeholders are highlighted through process 
descriptions. The need for continuous learning and a grad-
ual evolution of the legal framework is noteworthy, using 
such expressions as “Regulatory Innovation” and “Tempo-
rary Experimental Legislation”, and considering the proper 
sequence of actions among agents at the maturity stage of 
an innovation’s lifecycle.

The proposed model includes components such as:

• A Regulatory-to-Technology (R2T) macro-process to 
guide the creation of a new conceptual model for robots 
in accordance with the existing legislation, considering 
how it affects the way intelligent systems are built and 
used. It enables the creation of an AI technology impact 
assessment encompassing ethical, legal, and societal con-
sequences. It focuses on legal opportunities or constraints 
that could have an impact on a new or existing robot. The 
result of the analysis considers a range of alternatives, 
from “abort development”, “adjust plans”, “go-ahead and 
lobby for legal change”, or “take risks”.

• A Technology-to-Regulatory (T2R) macro-process to 
adjust the law to the needs that result from the evolu-
tion of technology or the relationship between intelligent 
systems and society. It allows for the implementation of 
a regulatory impact assessment.

• A Governance Committee to rule on the reports related to 
the impact of both R2T (ex-ante robot) and T2R (ex-post 
robot) processes.
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• A data repository shared by R2T and T2R in order to 
gather data about whether each AI technology (planned 
or in use) is in compliance with the law.

Among the main benefits of this hybrid AI Govern-
ance Model, it is worth highlighting the integration of top-
down and bottom-up regulatory actions in an incremental 
strategy, thus minimising the risk posed when regulating 
a new, constantly changing object.

The proposed Interactive Regulatory Governance 
Model helps to raise awareness regarding the lack of a 
continuous resource to connect both worlds—technology 
and legislation—while being iteratively developed and 
improved. Since the legislative branch is in charge of the 
legislation (in most democratic countries), it can be asso-
ciated with the R-side of processes. When looking for the 
most ideal entity to act as the T-side of processes, the tasks 
of a regulatory agency can be identified.

Connecting both sides, R2T and T2R processes would 
be a strategy to establish a closer relationship between the 
legislative branch and the regulatory agency.

Ethics model for AI development and deployment 
(Schrader & Ghosh, 2018)

Founded upon philosophical principles and the dimensions 
associated with safeguarding human rights and well-being, 
the proposed ethical framework for AI development and 
deployment has been designed to implement core func-
tions to represent ethical activities and the outcomes from 
both the philosophical and ethical perspectives.

The ethical perspectives are split into six categories: 
Rights (deontological ethics); Damages and Goods (tele-
ological ethics); Virtue (aretaic ethics); Community (com-
munity ethics); Dialogue (communication ethics); and 
Flourishing (flourishing ethics).

The recommended core functions to be considered 
when developing AI systems are:

• Identifying ethical issues of AI—fairness, transparency, 
equity, goodness, beneficence, social utility, happiness, 
and protection of humans.

• Raising human awareness of AI—a clear understanding 
of how AI systems work within each product and how 
the industry develops algorithms.

• Collaborating with AI—dialogical interaction, listen-
ing, and understanding between humans and AI.

• Accountability of AI—guaranteeing the ethical compli-
ance of AI systems and their designers.

• Integrity of AI—maintaining the AI system limited to 
the purpose for which the technology was intended.

A matrix combining the five core functions with the six 
perspectives has been built as a guideline to be followed 
during the AI project. As a proactive action in the design, 
development, and use of products and services that utilise 
AI, the model seeks to reflect the nature of social changes 
demanded by a new ethical thought.

Although they do not associate the framework with any 
specific organisation or institution, the authors’ contribu-
tion can be applied by a regulatory agency when auditing 
the industry, as well as in its internal processes, to better 
understand the impacts technology has on the stakeholders.

Competency‑based AI regulation model (Scherer, 
2016)

Considering the competencies, strengths, and weaknesses of 
each state power, the proposal of an AI Regulatory Model 
(AIDA—Artificial Intelligence Development Act) is based 
on the distribution of responsibilities without losing sight 
of the mission goals. The model acknowledges the regula-
tory role of the executive, legislative, and judicial powers as 
agents in the regulatory process.

In the proposed model, the legislative branch would pro-
vide a statute placing a regulatory agency in charge of certi-
fying AI products and services with regard to user and social 
safety. In general, legislators have limited knowledge of AI 
systems, their only support being a few committee meet-
ings with experts. In order to solve this problem, legislators 
would delegate the responsibility for policy-making to the 
regulatory agency.

Supported by groups of researchers, the regulatory 
agency would comprise two main areas: policy-making and 
certification. Such an agency would be expected to be more 
agile and competent to monitor the evolution of technol-
ogy, identify risks in the intelligent learning process and 
use of AI, issue technical recommendations, and verify that 
the technology is being applied for its intended purposes. A 
certificate would be given to designers, manufacturers, and 
service providers after being approved through the agency’s 
processes. Pre-certification rules would also be made public 
to the industry and service providers. In case of an accident 
with certified products, the agency would publish a report to 
society, explaining the circumstances behind its occurrence 
and which certification rules/processes would therefore be 
modified.

Due to their ex-post nature, courts would judge cases 
considering whether or not a certification exists. Courts 
would judge companies for any losses and damages 
caused, considering the situation in which those organi-
sations find themselves when it comes to certification. If a 
company’s products or services cause any damages, if cer-
tified, the company would be judged based on more lenient 
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rules, whereas uncertified companies would be subjected 
to more rigid norms.

The proposed model takes into consideration the natural 
attributions of each entity within the government. Agility 
is required for the actions performed by the regulatory 
agencies, which would give them a prominent role in the 
regulation process. This is key to enable the evolution of 
technology while the legislation takes its time to mature.

Regulation model sustained by society (Rahwan, 
2017)

Inspired by the Social Contract Theory (Rousseau, 2016), 
the Regulatory Model Sustained by Society adjusts the 
“human-in-the-loop (HITL)” to the “society-in-the-loop 
(SITL)” model.

The use of HITL thinking in AI has been largely applied 
to help an algorithm learn from humans’ contributions. 
The agility and effectiveness of a HITL interactive learn-
ing machine stem from user feedback, thus enriching the 
knowledge that gets generated.

From a regulation perspective, the author argues that 
it is not sufficient to only adjust HITL to use a human to 
monitor an AI system and correct it in case of misbehav-
iour. By doing so, the regulation would rely on the judg-
ment of an individual or group of individuals that subject 
the whole process to a narrow analysis. If we want to deal 
with a system that has an impact on the values of an entire 
society, that society must be included in the analysis, giv-
ing it a broader approach. It would not only avoid biased 
judgments, but also balance the competing interests of dif-
ferent stakeholders.

It is suggested that SITL be used in a process character-
ised by human-based government and citizen channels. On 
one side, the government’s AI products and services would 
be run and, on the other side, citizens would evaluate those 
smart systems based on their own values. This would allow 
the government to understand how social behaviour and val-
ues change. Therefore, society-in-the-loop would become 
a governance tool for society to control and proactively 
identify those elements. Conflicts among safety-, privacy-, 
and justice-related concepts would benefit from this model. 
This relationship can be summed up as: society-in-the-
loop = human-in-the-loop + social contract. The model also 
recommends auditing mechanisms to tackle the possibility 
of fake data manipulated by social groups at the learning 
stage, as well as results that would affect regulations.

For the purpose of using the proposed model as part of 
a broader AI governance model, both society and academia 
can be considered in terms of society’s role when answer-
ing an agency’s inquiry regarding the ethical behaviour of 
AI systems.

Principles of robotics (Boden et al., 2017)

After pinpointing the responsibilities of all agents involved 
in robotics, five principles were established in a guideline 
for robot designers, manufacturers, and users. The main goal 
of the rules is to emphasise that robots are tools, whereas 
humans are the actual responsible agents. The proposed 
rules are:

a. Robots should not be designed as weapons, except in the 
interests of national security.

b. Robots should be designed and operated to comply with 
existing laws, including those dealing with privacy.

c. Robots should be designed to be safe and secure.
d. Robots should not be used to exploit vulnerable users by 

pretending to feel emotions.
e. It should be possible to find out who is responsible for 

any particular robot.

Aiming to encourage responsibility within the robot-
related research and the industrial community, seven mes-
sages have been created to highlight the responsible innova-
tion spirit needed to abide by the rules.

The opportunity to use this proposal in audits performed 
by regulatory agencies can be identified, and that need must 
be reflected in the legislation to be adapted or created.

Agile AI governance (Wallach & Marchant, 2018)

Aware of the concerns regarding AI impacts exceeding the 
regulatory scope, capabilities, and jurisdiction of an agency 
or nation, the authors propose a model to address this gov-
ernance challenge.

The model predicts actions performed by a Governance 
Coordinating Committee at the national level and a Global 
Governance Coordinating Committee. The main goal is a 
soft-law strategy that mitigates risks while the legislation is 
being drawn up. The soft governance part involves industry 
standards, social codes, labs, certification practices, proce-
dures, and programmes. The hard governance part concen-
trates on laws, regulations, and regulatory groups.

A national committee would coordinate the efforts of a 
governance process encompassing stakeholders to produce 
recommendations, reports, and roadmaps, while monitoring 
those actions at the same time. This national forum would 
also be a perfect structure to enforce soft governance mecha-
nisms as a necessary complement to the hard ones.

On the international level, a global committee would 
not only coordinate agreements among countries, but also 
establish a common understanding of which international 
standards should be used as a soft governance strategy. The 
international approach is also advocated to bring some bal-
ance to the several countries that are not yet participating 
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in the AI regulation dynamics, considering that the current 
situation makes them more vulnerable.

The proposed model takes a relationship network into 
account to address AI in a way that bolsters the formulation 
of actual standards while the legislation matures. The agile 
meaning of this governance is its incremental approach, 
which allows for continuous inputs. This would be an alter-
native to the problem posed by the temporal mismatch 
between formal regulatory actions and the production and 
commercialisation of deep machine learning-based products 
and services around the world. The success of this proposal 
depends on the amount of effort put into it by the market, 
academia, government, insurance companies, and organised 
civil society.

Sustainable AI development (Djeffal, 2018)

Considering the closer connection between sustainable 
development and governance, the author highlights that gov-
ernance mechanisms are built to be continuously improved. 
The proposal concerns the entire lifecycle of an AI-based 
solution as the main foundation of a Sustainable AI Develop-
ment (SAID) framework.

Analysed under the lens of a governance structure, SAID 
is stratified into the following layers: Technological, Social, 
and Governance.

At the base, the technology layer is in charge of specific 
applications involving architecture, data, and algorithm 
design.

Focusing on the impacts systems have on society, the 
social layer deals with the process of inserting technology 
into real life. It encompasses an analysis of the potential 
consequences of using AI in the social sphere.

Highlighting the importance of a broad treatment, the 
governance layer looks at the way algorithms influence both 
national and international decisions.

SAID gathers the different approaches examined in the 
various frameworks and somehow materialises the percep-
tion that, in order to be effective, AI regulation demands 
actions by IT and Social Sciences (Law, Business Admin-
istration, Philosophy, and Psychology) professionals alike. 
It also reminds us that, due to the topic’s complexity, an AI 
governance model must include different process tiers.

Ethical framework for automation using robotics 
(Wright & Schultz, 2018)

Concerned with the integration between several stakehold-
ers and automation using AI, this framework integrates the 
Stakeholders Theory with the Social Contract Theory in an 
attempt to find ethical grounds for developing, providing, 
and utilising AI.

The proposal considers as stakeholders: workers, the 
market, governments, the economy, and society in general. 
The impacts on the job market, from an ethical perspective, 
and the relationships among those stakeholders are highly 
emphasised.

The framework is based on a set of steps ranging from 
the identification of stakeholders, analysis of the social con-
tracts among them, an assessment of how stakeholders are 
impacted, and lastly, actions aimed at mitigating the risk of 
terminating or breaching work contracts. An important target 
to be reached is increasing the benefits for stakeholders.

It is worth noting that this proposal considers as stake-
holders those workers whose jobs or occupations will be 
modified with the introduction of AI into products and ser-
vices. Due to the complexity of interests among stakeholders 
and all the labour concerns, the framework fits in the gov-
ernment policy-making process. The impact of such public 
policies on the country’s economy may result in the need for 
laws, which means the legislative branch must be included 
as a stakeholder.

Intelligent model to regulate learning algorithms 
(Buiten, 2019)

Focused on a strategy to fight intelligent services that con-
tain biases, this model postulates that an algorithm should 
assess the essential elements of a machine learning process 
(data, testing algorithms, and decision models). The pro-
posal is founded on the thesis that the transparency of a code 
is insufficient to guarantee an unbiased solution and admits 
that it is still possible to find biases, even when learning 
from vast amounts of data.

In the data domain, all data samples are assumed to 
include some built-in biases that need to be considered. The 
data must be checked to ensure their validity, reliability, and 
proper data dependency.

Regarding the testing algorithms, the model recommends 
using a variety of algorithms and comparing their perfor-
mance. However, that must be done only after discovering 
the quality of the available data.

The decision-making process is seen as a delicate phase in 
which developers must be aware of the correlations between 
variables, because hidden relationships may obscure a biased 
orientation. It also acknowledges the difficulty of identify-
ing those problems automatically as algorithms grow in 
complexity.

Universal declaration of human rights 
as a framework (Donahoe & Metzger, 2019)

This model is founded on the argument that the several 
different frameworks related to each specific area of ethics 
are insufficient to regulate AI on an international scale, 
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both in the private sector and within the government. Due 
to that gap, the Universal Declaration of Human Rights 
(Kunz, 1949) has been considered a mature approach that 
different cultures have been adopting for decades. Modern 
adjustments were made by the UN Human Rights Council 
in 2011, published as the UN Guiding Principles on Busi-
ness and Human Rights (United Nations, 2011), which 
highlight the roles and responsibilities of private-sector 
businesses in the protection of human rights.

Under the human rights framework, governments have 
the duty to protect citizens from violations and infringe-
ments of their rights by other governments and non-
State actors, including the private sector. Donahoe and 
Metzger’s proposal deals with the centrality of the human 
person as the focal point of governance and society. It 
seeks to address the potential impacts of AI, such as:

• The right to equal protection and non-discrimination—
avoiding biases in the data and ensuring fairness in 
machine-based decisions.

• The right to life and personal security—concerning 
autonomous weapons that move beyond human control.

• The right to an effective remedy for violations and 
infringements of rights—transparency, fairness, and 
accountability in cases where AI systems impact peo-
ple’s rights.

• The right to privacy—addressing the loss of privacy in 
data-driven societies and the need to protect personally 
identifiable data.

• The rights to work and to enjoy an adequate standard 
of living—guiding governance decisions around the 
displacement of human workers by AI.

Software requirement model for the ethical 
assessment of robots (Millar, 2016)

Considering ethics as a social enterprise, the proposal puts 
forth a set of general specifications to be considered in a 
system aimed at assessing robots during their construction. 
To that effect, five major rules have been built:

• Balancing designer and user requirements, considering 
the potential damages.

• Utilising a user-centred ethical evaluation tool for AI 
systems, which must use design methodologies that are 
able to identify the impacts on human values in use 
contexts.

• Including the psychology of user-robot relationship vari-
ables in the ethical evaluation tool to identify variables 
such as the user’s emotional state.

• Compliance with the Human-Robotics Interaction Code 
of Ethics (Riek & Howard, 2014).

• Designers’ understanding of both acceptable and unac-
ceptable design features, which could be implemented by 
including ethicists in design teams.

It seems the proposal may be utilised by the industry and 
regulatory agencies alike. In both cases, it could be the first 
red flag signalling the need for a red button in robot projects 
(Arnold & Scheutz, 2018).

Ethical judgement model for codes (Bonnemains 
et al., 2018)

Considering that (a) an ethical framework allows us to 
deal with situations involving ethical dilemmas, (b) one 
framework alone is not efficient enough to compute an 
ethical decision, and (c) tackling ethical decisions is better 
than avoiding them, the author proposes a formal logical 
model that can be implemented by an agent facing an ethi-
cal dilemma, with the ability to both make decisions and 
explain those decisions. It assumes that formal expression 
analyses are especially useful to identify the subjectivity of 
a decision.

Different judgements on possible decisions have been 
studied according to three ethical frameworks: consequen-
tialist ethics, deontological ethics, and the Doctrine of Dou-
ble Effect. In the path toward a refined and final framework, 
various ethical dilemmas have been formalised in judgment 
functions that return three possible results: acceptable (┬), 
unacceptable (┴), or undetermined (?). The concepts of 
‘decision’, ‘event’, and ‘effect’ were taken into account when 
building the model’s functionalities.

Those analyses can be appreciated when we judge some-
one or something based on particular moral theories.

Asilomar AI principles (Future of Life Institute, 
2019b)

The governance model proposed by the Asilomar Con-
ference resulted in 23 AI Principles undersigned by thou-
sands of experts (Kozuka, 2019). Grouped under “Research 
Issues”, “Ethics and Values”, and “Longer-Term Issues”, 
those principles encompass the lifecycle of an AI-embed-
ded product or service—from motivation and funding to the 
assessment of benefits and judgement criteria concerning 
its impacts.

In the Research Issues dimension, the recommendations 
are to: research goals and funding, establish a connection 
between researchers and policymakers, research the culture 
of cooperation, and promote synergy to avoid corner-cutting 
when devising safety standards.

In the Ethics and Values dimensions, the orientations 
are to: maintain AI systems secure during their entire life-
cycle, make them transparent in case of failure as well as 



514 P. G. R. de Almeida et al.

1 3

in judgment results, consider designers and builders of 
advanced AI systems as stakeholders in the responsibility 
chain, align AI systems’ values with their users’, design AI 
systems to be compatible with human rights and cultural 
diversity, preserve personal privacy, share their benefits as 
much as possible, and make it possible for a human to take 
control of AI systems, if so desired.

Finally, in the Longer-Term Issues sphere, the principles 
are to: be cautious when making decisions without a con-
sensus, build a mitigation plan to deal with the risks, plan a 
recursive type of self-improvement, and develop AI systems 
based only on widely shared ethical ideals.

European ethics guidelines for trustworthy AI (AI 
HLEG 2019b)

With the goal of creating guidelines to orient a new AI gov-
ernance, a team of experts entitled High-Level Expert Group 
on Artificial Intelligence has drawn up the Ethics Guidelines 
for a Trustworthy AI for the European Commission based 
on a structure supported by values that should be consid-
ered throughout the system’s lifecycle: lawful, ethical, and 
robust AI.

Based on the European Union Charter of Fundamental 
Rights (EU Parliament, 2012), the model establishes trust-
worthy AI as a key element for a governance framework 
(Kozuka, 2019) has been built using a three-tier structure.

The highest tier addresses ethical principles based on fun-
damental human rights: respect for human autonomy, pre-
vention of damages, fairness, and explicability. To ensure 
fairness in a society with different interests and objectives, 
it defends an explicable decision-making process. It should 
consider traceability, auditability, and transparent commu-
nications regarding system capabilities. It also recommends 
that particular attention be paid to vulnerable groups and sit-
uations characterised by asymmetries of power or informa-
tion (employers and workers, or businesses and consumers).

The second tier includes the key requirements necessary 
for implementing an AI-based system or service throughout 
its lifecycle: human agency and oversight; technical robust-
ness and safety; privacy and data governance; transparency; 
diversity, non-discrimination and fairness; social and envi-
ronmental wellbeing; and accountability. All requirements 
are connected to one another through a full-mesh relation-
ship where each one of them has the same weight.

Special attention is suggested to the oversight as part 
of a governance mechanism that could use human-in-the-
loop (HITL), human-on-the-loop (HOTL), or human-in-
command (HIC). A strong connection can also be found 
between “privacy and data governance” and “diversity, non-
discrimination, and fairness”, due to the need for mecha-
nisms to avoid inadvertent historical biases, incomplete-
ness, and inadequate data governance models. Regarding 

the accountability concerns, a recommendation is given 
to carry out an impact assessment prior to and during the 
development.

Defending a trustworthy AI implementation throughout 
the lifecycle of an AI system, the model demands a process-
oriented approach that encompasses both technical and non-
technical methods when implementing the requirements. 
Within the non-technical approach, one can find legislation 
and corporate guidelines encompassing codes of conduct, 
policies, performance indicators, and agreed-upon standards. 
Those standards consider AI users, consumers, organisa-
tions, research institutions, and governments as stakehold-
ers. They also include a certification granted to organisations 
that produce transparent, accountable, and fair AI systems 
in accordance with the established standards. The entity in 
charge of the certification could play an important role in 
the communications with “industry and/or public oversight 
groups, sharing best practices, discussing dilemmas, or 
reporting emerging issues of ethical concerns.”

For the base tier, a list of recommendations directed at the 
operationalisation of the key requirements in the upper tier 
for each specific system has been formulated.

Ethically aligned design (IEEE 2019)

The IEEE Global Initiative on Ethics of Autonomous and 
Intelligent Systems has proposed five general principles for 
AI systems and a guideline recommending actions to estab-
lish ethical and social implementations for intelligent and 
autonomous systems that prioritise human wellbeing.

According to that model, the ethical design, development, 
and implementation of AI systems should consider the fol-
lowing principles: human rights, wellbeing, accountability, 
transparency, and awareness of misuse.

Focusing on personal data rights, the wellbeing pro-
moted by the effects on the economy, the legal frameworks 
for accountability and transparency, and the education and 
awareness policies, recommendations were made to a wide 
set of stakeholders.

To governments: the governance framework should 
include standards and regulatory agencies, provide society 
with ethics education and security awareness regarding the 
potential risks, improve digital literacy, use multiple metrics 
as wellbeing indicators, and implement a wellbeing impact 
assessment.

To industries: programmatic levels of accountability 
should be provided to address culpability in legal matters, 
transparency by design, intelligibility of a system’s opera-
tion and decisions, damage mitigation strategies, assessment 
starting at the design phase, understanding how each juris-
diction would treat the damage caused by a given AI system.

To the legislative sphere: responsibility, culpability, lia-
bility, and accountability issues should be classified.
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General recommendations: certification of AI systems, 
identification and prioritisation of standards for each cat-
egory of AI systems, continuously updating the standards, 
metrics utilised to assess AI systems, agreements on moral 
decisions, evaluation by third parties, applying the classical 
methodologies of deontological and teleological ethics to 
machine learning, adherence to the code of conduct by the 
AI production team, and bridging the language gap between 
technologists, philosophers, and policymakers.

At the international level: establishing a global multi-
stakeholder dialogue to determine the best practices, facili-
tating AI research and development in developing nations, 
and using indicators to assess AI-related technological inter-
ventions in those countries.

Government and industries: identifying the types of deci-
sions and operations that should never be delegated to AI 
systems.

A special guideline for implementing an ethical culture in 
organisations (IEEE, 2020) has also been built, encompass-
ing a strategy to assess the level of each dimension to be 
developed (lagging, basic, advanced, and leading).

Avoiding biases and discrimination (Lin et al., 2020)

In order to amplify the effectiveness of bias-reduction inter-
vention procedures in cases of implicit biases, the frame-
work explores an innovative AI-assisted intervention based 
on a bidimensional approach.

In the first dimension, the different types of information 
AI provide to users are captured: the current state of affairs 
(descriptive information), the likelihood of future states 
(predictive information), and the expected utility of an action 
(prescriptive information). It considers that all interventions 
are prescriptive, and the knowledge-based systems (KBS) 
will decide to intervene depending on how they simulate 
the results.

In the second dimension, an AI system can intervene in 
different phases of the decision-making process (input-based 
interventions, output-based interventions, and cognition-
based interventions) as part of an interactive process.

It is a case of regulation by software, which could be 
used by the industry and service providers as part of their 
internal process.

Standardisation exchange model (Lewis et al., 2020)

Considering the importance of standardisation in a regula-
tion strategy, the model proposes a process among functional 
entities in the AI value chain through which information 
related to standards is exchanged among them.

Classified by their functional roles, the actors—data 
providers, AI system creator, AI system operator, AI user, 

oversight authority, and associate stakeholder—change 
standards focusing on a trustworthy AI.

The benefits of each exchange are presented, as well as 
the potential topics for new standardisations. Most of them 
concern issues to be considered in an AI product certifica-
tion process.

Although the focus is on the industry, the model consid-
ers the importance of the government in the whole process 
and the need for an international community to discuss the 
standards.

Algorithmic impact assessment (Canadian 
Government 2020)

Aiming to help public and private-sector companies assess 
and mitigate the impacts of deploying an automated deci-
sion-making system, the Canadian Government has devel-
oped the Algorithmic Impact Assessment (AIA) based on 
the Government Directive on Automated Decision-Making. 
The AIA questionnaire considers the reasons for using AI 
on decision-making processes, the capabilities encompassed 
by the system, algorithm transparency and explainability, 
system category (health, social assistance, economic, etc.), 
development and training process, system and data architec-
ture, stakeholders, and risk mitigation measures.

The impact assessment addresses the four levels accord-
ing to how the decisions impact the rights, health, or well-
being, the economic interests of individuals or communi-
ties, and the ongoing sustainability of an ecosystem. Thus, 
levels I, II, III, and IV are each related to a certain impact, 
namely, reversible brief, reversible in the short term, difficult 
to reverse, and irreversible.

The Directive on Automated Decision-Making was 
designed by the Canadian Government to make its admin-
istrative decisions compatible with core administrative law 
principles, such as transparency, accountability, legality, and 
procedural fairness.

The requirements considered by the Directive on Auto-
mated Decision-Making are distributed between two pillars: 
transparency and quality assurance. Among the transparency 
requirements, it establishes that:

• Notice on relevant websites must be issued before deci-
sions are made,

• Meaningful explanations must be provided to affected 
individuals regarding the decisions made,

• The Government of Canada has the right to access all 
components of the system.

Among the quality assurance requirements, there are 
rules to ensure testing and monitoring outcomes, data qual-
ity, peer review, employee training, contingency, security, 
compliance with the law, and human intervention.
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AI governance by human rights‑centred design, 
deliberation and oversight (Yeung et al., 2019)

Considering international human rights-based standards as 
the most promising governance framework to deal with ethi-
cal standards, Yeung et al. (2019) have proposed the Human 
Rights-Centred Design, Deliberation, and Oversight model 
to deal with AI-related ethical issues with legal support. 
Based on a global approach, the proposed model integrates 
a suit of technical, organisational, and evaluation tools and 
techniques involving many stakeholders.

The proposal presents norms based on human rights as 
the foundation for ethical standards with which AI systems 
must demonstrably comply:

a. Design and development that take stakeholders’ opin-
ions into account. In case an assessment has resulted in 
“high” or “very high” risks to human rights, a redesign 
should be pursued.

b. Formal assessment and testing to evaluate their com-
pliance with human rights-based standards. It would 
occur regularly during the entire life cycle of a system’s 
development—design, specification, prototyping, devel-
opment, and implementation. A systematic and periodic 
post-implementation monitoring would be established, 
through which the AI system would be submitted for 
review by sending out the related documentation and 
reports to a public authority.

c. Independent oversight by an external, technically com-
petent entity invested with legal investigation and sanc-
tion powers.

d. Auditability supported by traceability and by evidence 
that the AI system is operating as desired and that it 
was properly documented during its entire life cycle of 
development.

The authors highlight the need for laws and norms 
encompassing all steps covered by the model.

Good AI society (AI4People, 2018)

Focused on the establishment of a good AI society, the pro-
posal joins ethical principles and specific recommendations 
to enable stakeholders to seize opportunities and avoid or 
minimise risks.

The model encompasses five ethical principles: 
Beneficence, Non-maleficence, Autonomy, Justice, and 
Explicability.

The recommendations are categorised as: assessment, 
development, incentivisation, and support.

• Assessing institutions on their capacity to reduce the mis-
takes made by AI systems.

• Considering existing legislation, using participatory 
mechanisms to align with social values, and assessing 
tasks/decision-making that should not be delegated to 
AI systems.

• Assessing current regulations to provide a legislative 
framework that could keep pace with technological 
developments.

• Developing a framework to enhance the explicability of 
AI systems.

• Developing legal procedures to permit the scrutiny of 
algorithmic decisions in court.

• Developing auditing mechanisms for AI systems to iden-
tify unwanted consequences.

• Developing a process to remedy or compensate for dam-
age caused by AI.

• Developing agreed-upon metrics for the trustworthiness 
of AI products and services.

• Developing a new EU oversight agency responsible for 
the scientific evaluation and supervision of AI products 
and services.

• Developing a European observatory for AI.
• Developing legal instruments to prepare and adjust the 

work environment to the changes brought about by AI.
• Financially incentivising a socially preferable develop-

ment and use of AI.
• Financially incentivising cross-disciplinary cooperation 

in the fields of technology, social issues, legal studies, 
and ethics.

• Incentivising a regular review of the legislation to foster 
socially positive innovation.

• Financially incentivising the use of lawfully special 
zones for empirical testing and development.

• Financially incentivising research on the public percep-
tion of AI.

• Supporting self-regulatory codes of conduct for data- and 
AI-related professionals.

• Supporting corporate boards of directors to take respon-
sibility for the ethical implications of AI technologies in 
their organisations.

Framework approaches

An analysis of the approaches adopted by each of the 21 
frameworks proposed in the sample resulted in Table 1.

The fact that ethical guidelines exist is not enough to have 
any effect on the software development industry. Thus, mod-
els that are strongly grounded on ethical principles require 
legal mechanisms to fulfill those recommendations (Hagen-
dorff, 2019).

Frameworks that encompass the competencies of gov-
ernment institutions have also foreseen the existence of a 
regulatory agency, as well as the need for mechanisms to 
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help the legislative branch speed up its law-making process, 
aiming for a safer and faster AI regulation.

Frameworks that take the social contract into account 
rank among the most open to society’s participation in a 
co-production with the government. Those models con-
sider citizens as outstanding stakeholders. Concerns over 
the impacts on the job market are also a way to assess the 
impact on stakeholders.

The main argument that proposes a gradual deployment 
of the regulation is a risk mitigation strategy, but it could 
also be combined with successive interactions between the 
legislative branch and the regulatory agency, thus enabling 
continuous improvement during the legislative procedure.

The interactive regulatory governance model, the agile 
governance, the ethics guideline for trustworthy AI, the ethi-
cally aligned design, the algorithmic impact assessment, the 
good AI society, and the AI governance by human rights-
centred design, deliberation, and oversight proposals encom-
pass a larger number of topics. The AI HLEG proposal 
highlights that a trustworthy AI must be lawful, ethical, and 
robust. The others explore the relationship among all parties 
involved in the regulation process and the attempt to find 
balance between more or less rigid or flexible mechanisms. 
It is worth noting that the agile governance proposal does 
not exclude conventional actions for a formal regulation—
the interactive regulatory governance model and the com-
petency-based regulatory model, both of which involve the 
legislative branch. Therefore, this configures a transitional 
situation in which consensual standards would be agreed 
upon and enforced, and the risks would be mitigated until 
legal mechanisms are made official, which is very similar 
to the concept of Dynamic Regulation, in which feedback 
serves as a basis for the maturity of the regulatory instru-
ment (Kaal & Vermeulen, 2017).

When analysing several movements advocating the estab-
lishment of criteria for best using AI, studies identified an 

opportunity to develop a competition around a technologi-
cal reform (Greene et al., 2019). Pondering over the need to 
find synergy among global AI regulation-oriented actions, 
a few proposals rely on a worldwide effort, which some-
times is described as an international committee, while other 
times just as a joint effort by governments and multinational 
companies.

Despite the small number of existing software-based reg-
ulation models, similar models are likely to arise, since the 
increasing complexity of AI solutions results in more sys-
tem rules (Lamo & Calo, 2018; Liu, 2017; Prakken, 2017; 
Verheij, 2016), which in turn means a higher likelihood of 
conflicts among those rules in combined systems (Bench-
Capon & Modgil, 2017).

AI regulatory and governance framework

The supplementary nature of some of the models confirms 
the perception that the impacts of AI would demand a com-
bination of design, laws, and education (Calo, 2011). When 
debating over the complexity of a framework to address such 
a multidisciplinary topic (Bonnemais et al., 2018) embedded 
into the political and social context (Leitner & Stiefmueller, 
2019), an AI regulatory and governance framework—AIR—
was built to include the main contributions from each model 
in the examined sample (Fig. 1).

Focused on reducing the gap between ethical principles 
and actions by each stakeholder and making the relationship 
among them in different dimensions of knowledge clearer, 
the AIR framework is based on a wide governance process.

Although the government’s exclusive competencies 
are highlighted, aiming for more accuracy in its actions, 
the power of the State has been distributed among the 
legislative, the executive, and the judicial branches. This 

Table 1  Comparative table 
of the approaches explored in 
the frameworks, compiled by 
author.
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segmentation is used by many countries as a functional 
way to distribute power, according to which the legislative 
creates the laws, the executive enforces those laws, and the 
judicial is in charge of solving whatever conflicts arise to 
guarantee justice and law abidance (Maluf, 1995).

Apart from making laws, it is crucial to maintain the leg-
islative branch open so that its bills (B) can be discussed 
with society, receiving constant feedback and contributions 
not only through e-participation systems, but also through 
a special channel established with scholars, who could also 
attend the legislative committee meetings (F).

The Parliament or Congress, as an instance of the leg-
islative branch, would approve a statute (J) to create an 
AI regulatory agency as part of the Federal Government 

(executive branch). This could be a good moment to define 
AI, or at least to demand that the agency do it.

Upon its creation, the regulatory agency would estab-
lish a strong relationship with the Parliament as part of 
an ongoing process in which the legislative would sur-
vey the impact on the legislation and its evolution based 
on the knowledge obtained from the regulatory agency 
(T2R—Technology-To-Regulatory), much like the regula-
tory agency structures its internal work processes based on 
the legislation discussed and approved by the legislative 
(R2T—Regulatory-To-Technology).

The T2R is necessary, at least until each new category 
of AI systems has been deeply studied by the regulatory 
agency. Due to the complexity and specificity of AI services 
and products, laws could potentially be created for each 

Fig. 1  AIR framework
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specific field. The natural evolution of the former would also 
cause the latter to evolve in the long term. A practical way 
to implement the T2R flow is through the regulatory agency 
frequently attending the legislative committee meetings to 
discuss AI regulation.

As a complement to T2R, the R2T flow would be started 
at least when a new version of a bill is discussed at the legis-
lative committee meetings and when a new law is approved. 
R2T also feeds other internal processes of the regulatory 
agency in order to update them with the legislative under-
standing of what can be regulated by law, which can trigger 
three reactions: (a) alerts regarding the limitations that the 
bill/law brings to the ongoing projects of the industries and 
service providers; (b) opportunities to expand the standards 
by discussing them with the industries and service providers; 
and (c) updating certification and auditing processes with 
new compliance issues.

Among the regulatory agency’s competencies, a couple 
of processes require speed and synergy: analysing how the 
legislation affects the technology process and standardising 
the research, certification, and auditing processes. In order 
to be effective, those processes must consider a huge number 
of variables involved in the entire lifecycle of an AI system: 
design, prototyping, development, testing, deployment, com-
mercialisation, and use. The efficiency and knowledge of the 
regulatory agency are expected to possess depend on mecha-
nisms that support those processes (Fig. 2): formal represen-
tation models for ethical dilemmas, impact on stakeholders’ 
assessment according to ethical principles, data governance 
assessment, development process assessment, systems to 
identify biased machine learning, and assessment of risk 
mitigation measures.

Being responsible for a closer interaction between the 
Parliament and the regulatory agency due to the R2T flow, 
the analyses of how the legislation affects the technology 
process must be corroborated with information structures 
that are able to represent the law based on a technical mind-
set. Those involved must be skilled in both areas of knowl-
edge. The quality and efficiency of this synchronicity of 
mixed mindsets are strengthened by means of a data reposi-
tory shared by the Parliament and the regulatory agency. 
Examples of such data would include: issues related to 
whether AI projects/products comply with the law, AI pro-
ject/product impact assessment, legislation/regulation col-
lected overtime across AI projects/products, ethical com-
mittee decisions upon approval requests, AI project/product 
and regulatory assessments under both private and public 
guidelines.

In order to offer controlled autonomy to the AI industry, 
technical standards must be established while bills are being 
discussed. An agile interaction between the “industries and 
service providers” and the regulatory agency is supported 
by the standardisation of the research process (D). Despite 
being a process inside the regulatory agency, standardising 
research actions entails an in-depth study of ethical and safe 
mechanisms to make the new projects seen in the AI market 
feasible. A very technically skilled staff must be allocated to 
that task, which requires robust laboratories.

As a strategy to motivate the AI market to follow the best 
practices, standards, and laws (when they exist), the regu-
latory agency would certify products and services using a 
certification process (H). Companies that submit their prod-
ucts to the regulatory agency, after a successful appraisal, 
would receive a certificate (C) within their field of action 
(transport, healthcare, entertainment, education, military, 

Fig. 2  Regulatory agency in the 
AIR framework
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etc.). The strictness and nature of the assessment process 
could be different for each of those fields. It is also a way to 
communicate to society where people can place their trust 
when buying or using an AI system.

Through a quick process, the industries and service pro-
viders would need to receive the regulatory agency’s certifi-
cation rules stated as clearly as possible (I), while providing 
feedback (F) on the conditions that preclude the develop-
ment process required by the regulatory agency from moving 
forward. Accountability requirements would be assured if 
those lists would show not only new products and services 
that have been certified, but also those that have lost their 
certification.

The issuance of certificates could be a strategy to be 
applied before laws are passed, since they already inform 
society, in a transparent fashion, about the safety levels and 
risks of the products and services it consumes. Advertis-
ing campaigns by the government and certified companies 
would also strengthen that strategy.

A robust strategy to avoid fake certifications would be 
desirable, such as a blockchain mechanism implemented 
by the agency containing the updated certification list for a 
given country. Aiming to increase citizen trust in AI certifi-
cation, certificates could be issued using a digital signature 
in the system’s code, setting an attribute associated with that 
specific code version. In case someone wants to know if the 
version of a commercialised AI system is updated, all they 
need to do is compare the digital signature with the one that 
is available on the regulatory agency’s website.

The regulatory agency could make an “algorithm impact 
assessment questionnaire” (M) available to the industries 
and government institutions in order to offer a simulation 
tool through which they could know, in advance, their level 
of compliance. It would also fit as a preparation stage for a 
certification submission.

And finally, an auditing process (L) would be supported 
by the regulatory agency to check companies demanding 
certification and certified companies that need to update 
their certification, as well as to verify issues demanded by 
courts in case of sentences related to damages supposedly 
caused by AI systems. This audit would take place in five 
dimensions: impact on stakeholders based on ethical prin-
ciples, data governance, development process models, iden-
tification of biased machine learning, and risk mitigation 
measures. The auditing process should be part of regular 
monitoring through which not only internal changes in com-
panies, but also future problems coming from new arrange-
ments in society could be identified.

Any failures or damages noticed in a certified AI prod-
uct or service must trigger an internal audit process to 
identify whether there were problems or limitations in 
other agency processes that could be a reminder of inter-
nal improvement. In a broader, more transparent fashion, 

the agency should publish the audit results and the next 
steps (S).

The regulatory agency’s processes are interconnected 
through a knowledge stemming from the mechanisms shown 
in Fig. 2, which should be handled as much as possible by a 
skilled multidisciplinary team, since the ethical and techno-
logical dimensions are mixed.

Mechanisms for formally representing ethical dilemmas 
are important to create a transparent communication channel 
between ethicists and technical profiles. It could also help 
distinguish between the part of the decision-making algo-
rithm that is related to a dilemma and the rest of the code 
in relation to which there is a consensus regarding the best 
decision. This representation model is expected to be con-
tinually improving as society changes and new dilemmas are 
identified. This analysis is interconnected with the impact on 
the stakeholders’ assessment according to ethical principles.

As each company has its own system development pro-
cess, the regulatory agency must have a process to guarantee 
a broad system development process assessment, probably 
by attempting to measure the sample against the best prac-
tices and the risks related to each step that does not follow 
them.

Since a biased machine learning can result from problems 
with data collection, testing algorithms, or decision models, 
the regulatory agency must consider all those phases in its 
development process assessment models. A data governance 
assessment is an important analysis that is connected to the 
system development process as well as to the biased machine 
learning identification process.

The results of the regulatory agency’s analysis materi-
alise the total sum of all risks identified in an evaluated AI 
product or service for which there should be a risk mitiga-
tion plan.

As the regulatory agency is a natural actor to create and 
communicate the best practices to the industries and ser-
vice providers, the agency must be aware of all projects and 
trends in the AI market, otherwise companies will not adopt 
those practices. An alternative to mitigate that risk is to 
strengthen the dialogue with the industries and service pro-
viders on the purpose of contributing to industry standards 
(N), thus allowing technology to improve its development 
while the legislation is still under debate, or in case it is not 
necessary. On the industries’ and service providers’ side, in 
order to increase the probability of a successful investment, a 
gradual strategy supported by a governance model should be 
behind the implementation of those good practices. Indus-
try standards (N) must incorporate all parameters that are 
needed for communication among the “industries and ser-
vice providers” along the entire value chain of an AI system.

As happens in Parliament, an open practice by the regula-
tory agency is likewise desirable, receiving feedback from 
academia (F). That feedback and those contributions, among 
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other information, could be how society perceives ethical 
behaviours. A partnership between academia and the regu-
latory agency, combining scholars and researchers in the 
agency’s staff, could be a sustainable alternative for main-
taining a highly skilled team of professionals dealing with 
many processes simultaneously.

At an advanced level of an AI governance model, a “soci-
ety-on-the loop” mechanism could be structured to collect 
the evaluation of a certain category of AI systems based on 
their behaviour using an ethical approach.  Both civil soci-
ety and academia could accomplish this. The answers (T) 
would feed the regulatory agency in the form of a survey 
to identify potential opportunities for improvement in its 
internal processes.

Regardless of the existence of a “society-on-the loop” 
mechanism, academia is always a good, reliable source of 
risk analysis reports (R) to be published periodically.

Law enforcement by courts would also undergo a continu-
ous learning process with regard to interpretations based on 
the legislation in effect, as well as on new laws. In countries 
where the certification is incorporated into laws, decisions 
on cases involving uncertified companies would be treated 
differently from those involving certified companies. Thus, 
society and the courts would need to have up-to-date infor-
mation about each company’s certified products and ser-
vices (K). Considering a continuous learning process, the 
regulatory agency would receive the judgment decisions 
of all cases involving AI systems (E), which would then 
be stored in the data repository shared with the Parliament. 
The decisions on cases may indicate types of AI technology 
use that the regulatory agency has not researched yet, and 
they may also indicate the need for changes in the legisla-
tion. A significant challenge would be to identify when an 
incident is avoidable or not. In those situations, experts must 
be involved in the investigation to find out the purpose of 
supporting the courts.

In order to balance the equation that rules the job market 
on the path to a digital economy, the government may cre-
ate public policies (P) to make it feasible to implement in a 
timely manner the changes required in employer and student 
skills. Public policies might also be necessary to maintain an 
advertising campaign to inform people about the importance 
of certification and standards for AI products and services, 
helping them to identify when there is a potential case of an 
AI-embedded system.

As usual, public policies are a long-term strategy that 
may require actions by different government institutions, 
but there are many alternatives for implementing them, 
depending on the country. The regulatory agency may 
also provide government institutions with information 
about where and how those changes are needed. In some 
cases, by means of the T2R flow, the agency may notify 

the Parliament that a law is lacking that better regulates 
public policies.

On a national level, discussions to facilitate priority 
actions and the recognition of industry standards would be 
enabled through an AI Governance Committee, bringing 
together the public and private sectors (G). The synergy of 
efforts for the benefit of all stakeholders must be established, 
since many variables are considered. Beyond the regulatory 
agency, other government institutions would probably par-
ticipate in this national committee, due to the wide impact its 
decisions could have. For instance, building human capacity 
and preparing the labour market transformation is a decision 
that might require a strategy that impacts many ministries 
and state governments. Adjustments to the current legisla-
tion related to many different subjects should probably be 
made to support the whole transition.

We should not forget the committee’s governance 
approach, which requires working with indicators, i.e. data 
produced by its stakeholders. Therefore, a national AI gov-
ernance committee would require at least collection, stor-
age, and analysis processes within other institutions and 
businesses.

The agreed-upon standards (N) make it possible to move 
forward in some technological dimensions, while the Parlia-
ment discusses adjustments to the legislation when neces-
sary. The risk management criteria (O) related to the use of 
those standards would be negotiated between the national 
committee and the industries and service providers, since 
each standard could impact a long productive chain.

The plethora of components in AI services and products 
of global reach imposes actions that would be agreed upon 
in an International Governance Committee comprising rep-
resentatives from each country’s committee (A). On many 
occasions, transparency in production processes is only fea-
sible through complex international agreements, because 
corporate trade policies must adapt to different countries. A 
global strategy could be established to facilitate the produc-
tion and delivery of standards, as well as the dissemination 
of best practices in undeveloped countries, since without that 
help the gap between them and the countries in which an 
AI governance has been established would increase hugely, 
putting them in a fragile position. In that regard, one should 
keep in mind that international standards are not limited to 
technological issues. Further, those standards also incorpo-
rate ethical principles, despite any cultural differences. The 
Universal Declaration of Human Rights could be a global 
base to engage governments to face the challenge of dealing 
with differences among national legislations.

The expert skills and engagement power of self-regulated 
organisations are a rich contribution to the international AI 
governance committee.

A possible adjustment entails the segmentation of tasks 
in charge of the regulatory agency, sharing them with or 
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transferring them to other government institutions. For 
instance, the audit process could also be implemented by dif-
ferent government institutions in charge of auditing cases of 
discrimination using personal data, or investigations related 
to the development of autonomous weapons in that country. 
Hence, it is important to highlight that laws such as the EU 
GDPR (2016) only affect personal data. Nonetheless, AI 
discrimination risks have a wider reach than personal data.

Sharing the standardisation process with specialised pri-
vate-sector organisations could also be an alternative. In that 
case, the connection between the standardisation process and 
the other regulatory agency processes should be maintained.

Despite being represented as a unique institution, the reg-
ulatory agency could be materialised as a group of agencies 
distributed across the country. To that effect, partnerships 
among countries could also allow for the creation of a set 
of agencies sharing resources, processes, and knowledge. 
In both cases, agencies could specialise in different catego-
ries of AI products and services. Although the certification 
issued for a specific category is independent of the certifi-
cate issued for another category, a communication process 
among the agencies is needed to increase the knowledge of 
how each AI product/service behaves and evolves over time.

Another adjustment to how the AIR framework is inter-
preted relates to what can be classified as “industries and 
service providers”. Private-sector companies are considered 
first. However, since any organisation that develops AI sys-
tems or offers services based on AI systems would fall in 
that category, public organisations may also be included.

Conclusion

The need and urgency to regulate Artificial Intelligence 
seem indisputable. The complexity of the topic is also evi-
dent, whether due to the advanced nature of technology or 
because its impacts structurally affect social standards. This 
combination materialises the perception of a problem that is 
yet to be completely defined.

A study of the literature through a sample comprising 
109 documents (articles, laws, and government strategies) 
revealed significant efforts to identify and scale the risks and 
ethical dilemmas related to AI, as well as to seek a model for 
regulating AI based on different methodologies.

The heterogeneous nature of the professional profiles 
involved in the debate evinces the complexity and matu-
rity with which the topic is being studied. Such an in-depth 
approach, on the one hand, may have caused certain delays 
in research, but on the other, it has prevented inappropriate 
regulatory solutions from being made official.

We had also seen the birth of a reshaped perception of the 
legislation, as had occurred with disruptive innovations in 

the past, when legislative efforts focused on adapting laws to 
the new paradigms brought about by electricity, telephone, 
and computers. Since this is a more difficult challenge, AI 
lawmakers will consider that we are still starting to discover 
the applications of smart algorithms. Therefore, a balance 
must be kept between a rigid damage prevention and tech-
nological development strategy (Gurkaynak et al., 2016).

Despite all efforts being directed to AI regulation and 
governance, there is still an expressive gap between ethi-
cal principles and a functional model that is able to encom-
pass all areas of knowledge that are necessary to deal with 
the required complexity. The 21 proposed models found in 
the sample are based on supplementary approaches and are 
therefore insufficient when analysed separately. Due to the 
heterogeneous nature of those skills and interests, an ideal 
model should harmonise interests, offering benefits to all 
stakeholders during the entire lifecycle of an AI product or 
service.

The consolidation and process orientation approach pro-
posed by the AIR framework (Fig. 1) seems to be the most 
adequate strategy for the deployment of an AI governance, 
given the existence of several agents and the laterality of 
the topic, which intertwines different areas of knowledge. 
The expanded view of the presented AIR framework will 
enable all agents involved to identify their role in the govern-
ance process, while establishing a roadmap for a gradual and 
uninterrupted deployment.

It also contributes to the creation of a new reward and 
punishment model to balance out this new reality (Bryson, 
2018; Waser, 2015), taking into account the world as it will 
be (Lin et al., 2011).

On the path to improve each component of the AIR 
framework, more than bringing them closer together, there 
needs to be a synchronisation of stakeholders towards a sus-
tainable regulation. Along that journey, an alliance between 
scholars and the government’s three agents (the executive, 
legislative, and judicial branches) is crucial for the macro-
process of regulation.

The countries leading the debate are probably ready to 
coordinate the partnerships and agreements among institu-
tions that are necessary for a comprehensive and effective 
governance, as well as to initiate a regulation process. None-
theless, the launch of AI-embedded products in countries 
that have advanced regulation models, in and of itself, does 
not guarantee the same safety levels for countries that are 
still unripe in this regard.

Much is yet to happen in the formulation of solutions 
using real-case scenarios to enable an empirical analysis 
and studies of the evolution of the models presented in 
the examined sample. To that effect, the AIR framework 
can make it tangible and feasible to synchronise all the 
stakeholders’ efforts to achieve an effective result, thus 
culminating in the creation of a reference model of AI 
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governance in which maturity levels would be established 
that could be monitored by international bodies in a col-
laborative action. The way we and future generations will 
live our lives depends on that cooperation.
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