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Abstract Robot ethics encompasses ethical questions

about how humans should design, deploy, and treat robots;

machine morality encompasses questions about what moral

capacities a robot should have and how these capacities

could be computationally implemented. Publications on

both of these topics have doubled twice in the past 10 years

but have often remained separate from one another. In an

attempt to better integrate the two, I offer a framework for

what a morally competent robot would look like (normally

considered machine morality) and discuss a number of

ethical questions about the design, use, and treatment of

such moral robots in society (normally considered robot

ethics). Instead of searching for a fixed set of criteria of a

robot’s moral competence I identify the multiple elements

that make up human moral competence and probe the

possibility of designing robots that have one or more of

these human elements, which include: moral vocabulary; a

system of norms; moral cognition and affect; moral deci-

sion making and action; moral communication. Juxtapos-

ing empirical research, philosophical debates, and

computational challenges, this article adopts an optimistic

perspective: if robotic design truly commits to building

morally competent robots, then those robots could be

trustworthy and productive partners, caretakers, educators,

and members of the human community. Moral competence

does not resolve all ethical concerns over robots in society,

but it may be a prerequisite to resolve at least some of

them.

Keywords Social cognition � Moral cognition � Human-

robot interaction � Moral psychology � Social robotics

Introduction

The rise of robot ethics

The design and construction of artificial intelligent

machines has seen steady growth in the past 50 years, but

ethical questions about the human commitment to this

endeavor have lagged behind. In a seminal book on social

robotics (Breazeal 2002), the preface notes that the book

raises ethical questions, but the words moral or ethical do

not appear in other sections of the book. In 2007, a his-

torical article on the evolution of robotics research did not

mention these words either (Garcia et al. 2007). And a

recent exposition on the state of the art in human-robot

interaction research in Asia (Veloso et al. 2012) reports no

research or development on moral capacities in robots.

But the tide is turning. In 2002, the first ‘‘robot ethics’’

workshop took place as part of the IEEE-Robotics and

Automation conference, and in 2004 a Technical Com-

mittee on Robot Ethics was founded by that same IEEE

section (see http://www.ieee-ras.org/robot-ethics). And

whereas 41 academic publications on the topic appeared

until 2004, the number more than doubled between 2005

and 2009 (88), and it doubled again since 2010 (179 as of

December 2014).1 So what are the ‘‘increasingly urgent

ethical issues raised by the rapidly advancing robotics

technology’’ (Technical Committee on Robot Ethics)?& Bertram F. Malle
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Two questions of robot ethics

Two classes of questions fall under the larger theme of

ethics and robots:

1. Ethical questions about how humans should design,

deploy, and treat robots—often termed (in analogy to

bioethics or environmental ethics) robot ethics (Verug-

gio et al. 2011);

2. Questions about what moral capacities a robot should

have and how these capacities could be imple-

mented—often called ‘‘machine morality’’ (Sullins

2011) or ‘‘machine ethics’’ (Moor 2006).

Robot ethics features such topics as ethical design

(Wynsberghe 2013), values of implementation (Hofmann

2013), and considerations of robot rights (Petersen 2007).

Machine morality features such topics as criteria for moral

agency (Floridi and Sanders 2004), justification for lethal

military robots (Arkin 2009), and mathematical proofs for

moral reasoning (Bringsjord et al. 2006).

These two classes of questions are often treated sepa-

rately. Nourbakhsh (2013), in projecting the future of

robotics, discusses the importance of training roboticists in

ethics but not the need for robots themselves to be ethical.

Anderson and Anderson’s (2011) volume focuses on

numerous capacities that robots might need to be able to

make moral decisions but scantly discuss the ethical chal-

lenges that roboticists must consider in doing their society-

altering work. Several authors have promoted an integra-

tion of the two kinds of questions (e.g., Asaro 2006;

Wallach 2010), well illustrated in a recent edited volume

(Lin et al. 2012) that featured articles on the design of

ethical robots, on the applied ethics of robots in military,

medicine, and companionship, as well as on legal and

political questions of robots in society.2 Such integration is

justified because the topics of robot ethics and moral

machines are deeply related. Attempts to develop morality

in machines raise many ethical questions (Wallach and

Allen 2008), and ethical concerns about robot design

(Scheutz and Crowell 2007) may be addressed by devel-

oping adequate moral capacities in robots.

Specific applications of robotic technology best illus-

trate how intertwined the two sets of questions are. In

discussions about military deployments, what ethical rea-

sons would we accept for using robots in lethal ways, and

would certain properties of these robots provide such eth-

ical reasons? Some have argued that reliable and logically

consistent obedience to military and international human-

itarian laws render robots superior to humans, who

routinely violate these laws (Arkin 2009). Outside the

military domain, it may be unethical for humans to design

and deploy a care robot that is ignorant of basic social

norms and lacks the capacity to conform to them. Some

situations may even pose genuine dilemmas, such as when

a cancer patient begs a robot nurse for more morphine but

the supervisory doctor is not reachable to approve the

request. In search and rescue, too, difficult moral decisions

will arise: Which faintly crying voice from the earthquake

rubble should the rescue robot follow—the child’s or the

older adult’s? Moral dilemmas such as these are attractive

test cases for the success of a moral robot, and I will return

to associated questions on moral dilemmas later.

In sum, any robot that collaborates with, supports, or

cares for humans—in short, a social robot—poses serious

ethical challenges to the human design and deployment of

such robots, and one of the most important challenges is to

create a level of moral competence in these robots that is

adequate to the application at hand. This, then, offers a

pivotal integration point of robot ethics and machine

morality: how a robot’s moral competence could help

resolve some of the ethical concerns about robots in society

and perhaps even guide us to new opportunities of how

robots could make valuable contributions to society.

But is moral competence in robots even possible? And

what is moral competence to begin with?

From moral agency to moral competence

Previous discussions of machine morality have often

focused on whether a robot could be a moral agent—typ-

ically understood as an entity that can act according to

what is right and wrong (e.g., DeBaets 2014; Floridi and

Sanders 2004) or could be held responsible for its actions

(Parthemore and Whitby 2013). Many challenges await the

analysis of moral agency, however, if the goal is something

like a universally agreed-upon definition, with clean cri-

teria against which a robot can then be measured. Scholars

have suggested a variety of criteria for being an agent,

including embodiment, consciousness, soul, free will—

many of which raise more conceptual questions than they

are intended to answer (Gunkel 2014). Similarly, asking

what makes an agent moral leads to perhaps even more

difficult problems, either in choosing an appropriate [meta-

]ethical ‘‘system’’ (e.g., Anderson and Anderson 2011;

Grau 2011; Powers 2006) or in explaining what the ‘‘right’’

or ‘‘good’’ is that a moral agent is said to cause or strive for

(DeBaets 2014).

I suggest a different approach: to identify instead the

numerous capacities thatmake up humanmoral competence,

not as fixed conditions for robot moral competence but as an

orienting framework. What we need to examine is not one

‘‘true’’ moral competence but the competences that people

2 This volume appeared as part of MIT Press’s series on ‘‘Intelligent

robotics and autonomous agents.’’ Notably, ethics was addressed as

the 19th topic in the series, 15 years after the series commenced.

244 B. F. Malle

123



expect of one another. For people will expect at least some of

these competences of social robots—any robots with which

they arewilling to form social relationships. This requires us,

first, to understand what the elements of human moral

competence are and, second, to learn to implement at least

some of these elements in computational architectures and

physical machines. Third, we must continuously gather

empirical evidence to ensure that the emerging morally

competent robots are in fact suitable for and accepted as

social partners (Fridin 2014). In this way, machines receive

moral considerationwithin the context of their broader social

capacities and within the relations humans are willing to

form with them (Coeckelbergh 2010).

An approach that identifies elements of human moral

competence has the advantage that we no longer need to

make tough decisions about whether robots do or do notmeet

a particular criterion to count as ‘‘fully’’ moral agents (Allen

2011; Moor 2006). Robots may be designed to have some

competences but not others; there may even be stages or

degrees of having a certain competence just as we are com-

fortable with ascribing children certain competences in

stages or degrees (Wallach and Allen 2008). Moreover,

different applications (e.g., for health and social assistance or

for safety and security) may call for implementing robots

with different competences (Asaro 2006), and what is an

adequatelymoral agent in one applicationmay look different

from one in another application. On this approach, research

and design into moral robots is a dynamic and adjustable

process (Powers 2011), guided by scientific research that has

no pressures to sell products but is subject to societal ethical

deliberations about design, distribution, and beneficial

deployments of robots. As a result, this exploration into the

fundamental moral machine question—what an artificial

moral agent could and should be like—remains closely tied

to questions of robot ethics, such as society’s debates and

decisions about awarding certain rights and statuses to

machines (Gunkel 2014). How we should treat robots and

what rights and duties apply to themwill critically depend on

their moral competences, and different competences may

call for different rights and duties (Calverley 2006).

I now offer a more detailed analysis of moral compe-

tence—originally developed in Malle and Scheutz

(2014) and Scheutz and Malle (2014)—that is grounded in

scientific research on human moral psychology and sket-

ches the prospects for such competences to be developed in

robotic agents.

Elements of moral competence

A competence is an aptitude, a qualification, a dispositional

capacity to deal adequately with certain tasks. What tasks

are moral? Uncontroversially, moral competence must deal

with the task of moral decision making and action. From

Aristotle to Kant to Kohlberg, morality has been about

‘‘doing the right thing.’’ But there is quite a bit more.

In psychology,moral cognition has been the primary focus

of recent theoretical and experimental work, examining such

phenomena as judgments of permissibility,wrongness, blame,

and the role of reasoning and emotion in those judgments

(Alicke 2000; Cushman 2008; Gray et al. 2012; Greene et al.

2004; Haidt 2001; Knobe 2010; Malle et al. 2014).

Further, psychologists and sociologists have studied

moral communication, including such phenomena as

negotiating blame through justification and excuses, apol-

ogy, and forgiveness (Antaki 1994; McCullough et al.

2013; Semin and Manstead 1983; Tedeschi and Reiss 1981;

Weiner 1995).

Finally, these three elements of moral competence

require two basic elements to begin with: a norm system

that is somehow represented in the moral agent’s mind; and

a moral vocabulary that allows the agent to represent those

norms, use them in judgments and decisions, and com-

municate about them. These, then, are five key elements of

moral competence:

• A moral vocabulary

• A system of norms

• Moral cognition and affect

• Moral decision making and action

• Moral communication

Space constraints do not allow me to take one step

further back and discuss exactly what foundational cogni-

tive and computational capacities each of these elements of

moral competence presuppose. Some of them will become

apparent soon: language, perception, causal reasoning, self-

monitoring, and advanced learning; but their complex

dependencies must remain unexamined.

Moral vocabulary

Some rudimentary moral capacities may operate without

language, such as the recognition of prototypically

prosocial and antisocial behaviors (Hamlin 2013) or

foundations for moral action in empathy and reciprocity

(Flack and de Waal 2000). But morally competent adults

need a vocabulary to conceptually represent the norms of

their community and to learn, teach, and deliberate about

these norms. They also need a vocabulary to express and

instantiate various moral practices—to blame or forgive

another’s transgressions, to justify and excuse their own

behavior, and to negotiate the priority of one norm over

another. A moral vocabulary thus has three major

domains:
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1. Vocabulary of norms and their properties (‘‘fair,’’

‘‘virtuous,’’ ‘‘reciprocity,’’ ‘‘honesty,’’ ‘‘obligation,’’

‘‘prohibited,’’ ‘‘ought to,’’ etc);

2. Vocabulary of norm violations (‘‘wrong,’’ ‘‘culpable,’’

‘‘reckless,’’ ‘‘thief,’’ and also ‘‘intentional,’’ ‘‘know-

ingly,’’ etc);

3. Vocabulary of responses to violations (‘‘blame,’’

‘‘reprimand,’’ ‘‘excuse,’’ ‘‘forgiveness,’’ etc).

For a morally competent robot, it will be important to

detect moral vocabulary when used by human communi-

cators, because it serves as a reliable indicator of morally

significant situations and may provide opportunities to

acquire more refined vocabulary. Robots must also them-

selves master some moral expressions in the above three

domains. Of course, the human moral vocabulary is

extremely rich, so a realistic start would be to ‘‘seed’’ the

robot’s moral vocabulary with prototype terms and treat a

wider class of words as reasonably approximated by the

prototypes.

Here is one example of how to empirically derive pro-

totype terms for robots. In the domain of responses to

violation, Voiklis et al. (2014) recently uncovered a two-

dimensional structure that underlies differences among

verbs of moral criticism. A sample of 300 participants were

asked to assess 28 such verbs on a total of 12 properties.

Each verb was framed as a description of a generic social

act (‘‘He [verbed] her for the bad thing she had done’’), and

each participant assessed all 28 verbs on one property,

including ‘‘How intense was the emotion he [the moral

critic] felt?’’, ‘‘How socially acceptable was what he did?,

‘‘How bad was what she [the offender] had done?’’, and

‘‘Was this more like a private thought or more like a public

action?’’. Voiklis et al. (2014) found high consensus among

participants in differentiating the verbs on each property

and documented that the 12 properties could be reduced to

two fundamental dimensions. People distinguished acts of

moral criticism by evaluating their intensity (PC1 in Fig. 1)

and whether they were directed to the transgressor or not

(PC2 in Fig. 1). Selecting the best-differentiated verbs

from each quadrant of this two-dimensional space provides

four sets of prototypical terms (circled in Fig. 1) that a

robot should master.

Moral norms

Any analysis of morality, and therefore of moral compe-

tence, must fundamentally be anchored in the concept of

norms. Morality is at its heart a system of norms that a

community adopts to regulate individual community

members’ behaviors and thus bring them in line with

community interests. Yet, even though having a norm

system is an essential characteristic of morality, we know

quite little about how norms are acquired, how they are

represented in the mind, and what makes them both general

and context-sensitive. Such knowledge will be needed if

we want to design effective moral robots.

Norm acquisition

Evidence is limited on the human development of norms,

but data on children’s early use of moral language suggest

that children are rarely exposed to abstract rules but rather

hear and express concrete moral judgments (Wright and

Bartsch 2008): ‘‘that’s not nice! That was naughty!’’; ‘‘He

did something wrong.’’ As talented statistical pattern

learners (Thiessen et al. 2013), infants and toddlers are

likely to store norm-conforming patterns and are sensitive

to their violations. And even though initially they may not

understand the significance of a pattern or its violation,

adults’ reactions to the norm violation provide the ‘‘social

reference’’ for its meaning (Emde 1992): a strong reaction

will leave a deeper memory trace and deserves a flag of

importance. A reasonable heuristic may then be that flag-

ged norms are candidates for what later will be called

‘‘moral’’ norms, which are stricter and cannot easily be

revoked by authority (Turiel 1983).

After learning relatively concrete norms embedded

within observable patterns, children are able to induce

more general rules from specific instances, such as ‘‘bombs

hurt people’’ (Wright and Bartsch 2008, p. 77), and even

more abstract principles such as the act-omission distinc-

tion (Powell et al. 2012), obviously receiving help from

community members’ explicit teaching of rules (Csibra and

Gergely 2009). Learning a hierarchy of norms, from very

concrete (‘‘When a person stretches out their sideways

turned hand towards you, grab it and shake it’’) to very

abstract (‘‘Respect other people’’), is a substantial chal-

lenge, and it may take into young adulthood to properly

link open classes of behavior to the most abstract of norms:

human values (Malle and Dickert 2007). Preprogramming

such a network in a robot appears to be a pointless task, for

many reasons: there seems to be an enormous number of

norms, they are activated in highly context-specific ways,

the network must be subtly adjusted each time norms come

in conflict with one another, and unfamiliar tasks, situa-

tions, and interactions demand the learning of new norms.

A more promising direction is to mix unsupervised and

supervised learning, ‘‘practice’’ through constant browsing

of existing data (e.g., novels, conversations, movies) along

with feedback about inferences (e.g., through crowd-

sourcing of ‘‘inquiries’’ the robot can make), and teaching

through interaction. All this would have to be expanded

over time—to mimic the enormous amount of practice and

repetition from which human learners benefit.
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Norm representation

Howmight a flexible, interconnected network of concrete to

abstract norms be represented in the mind? A first possibility

is that norms are cognitively similar to goals, which can be

represented quite well in robotic architectures (Tala-

madupula et al. 2011). But are norms and goals really the

same? A goal represents a desirable state and comes with a

motivation to mobilize actions believed to realize the state.

Norms are more than that—they involve representations of

other people’s behavior and expectations, sometimes even

mutual commitments, about this state (Bicchieri 2006;

Tomasello and Vaish 2013). Moreover, the state is often one

that is not intrinsically desirable to the individual. Indeed, the

best evidence for children’s grasp of and adherence to norms

stems from situations in which they actually would prefer to

act against the norm (e.g., Warneken et al. 2011). A simple

goal-based action control systemwould not turn humans into

norm-following creatures. But could a goal-based system be

sufficient for moral robots? I will return to such a possibility

in the Sect. ‘‘Moral Decision Making and Action’’.

A second possibility for how norms are represented in

the mind is that norms are embedded in the semantic-lin-

guistic networks people build through normal language

acquisition. As children learn their community’s language,

they also learn, with every labeled object, action, or state,

what is disallowed, allowed, and obligated with respect to

the object, action, or state. When those labels are uttered in

a sentence, or when their referents are observed, the norms

get activated along with the associated linguistic repre-

sentations. This would provide a tight associative network,

constantly strengthened through physical interactions with

the world and communicative interactions with other

community members—interactions that the developing

human mind experiences plentifully. This would then help

explain why norms can be rapidly activated (perhaps even

within a few hundred milliseconds; Van Berkum et al.

2009) and often operate in highly context-specific ways,

from an early age on (Wyman et al. 2009).

When designing a morally competent robot, the prob-

lems of norm acquisition and norm representation present

serious challenges. But if norms are kinds of representa-

tions that are connected in some flexible network and

activated by perceived features of the environment, then

there is no principled reason why they could not be

implemented in a computational robotic system. However,

for a robot to build up a network of this type it might have

to receive similar learning opportunities as human children

receive, be exposed to repeated physical and communica-

tive interactions in a human community, perhaps even

Fig. 1 Verbs of moral criticism

in two-dimensional feature

space (defined by intensity and

communicative direction), with

groups of prototypical verbs

marked within each quadrant
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alongside human children (Tanaka et al. 2007). These

kinds of robots would be raised, not programmed. This, in

turn, would pose a number of serious and fascinating eth-

ical questions about the obligations of those who raise such

robots, about the rights of such developing community

members, and about the possible unintended consequences

of allowing a powerful learning machine access to nearly

unlimited sources of data. Such questions have already

entered the popular entertainment domain, in more con-

vincing ways (the TV series Extant; Fisher et al. 2014) or

less convincing ways (the movie Chappie; Blomkamp

et al. 2015).

Moral cognition and affect

Human moral cognition encompasses processes of per-

ception and judgment that allow people to detect and

evaluate norm-violating events and respond to the norm

violator. There are two kinds of moral jugdments we must

distinguish (Malle et al. 2014).

At the basic level of moral cognition, people’s well-

practiced norm network allows them to quickly detect

prototypical norm violations, such as direct physical harm

to another person. Once detected, such events can trigger

rapid evaluations (Luo et al. 2006; Van Berkum et al.

2009), typically in the form of judging the event as bad,

good, wrong, or (im)permissible.

These initial evaluations of norm violating events can

trigger more complex moral information processing about

the agent who committed the violation, most prominently

judgments of blame (Alicke 2000; Coates and Tognazzini

2012; Malle et al. 2014; Shaver 1985). These judgments

take into account the agent’s specific causal involvement in

the norm-violating event (e.g., directly causing it, partially

contributing to it, passively allowing it) and whether the

agent violated the norm intentionally or unintentionally.

But people don’t stop here. A unique feature of human

blame judgments is that intentional and unintentional vio-

lations trigger distinct subsequent processing steps (Malle

et al. 2014). When perceiving a violation as an intentional

action, people search for the agent’s reasons for performing

the action (‘‘motive’’ in legal context); when perceiving a

violation as an unintentional event, people search for pre-

ventability information—whether the agent should have

and could have prevented this event. All together, it is quite

clear that human moral cognition is not a specialized

‘‘module’’ but builds on ordinary cognition of social events

embedded in a norm system (Cushman and Young 2011;

Guglielmo et al. 2009).

What does it take for a robot to engage in moral cog-

nition of both events and agents? For event evaluations, the

robot needs to be able to segment visual and verbal event

streams and identify those events (behaviors and states)

that violate social or moral norms. To avoid comparisons

of every identified event against every stored norm, the

problem needs to be constrained. As discussed earlier,

norms may be activated locally, such that specific physical

and social contexts trigger a manageable set of norms. The

segmented events can then be compared to this smaller set

of norms. Over time, the features that are used to identify

events may also become features that trigger specific

norms; the norm-based event evaluation process would

then be integrated into ordinary event perception. To fur-

ther form agent-directed judgments such as blame, a robot

would need capacities for causal reasoning over segmented

events, social-cognitive inferences from behavior to

determine intentionality and the agent’s reasons, and

counterfactual reasoning to determine preventability.

Where in all this is affect? There is little doubt that

detecting a norm violation often leads to a negative

affective response—an evaluation that something is bad,

perhaps accompanied by physiological arousal and facial

expressions. But what this affective response sets in motion

is unclear: Marking that something important occurred?

Strengthening motivation to find the cause of the bad event

(Knobe and Fraser 2008)? Biasing the search for evidence

that allows the perceiver to blame somebody (Alicke

2000)? And what do we make of the fact that people can

make moral judgments without much affect at all (Harenski

et al. 2010) or that moral emotions such as anger or

resentment require specific cognitive processes (Hutcher-

son and Gross 2011)? Clearly, affective phenomena can

influence moral judgments, often accompany moral judg-

ments, and probably facilitate learning and enforcing moral

norms. But there is little evidence for the claim that

affective phenomena are necessary or constitutive of those

judgments (Avramova and Inbar 2013; Huebner et al.

2009). If affect is not necessary or constitutive of moral

judgments, then even an affectless robot could be compe-

tent to make moral judgments. Because the precise roles of

affective phenomena in moral judgment have not yet been

determined (Malle et al. 2014), the final word on this

possibility awaits more research. For now, if we develop

computational models of blame that match human judg-

ments in their sensitivity to the critical informational fea-

tures (severity of norm violation, causality, intentionality,

etc.), we would take a significant step forward in devel-

oping a robot competent in moral cognition.

Moral decision making and action

Determinants

Perhaps the most prominent component of human moral

competence is decision making and action—what makes

people behave morally. Nonmoral behavior is guided by a
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variety of psychological factors, including affective states

and personality dispositions, automatic imitation and group

pressure, heuristics and reasoned choice (Fiske and Taylor

2008; Gilovich et al. 2013); and those same factors of

course influence moral behavior. Communities generally

welcome any combination of these factors as determinants

of norm-conforming behavior, but personality dispositions

(especially virtues) and reasoned choice likely stand out as

instilling the greatest trust in the agent’s future moral

behavior, presumably because these factors are most reli-

able in bringing about the same behavior in the face of

environmental changes. Conversely, the greatest threat to a

community are agents who act counter-normatively

because of personality dispositions and reasoned choice,

and behavior caused by these factors also receive the

greatest amount of blame and punishment (Malle et al.

2014).

Free will?

Some skeptics of the possibility of moral competence in

robots assume that such reasoned choice presupposes a

rather strong capacity: some kind of nondeterministic ‘‘free

will’’ (Bringsjord 2009; Johnson and Axinn 2013). But

most ordinary people seem to understand free will as

nothing more than the capacity for choice and intentional

action execution that is relatively unobstructed by con-

straints (Monroe and Malle 2010, 2014). Whatever meta-

physical worries scholars might have about the possibility

of nondeterministic free will does not seem to be of great

concern to ordinary moral perceivers—who are of course

the ones who will interact with future robots. If a robot

acquires and uses knowledge about the world to guide its

actions in line with its goals, it effectively displays a

capacity for choice and intentional action (Powers 2011).

When such a robot commits a norm violation, people

readily assign blame to it—in simulated scenarios (Malle

et al. 2015; Monroe et al. 2014) and actual interaction

(Kahn et al. 2012). Blame is pedagogical in that it provides

the norm violator with reasons to not violate the norm

again. Thus blame would regulate robot behavior only if

the robot could learn and take the received blame into

account in its next choice of action. This sort of capacity to

learn and adjust one’s choices is needed; metaphysical free

will is not.

Selfishness and empathy

One characteristic factor in human moral decision making

is the frequent tension between social-moral norms and the

agent’s own goals, and this tension introduces two unique

psychological processes that guide moral action: empathy

and self-regulation (Eisenberg 2000; Hoffman 2008). Both

are designed to favor communal values over selfish inter-

est, one through an affective mechanism (feeling the pain

of victims, or those in need, motivates prosociality), the

other through a more cognitive mechanism (inhibiting or

sublimating one’s selfish desires enables prosociality). In

designing a robot capable of moral decisions and actions,

the tension between self-interest and community benefits

can probably be avoided from the start (Grau 2011). Such a

robot would not have ‘‘temptation’’ to be selfish and to

ignore others’ needs, so empathy and self-regulation would

be far less important. Moreover, the tension between selfish

and community-serving motives is one of the main drivers

for a social norm system that guides individuals’ behavior

beyond their own goals (which by themselves would too

easily lead to free riding). In a robot without selfish desires,

goals could perhaps stand in for norms after all, because

the goal contents would be directly norm-conforming,

rather than be tweaked and coaxed toward prosociality by

the complex social features of norms (i.e., mutual expec-

tation, commitment, and fear of enforcement).

Empathy, however, has at least one function in human

life that cannot be so easily replaced by an unselfish goal

system: to create trust in others. A person who responds

empathically to the plight of others (especially the ones he

may have victimized) is trusted far more than someone

who coldly assesses a moral situation (even if the assess-

ment is technically correct). A robot may be able to build

such trust if it can perceive the plight and pain of others

and express its perception in a sympathetic language (even

if it doesn’t genuinely ‘‘feel’’ the plight and pain). These

communications, however, should not be mere verbal

scripts or deceptive attempts to coax the human’s trust. For

advanced human–machine interactions to succeed the robot

must somehow be able to demonstrate that it values things

(Littman 2001; Scheutz 2012), that it cares about certain

outcomes (Wynsberghe 2013). To determine what it means

for a machine to care about something (not just as a pre-

tense) is a serious challenge. Perhaps we need not invent a

unique computational structure (a ‘‘caring state’’) but rather

analyze carefully what kinds of behaviors people consider

diagnostic of caring (an approach that Ryle 1949, sug-

gested for many mental concepts), such as willingness to

attend to, prioritize, invest in, help, and so on. When people

form relationships with robots, those actions may con-

vincingly and justifiably represent a caring attitude that is

not deceptive.

Skepticism about choice capacity

So far I have assumed that artificial agents can, within a

powerful cognitive architecture, have choice capacity—at

least the kind of choice capacity that humans find credible.

But from a technical standpoint one might be skeptical of
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an artificial agent’s capacity to make anything but trivial

decisions because of the well-known frame problem in AI

(Ford and Hayes 1991; Pylyshyn 1987)—the difficulty (in

one formulation) of choosing among possible actions

by computing all relevant consequences of those actions.

However, humans do not make decisions by computing all

relevant consequences of their actions either; they use the

limited information they have and, after acting, learn from

their mistakes. Out of such experiences they develop

habits, scripts, and predictive models that provide good

approximations of the right course of action in circum-

stances recognized as similar to the original or prototypical

case (Schank and Abelson 1977; Wolpert and Flanagan

2001). In doing so they take advantage of the high degree

of predictability of the physical world and even a decent

degree of predictability of the social world because of its

extensive structure of norms, roles, and others’ habits and

scripts. More involved deliberation and choice is then

engaged when the case at hand noticeably deviates from

the prototypical case. This approach of approximation,

prediction, and selective attention to deviations may be

harnessed for robots as well.

Another reason for skepticism may be the simultaneous

design of choice capacity and fundamental unselfishness.

One might object that a robot that cannot help but make

moral decisions (because it is programmed to be unself-

ishly moral) does not have a choice and therefore is not a

morally competent actor. This objection can be met in at

least two ways. First, the kind of robot envisioned here

could not possibly be programmed to act morally for all

possible futures. It would have to be equipped with a

number of guiding norms to start with but also learn many

new norms, and it could therefore fail to act morally out of

ignorance and, with feedback, do better next time. Second,

some situations pose a decision problem in which not all

relevant norms can be satisfied simultaneously. Such moral

dilemmas require a genuine choice between imperfect

options, and very often each of the options can be morally

justified by reference to some accepted norms. So from one

perspective the robot would be making the wrong moral

decision, from another perspective it would be making the

right moral decision. Either way, it would make a decision

(Scheutz et al. 2015).

Decision dilemmas

The topic of moral dilemmas in the context of machine

morality is in fact ripe for research. The research literature

on human moral psychology has devoted significant efforts

to understanding how humans handle moral dilemmas

(Kohlberg 1984; Mikhail 2007; Paxton et al. 2012). From

an HRI perspective, a critical question is how humans want

robots to handle such dilemmas. Exactly the same way as

humans do? Or do people impose different permissions and

obligations on robots?

A few authors have proposed thought experiments for

self-driving cars that follow the structure of moral dilem-

mas (Lin 2013; Millar 2014), and a recent reader poll

assessed which norm trade-offs people preferred for a car

in one such thought experiment (Open Roboethics Initia-

tive 2014a, b). However, the poll did not strictly meet the

definition of a moral dilemma and also had no comparison

data on a human driver. A recent study by Malle et al.

(2015) provides the first systematic comparison of how

people apply moral judgments to both human and robotic

agents that face the identical moral dilemma.

Participants read a brief description of a dilemma in

which four people are about to die unless the protagonist

takes an action that saves the four but kills another person

(a ‘‘utilitarian’’ choice). Across two experiments (total

N = 316), participants were asked three different moral

judgments (which are often conflated in the literature):

1. Before learning the agent’s decision, participants

indicated whether the utilitarian action was permissi-

ble; or

2. After learning the agent’s decision, they indicated

whether it was morally wrong that the agent either took

the action or refrained from taking it (a between-

subjects manipulation); and

3. After answering one of the first two questions, they

indicated how much blame the person deserves for

either taking the action or refraining from it.

The results showed that, first, the human agent’s sacri-

fice was initially seen as permissible by 65 % of respon-

dents whereas the robotic agent’s sacrifice was seen as

permissible by 78 % of respondents. Second, 30 % of

people found it morally wrong if the robot refrained from

taking the utilitarian action but only 13 % if it took the

action, whereas 49 % of people found it morally wrong if

the human agent did take the utilitarian action but only

15 % if he refrained from taking it. Third, human agents

were blamed far more for choosing this option (M = 53.8

on a 100-point scale, averaged across two experiments)

than for doing nothing (M = 18.2), whereas the robot

received only slightly more blame for choosing the utili-

tarian option (M = 40.6) than for doing nothing

(M = 31.8). In sum, people found it more norm-violating

for a human agent to intervene and sacrifice one for the

good of four (compared to doing nothing), whereas they

found it more acceptable for a robot to intervene (but they

still blamed it if it did).

More research is needed, not only on the questions

raised by these studies but on the general issue of how

people might apply the same or different moral norms to

robots and humans. The main message is that we cannot
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wait until robots actually occupy societal positions in

which they face challenging moral decisions; studying

people’s expectations and responses at that point in the

future would be too late. Behavioral, cognitive, and human-

robot interaction research must anticipate some of these

possibly unique responses to robots’ moral decisions and

use the results of this research to design acceptable robots

for the future.

Moral communication

As important as the cognitive tools are that enable moral

judgment and moral decision making, they are not suffi-

cient to achieve the socially most important function of

morality: to regulate each other’s behavior. For that, moral

communication is needed. People often express their moral

judgments either to the alleged offender or to another

community member (Dersley and Wootton 2000; Traverso

2009); the alleged offender may contest the charges or

explain the action in question (Antaki 1994); and conver-

sation or compensation may be needed to repair social

estrangement after a norm violation (McKenna 2012;

Walker 2006).

Expressing one’s moral judgments of others’ behavior is

typically licensed by being an appropriate target of moral

judgment. In fact, we expect morally competent agents to

criticize others’ norm violations (Fehr and Fischbacher

2004; Heath 2001). This should in principle be possible for

a robot as well, if its moral cognition capacity and its

natural language skills are well developed. But in ordinary

social life, those low in status are not always free to voice

their moral criticism, and presumably people will regard

robots as low in status. So robots will need to be aware of

the norms of blaming (Malle et al. 2014) and sometimes

refrain from social acts of moral criticism (even if they

were able to).

Human moral criticism is suppressed not just by low

status but also by intense ingroup loyalty. For example, a

serious problem in the military is that soldiers within a unit

are reluctant to report a fellow soldier’s violations,

including human rights violations (MHAT-IV 2006). One

might think that having a robot be part of the unit will

increase the likelihood of reporting such violations. But if

the original reason why soldiers don’t report such viola-

tions is the pressure for ingroup loyalty, then a robot that

reports violations is likely to be rejected by the unit

because it breaches norms of loyalty. Robots may have to

first earn a level of trust that licenses them to monitor and

enforce norms. Then they would need to explicitly declare

their obligation to report norm violations, using this com-

munication as a warning and a reminder of the applicable

norms.

On the positive side, the anger and outrage that accom-

panies many human expressions of moral criticism can be

omitted from a robot. This may be particularly important

when the robot is partnered with a human in a collaborative

task, such as with a police officer on patrol or with a teacher

in a classroom. By pointing out (inaudibly to others) a

looming violation and not showing the kind of affect that

would normally make a human partner defensive, the

robot’s anticipatory moral criticism may be effective.

Another communicative demand on moral competence

is to reject immoral requests and unlawful orders (Kibble

2012). Though ideally we would want everybody to reject

such requests and orders, in reality significant peer and

power pressures persuade people not to protest but rather to

obey, against their better judgment (Milgram 1963). A

robot would not need to be susceptible to such pressures. It

would lack our fearful, sometimes desperate human need to

please others, lest they sever their social ties with us.

Polite, fearless, and insistent refusal may be a powerful

antidote to issuers of unreasonable commands. Moreover, it

provides a model that human partners can emulate and use

as justification for their defiance of group pressures. Robots

may give whistle-blowers courage.

Besides expressing moral judgments, moral competence

also requires the ability to explain norm-violating behav-

iors—typically one’s own, but sometimes others’. This

capacity is directly derived from the ability to explain

behaviors in general, which is relatively well understood in

psychology (Hilton 2007; Malle et al. 2014) but scarcely

studied in robotics (Lomas et al. 2012). Importantly,

ordinary people treat intentional and unintentional behav-

iors quite differently: they explain intentional behaviors

with reasons (the agent’s beliefs and desires in light of

which and on the ground of which they decided to act), and

they explain unintentional behaviors with causes (Malle

1999). Correspondingly, explaining intentional moral vio-

lations amounts to offering reasons that justify the violating

action, whereas explaining unintentional moral violations

amounts to offering causes that excuse one’s involvement

in the violation (Malle et al. 2014). In addition, and unique

to the moral domain, unintentional moral violations are

assessed by counterfactuals: what the person could (and

should) have done differently to prevent the negative event.

When moral perceivers say, ‘‘You could have done other-

wise,’’ either to a human or a robot agent, they invite a

consideration of options that were available at the time of

acting but that the agent ignored or valued differently—and

that the moral perceivers expect the agent to take into

account in the future. As a result, moral criticism involves

the cognitive process of simulation of the past (what

alternative paths of prevention may have been available)

and simulation of the future (how one is expected to act
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differently to prevent repeated offenses). Both seem com-

putationally feasible (Bello 2012), but designing the details

of such an architecture will be challenging, especially in

novel circumstances that involve significant uncertainty

over elements in the simulated scenarios. Here again,

robots will be successful in this task only with repeated

exposure to variants of physical and social events and

constant updating of stored representations of those events.

The database of simulatable worlds should be acquired

through learning, not hard coded into the system.

In addition to causal analysis and simulation, explana-

tions of one’s own intentional actions require access to

one’s own reasoning en route to action and accurate

memory for this reasoning.3 Some have famously doubted

this capacity in humans (Nisbett and Wilson 1977), but

these doubts dissipate in the case of reasons for action

(Malle 2004, 2011). In any case, it should be possible to

design a robot that has reliable access to its own reasoning

via a system of meta-reasoning (Brachman 2002; Cox

2011). The challenge is that the robot must articulate its

meta-reasoning in humanly comprehensible ways (e.g., as

belief and desire reasons that were the grounds for a par-

ticular decision), regardless of the formalism in which it

performs the reasoning (Lomas et al. 2012). This amounts

to an additional form of simulation: modeling what a

human would want to know so as to understand (and

accept) the robot’s decision in question. In fact, if the robot

can simulate in advance a possible human concern about

the robot’s planned action and can conjure up an acceptable

explanation, then the action has passed a social criterion for

moral behavior.

Note that meta-reasoning and the ability to communi-

cate such reasoning also allow the robot to inform the

human user of the robot’s general limitations and of

specific problems it faces, with which the human user may

be able to help. This kind of transparency may be able to

forestall a great deal of misperception that a promising but

imperfect artificial agent may cause in hopeful human

users.

Who is responsible?

A question many people worry about is this: ‘‘When a

robot makes mistakes, who is responsible?’’ It would seem

that, as long as a machine doesn’t cross the boundary of

autonomous decision making, we have versions of product

liability (not that those cases would be trivial, but at least

they present no philosophical puzzles). As long as robots

act on designs and programs devised by some person or

company, that person or company is liable for failure

(barring misuse). Once robots become end-user pro-

grammable, liability will be more distributed. And for

semi-autonomous robots such as self-driving cars, things

will undoubtedly get complicated if an accident is caused

by the joint (or, worse yet, competing) operation of the

robotic and human driver.

Responsibility might shift fully to the robot when that

robot is autonomous (‘‘self-governing’’)—that is, inde-

pendent of the direct causal impact of programs, pro-

grammers, or operators. Such self-governance or

independence requires the capacity for choice, which we

have already highlighted as fundamental to moral action. It

entails that the robot makes decisions that go beyond pre-

programmed responses; it arrives at these decisions on the

basis of both long-standing goals and occurrent percep-

tions, beliefs, and inductive inferences; and its decisions

become increasingly independent the longer it is allowed to

learn and grow. An agent with such capacities is almost

certainly going to be a target of people’s moral expecta-

tions and evaluations.

Here, then, we have one of the most striking points of

contact between robot ethics and machine morality: What

are the ethical grounds on which to confer (or deny) a robot

decision-making autonomy and, as a likely result, moral

obligations? One argument for autonomy is this: Because

only robots with autonomy (and its constituent abilities of

choice, reasoning, learning, etc.) could possibly master the

demanding task of interacting with humans, collaborating

with them, taking care of them, or teaching them. We

wouldn’t and shouldn’t feel comfortable deploying pre-

programmed robots in any of the important domains of

societal need for which we lack financial and person

resources—such as education, safety, medicine, elderly and

disabled care—and for which we therefore need the help of

technology. Successful performance in such tasks cannot

simply rely on prior programs, because human behavior is

too complex and variable. Humans evolved the capacity to

be creative and adaptable (Mithen 1998), and this makes

their behavior far more difficult to predict than other ani-

mals’ behavior. But if robots face uncertainty in predicting

their interaction partners’ behavior, their own behavior in

social interactions cannot be pre-programmed. A robot will

need to monitor other people’s responses to small changes

in the situation and in turn flexibly respond to them—

which requires autonomous decision making. As men-

tioned earlier, people will hold such autonomous robots

responsible for their behavior.

But that would be an advantage. We need to remember

that ‘‘holding people responsible’’ is a tool of social reg-

ulation. People morally criticize a norm violator because

they assume or hope that they can change the person’s

3 Strictly speaking, this requirement holds only for truthful explana-

tions, which I hope will be the default for social robots.
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behavior. Most nonpsychopathic humans are sensitive to

criticism and to the threat of social rejection (Baumeister

and Leary 1995; Williams 2009) and are therefore inclined

to change their future behavior when morally criticized.

Blaming robots could have the same effect (and a much

more immediate effect than drawn-out liability suits) if the

process of behavior change is built into the robots’ archi-

tecture—if autonomous robots are sensitive to human

criticism. These robots don’t have to fear criticism, they

don’t have to feel hurt by blame; but they have to be

responsive to reasons that a moral critic provides. If they

are not responsive they quickly lose status as social part-

ners; and, just like nonresponsive humans are excluded

from their community, such robots, too, would be exclu-

ded. Rather than building fear or insecurity into robots to

motivate them to become accepted members of a com-

munity, it may suffice to equip them with a desire to be the

best they can be: to be—through constant learning and

improvement—the most morally competent robot. Humans

might learn a thing or two from that.

Conclusion

‘‘Machine morality’’ and ‘‘robot ethics’’ must be closely

connected in the design and deployment of social robots.

Rather than discuss in general ethical terms whether robots

should become an integrated part of human society, we

need to pose ethical questions relative to a set of possible

moral competences a robot could have. Should robots have

autonomy? Yes, if we want robots to be genuine interaction

partners, but then they also must have moral competences

such as an ability to follow complex norm systems and

responsiveness to moral criticism. Should robots always

obey human commands? Perhaps yes if their moral rea-

soning capacities are very limited, but no if they have the

capacity to recognize human error (e.g., an immoral com-

mand) and to resolve norm conflicts. Should we allow

robots to kill humans? We may have a strict value that

machines must not kill. Alternatively, if part of the justi-

fication for such a strict stance is robots’ currently limited

moral competence, then the situation may change when, or

if, morally competent robots demonstrably uphold laws as

reliably as humans—or perhaps even more reliably because

they would never commit emotionally motivated atrocities.

Should robots have rights and protection? As robots

acquire increasing moral competence, especially moral

judgment and decision making, it may well be unethical to

deny them all moral standing. Their rights may be limited,

however, and vary as a function of their value and specific

role in society (e.g., caretaker, teacher, repair assistant).

All these, and more, questions are up for debate and

broad societal discussion. But the discussions must

consider both ethical questions about how humans should

design, deploy, and treat robots and questions about what

moral capacities a robot could and should have. And if

robotic design commits to building morally competent

robots, then those robots could be trustworthy and pro-

ductive partners, caretakers, educators, and members of the

human community. Moral competence does not resolve all

ethical concerns over robots in society, but it may be a

prerequisite to resolve at least some of them.
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