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Abstract. There has been much debate whether computers can be responsible. This question is usually discussed
in terms of personhood and personal characteristics, which a computer may or may not possess. If a computer
fulfils the conditions required for agency or personhood, then it can be responsible; otherwise not. This paper
suggests a different approach. An analysis of the concept of responsibility shows that it is a social construct of
ascription which is only viable in certain social contexts and which serves particular social aims. If this is the
main aspect of responsibility then the question whether computers can be responsible no longer hinges on the
difficult problem of agency but on the possibly simpler question whether responsibility ascriptions to computers
can fulfil social goals. The suggested solution to the question whether computers can be subjects of responsi-
bility is the introduction of a new concept, called ‘‘quasi-responsibility’’ which will emphasise the social aim of
responsibility ascription and which can be applied to computers.
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Introduction

Computers can do morally good things, such as help
autistic children develop their potential and become
responsible members of society (Anonymous 2004a).
They may revolutionise education and help us perceive
reality in amore complete way (Anonymous 2004b). At
the same time it is conceivable that they can be used for
immoral purposes. One can therefore say sentences
such as: ‘‘This technology is good/bad’’ and these
sentences will be comprehensible to most potential
listeners. The examples show that we find it
fundamentally possible to perceive non-human entities
in moral terms. Some academic research is interested in
the question whether technology can have human
properties. Picard (1997), for example, investigateswhat
it means for computers to develop emotions. Other
research (Brooks 2002) suggests that interaction with
robots can acquire properties traditionally reserved for
interaction with humans. Does this mean that we will
start treating computers as responsible entities?

This raises the questionwhether artefacts can be held
responsible. When a human being kills another human
being using a hammer then we will usually hold the
human responsible, and not the hammer. When a
human being shoots another human being, then there
are people who believe that the gun is at least partly to

blame, possibly because guns make it easier to kill
people than hammers do, or possibly because the social
structures that allows the production of guns hold a
share of the responsibility. This sort of reasoning can be
the justification for suing weapons manufacturers after
a shooting spree (cf. Kairy 2003). When a human being
uses a highly complex piece of technology to kill
another then the individual�s responsibility can seem
relatively minor in terms of overall responsibility. An
example here might be the use of an industrial robot
which accidentally kills a human being. In this case it is
not clear how responsibility should be distributed
among humans. Does this mean that we should ascribe
responsibility to the robot? Such questions are of high
economic and moral importance with regards to com-
puter hardware and software which are highly complex
and do not allow for linear ascriptions of causality and
responsibility.

Many philosophers argue that being moral or
immoral are purely human characteristics (Lewis
1991). Following this sort of reasoning would lead to
the exclusion by definition of computers from the
realm of morality. Given the (moral) importance of
computers in modern societies, this paper aims to
approach the question of computers� responsibility
from a different direction. The paper will start out with
an analysis of the concept of responsibility and it will
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stress the nature of responsibility as a social construct
of ascription, aimed at achieving certain social goals.
Based on this notion of responsibility it will then dis-
cuss why computers or technical systems in general
might be considered subjects of responsibility. It will
suggest the concept of ‘‘quasi-responsibility’’ that
would be applicable to computers and information
systems. The paper will discuss the advantages of this
approach and consider the relationship between
computers� quasi-responsibility and humans� tradi-
tional responsibility.

Responsibility

The question whether computers should be held
responsible is usually answered quickly with a ‘‘yes’’ or
a ‘‘no’’. Most people are intuitively clear about their
attitude towards the moral status of computers.
Unfortunately, however, the individual clarity of the
answer does not lead to collective unanimity on
the subject. The reason for that is the fuzziness of the
notion of responsibility and the multitude of different
meanings, conditions, and results it can have. To give
a correct account of computers or information systems
as responsible subjects we will therefore have to start
with an analysis of the notion of responsibility.

A first definition of responsibility

The term ‘‘responsibility’’ is not easily defined. A first
hint concerning the meaning of responsibility can be
found in its etymology, in the ‘‘response’’. Respon-
sibility has something to do with answering.
Responsibility stands for duty to answer to somebody
for something.1 This carries some implications. If

responsibility has to do with answering then this
means that it is a social construct. Answering implies
that there is something (we call it the subject) that has
the ability to answer. The subject must fulfil some
conditions. The first one is that it is similar to me (the
person demanding an answer) in at least the respect
that it / he / she can understand me. This similarity
between the ‘‘other’’ and me is the foundation of
ethics, especially in French philosophy of the 20th
century (cf. Ricoeur 1990). Responsibility relations in
real life tend to be broader than a dialogue between
two individuals but their root is nevertheless the
ability to answer. The nature of giving the answer, of
being responsible, of ascribing responsibility includes
the establishment of a link between the subject and an
object. This link typically leads to the attribution of
sanctions.

There are different types of responsibility all of
which are based on answers. They differ in the sort,
settings and surroundings of how the answer is given
and by whom. One classical type of responsibility is
role responsibility. In this case social expectations are
condensed to a role and the person holding the role
has to answer accordingly. Roles are often linked to
professions and professional roles determine actions
and communication. An engineer, for example, has
certain responsibilities that are defined by his job.
Different types of responsibility can be co-located in a
single person, where they can come into conflict. One
can be a mother, a politician and an engineer at the
same time.

For the purpose of discussing a computer�s
responsibility it will suffice, however, to concentrate
on the two most important forms of responsibility, on
moral and on legal responsibility. Legal responsibil-
ity, as opposed to all other sorts, has the advantage of
being clearly defined in theory and having verifiable
results in practice. This does not mean that material
responsibility ascriptions are a priori clear. Rather, it
means that the structures and procedures that will
lead to the ascription of responsibility are clearly
defined and that there are established ways of clari-
fying questions regarding these structures. The legal
sphere is also the root of today�s ubiquitous use of the
term responsibility. Whoever is legally responsible
first of all has an obligation to answer (Trigeaud
1999). Legal responsibility can in most countries be
divided in responsibility according to criminal or civil
law which lead to different consequences and sanc-
tions. While the term responsibility is most easily
understandable in its legal use (Ricoeur 1995) there is
a relationship to moral responsibility. There is a close
link between criminal law and ethics and thus
between the two types of responsibility (Neuberg
1997). Murder, rape, and fraud are immoral and thus
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they are also illegal. This is not the place to discuss
the relationship of law and morality but it should be
clear that the two are related. When we talk about
computers as subjects of responsibility then this
implies a moral as well as a legal background and
therefore moral as well as legal consequences.

There are many more aspects of responsibility that
should be discussed for a complete picture of the
subject. Responsibility can be external and internal. It
can have descriptive or normative aims. It can have
differing temporal directions; that means we can be
responsible for things to come or for events of the past.
We should keep in mind that responsibility is an
ascription. It is a relational notion involving at the
very least an object and a subject. The subject is the
‘‘who?’’ of responsibility, the object the ‘‘for what?’’ In
the sentence ‘‘the computer is responsible for the data
loss’’, the computer is the subject and the data loss
represents the object. Usually there are other dimen-
sions involved in the social process of responsibility
ascription. We can often hear of an instance, an
authority. In the case of legal responsibility this is the
judge or the jury who will decide about the ascription
and its consequences. Furthermore we need some sort
of normative background, the law in legal and
morality in moral responsibility. Finally we need
somebody, some group, or some process that initiates
and executes the process of ascription. Again, all of
these dimensions are complex and cannot be discussed
here in greater length. (For a more comprehensive
discussion of these issues, see Stahl 2004a). This paper
will concentrate on the subject of responsibility in
order to clarify whether computers can fulfil this role.
In order to answer this, we will first have to discuss
why we ascribe responsibility at all.

Objectives of responsibility

The main purpose of this paper is to explore the
question whether computers can be viewed as sub-
jects of responsibility. The answer to this question
typically hinges on considerations of personhood or
agency, as will be explored below. This paper puts
forward a different argument based on the social
function of responsibility. In order to do so, we need
to understand why responsibility is ascribed and what
functions it fulfils in society. Briefly, the purpose of
responsibility is to effect a socially desirable state.
This is usually achieved through the imputation of
sanctions, be they positive (rewards) or negative
(punishment). Sanctions are an integral part of
responsibility and in most cases the sanctions take the
form of punishment. The concept of responsibility
results from the need or want to find the guilty party
in the face of negative results (Bayertz 1995, p. 22)

and punish them. At the same time, the threat of
punishment has the purpose of motivating people to
act responsibly (De George 1999, p. 118).

The sanctions depend on the type of responsibility.
While legal responsibility is institutionalised and
attributed according to legal schemes, moral
responsibility is not institutionalised, often internal
and in many cases consists of blame (cf. Collste
2000a, p. 126; Hausman and McPherson 1996,
p. 223). Why do we punish the subject of responsi-
bility? Hart suggest a number of reasons for punish-
ment. Men punish ‘‘to secure obedience to laws, to
gratify feelings of revenge, to satisfy a public demand
for severe reprisals for outrageous crimes, because
they believed a deity demands punishment, to match
with suffering the moral evil inherent in the perpe-
tration of a crime, or simply out of respect for tra-
dition’’ (Hart 1968, p. 73).

Fauconnet (1928) argues that every punishment
has to fulfil a moral purpose. This purpose is usually
the improvement of social circumstances. How can
society improve its workings through the use of
punishment? By keeping people from doing what is
considered bad and by giving them reasons to act in a
morally good way. The prime moral value of pun-
ishment is deterrence, a thought widely shared by
many philosophers from different schools (cf. Schlick
1930; Bayertz 1995). Deterrence seems to be the
prevalent justification of punishment. Restitution,
which is a sanction in civil law, can serve a similar
purpose of deterring individuals from committing
certain acts (cf. Long 1999).

A last remark on deterrence as objective of
responsibility: While it is certainly plausible to most
of us that the knowledge of punishment can keep a
person from doing something, this idea contains
several assumptions concerning the subject. Those
are often discussed under the heading of ‘‘economy of
threats’’. The subject must be able to calculate the
consequences of his actions and if the expected value
is negative he will refrain from doing the deed
(cf. Wallace 1996). This presupposes a high degree of
rationality, certainty, and knowledge. It also makes
assumptions about humans� ability to act rationally,
to understand the world, and even more fundamen-
tally, about freedom of mind and action, which are
deeply contested among philosophers.

A functionalist view of responsibility that will be
used for the argument of this paper can concentrate
on the purpose of responsibility ascriptions of
achieving specific desired outcomes. The conditions
of responsibility which will be discussed in the fol-
lowing section can then be interpreted as mere char-
acteristics that are necessary for the function of the
ascription to come to pass.
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Conditions of responsibility

In order for responsibility ascriptions to fulfil their
social goals, the subject is usually deemed to need to
fulfil a number of conditions. Most of these involve
deeply contentious philosophical ideas or assumptions.
This paper will not be able to address all of these.
Indeed, as will become clear during the introduction of
the concept of ‘‘quasi-responsibility’’, it is the purpose
of the paper to move beyond the philosophical pitfalls
surrounding the conditions of responsibility. In order
to appreciate this turn of the argument, we will never-
theless have to reviews these issues briefly.

A first condition of responsibility is causality (May
1992; Nissenbaum 1995; Moore 1999; Lipinski et al.
2002; Scheines 2002). There must be some kind of
causal chain that links the subject to the object. The
reason why we think that causality is important for
responsibility is that we need causality to have some
kind of power over the outcome, which is the next
condition of responsibility. What we cannot change,
what we have no control over and cannot influence
cannot be an object of responsibility (Birnbacher 1995).
It may not be necessary to have complete control over
the outcome but, in order to be subject of responsibility,
one must at least be able to avoid the outcome or parts
of it (cf. Bayertz 1995). Power, in turn, is based on
knowledge. The subject must know what is happening
in order to influence it. Furthermore, in order for the
claim of power to make sense, the subject must be free
to act on his or her knowledge. Freedom is therefore
another vitally important precondition of responsibility
(Johnson and Powers 2005). Being able to act volun-
tarily is the first one of several mental properties that
subjects of responsibility are supposed to have. It is
similar if not identical with the legal term of ‘‘mens rea’’
(the guilty mind). This means that the subject must act
intentionally (Collste 2000b).

Maybe the most difficult and controversial condi-
tions a subject of responsibility has to fulfil concern
its inner state or mentality. Some authors think that
subjects need emotions (cf. Sherman 1999; Wallace
1996). One reason for the necessity of emotions is
that the subject must be concerned by what s/he does,
there must be a personal connection to the object
(Bierhoff 1995). Maybe more important, in the light
of the economy of threats, the subject needs emotions
in order to translate the abstract moral calculus into
concrete behaviour.

Computers and responsibility

These conditions are aimed at the traditional subject
of responsibility, the adult rational human being,

which explains why the ‘‘whole conceptual vocabu-
lary of �responsibility� and its cognate terms is com-
pletely soaked with anthropocentrism’’ (Floridi and
Sanders 2004, p. 366). But even with regards to
humans they are deeply problematic. Apart from
difficult philosophical questions such as ‘‘are humans
free?’’ or ‘‘can humans act according to their will?’’
even the apparently simpler conditions are rarely met.
If we look at the big problems of our time such as
environmental problems, e.g. global warming,
depletion of the ozone layer, societal problems e.g.
globalisation, poverty on national and global scales,
or just the problem of organising one�s life in the face
of growing complexity, single humans quickly reach
their limits. In many cases we may be causally
responsible but those causalities are rarely known.
Even in those rare cases where we have knowledge of
causality, e.g. the use of cars and global warming, we
are individually powerless to change things. The
mental conditions for being a subject of responsibility
are rarely fulfilled. We may be emotionally concerned
but often not about the things that we can change.
When we execute problematic acts we may not do
them intentionally. Even if we act intentionally, the
economy of threats may not work because we are not
aware of consequences and sanctions. These and
other problems have led to the idea that more than
just humans should be considered subjects of
responsibility. One type of entity to which this
question can be applied is the computer.

Why the computer cannot become a subject
of responsibility

After the above discussion of the concept of respon-
sibility the immediate reaction to the idea of com-
puters as subjects is negative. The main arguments
against the admission of computers as subjects of
responsibility are to be found in their lack of fulfil-
ment of the conditions of responsibility as described
in section ‘‘Responsibility��. First of all, computers do
not fulfil the individual conditions. They lack con-
sciousness in the human sense and therefore cannot
be said to have intentions. The mens rea criterion
does not apply to computers. The lack of mens rea
coincides with the lack of a conscience and any sort
of emotions that make humans susceptible to acting
responsibly. While computers are better than humans
at doing calculations, the economy of threats cannot
work in their case, at least not in the way we envisage
it for humans. Computers cannot be punished
because they lack fear. Information systems lack
another vital component of responsibility; they are
not free. Computers are clearly determined by hard-
ware and software and even though we may not
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understand them any more and therefore may not be
able to predict what they will do, they have neither
freedom of will nor of action. Another weakness is
that they are unable to really understand human
beings (cf. Stahl 2004b) and are not able to originate
an act worthy of responsibility because of their lack
of a human body, which can be viewed as a vital
component of responsibility (Velasquez 1991).

Computers, one can summarise, have none of the
characteristics of persons, cannot be persons and can
therefore not be subject of responsibility, especially
not of moral responsibility. Much of the current lit-
erature regarding the responsibility of computers (or
related entities such as artificial agents, software bots
etc.) aims to create more clarity in this conceptual
jungle. Authors try to shed light on which conditions
need to be fulfilled in order to be a subject of
responsibility. They analyse the components of
agency or personhood in order to identify which ones
of those may apply to computers or under which
conditions computers may count as agents or moral
subjects. Floridi and Sanders (2004), for example,
suggest that computers can be seen as artificial
agents, which leads them to suggest that material
moral norms such as codes of ethics can be imple-
mented for them. Johnson and Powers (2005) and
Johnson (this issue), on the other hand, explicitly
deny that computers can be agents but nevertheless
argue that they are moral enteritis. Allen et al. (2000)
and Allen et al. (2006) believe that computers can
actually be moral agents and discuss how such
morality could be technically implemented.

There seems to be little agreement between differ-
ent authors. The reason may be that we are touching
on deep philosophical issues which by no means are
solved for human beings. This may make it even
harder to pose similar questions for technical arte-
facts. And while these debates are intellectually
stimulating and academically legitimate, this paper
will not engage with them but suggest a different
route to address the issue of computer responsibility.

Why the computer should become a subject
of quasi-responsibility

The traditional philosophical view is that non-humans
cannot be subjects of responsibility. However, new
technical artefacts, particularly computers and their
derivatives, display properties that make us doubt this
conclusion, even though this may be ‘‘ethically trou-
blesome’’ (Bloomfield and Vurdubakis 2003, p. 27).
They are adaptable, able to learn, autonomous, and
possibly even intelligent (cf. Korienek and Uzgalis
2002). Because of such properties, computers can use-
fully be described as artificial agents (Floridi and

Sanders 2004) andmaybe even as artificialmoral agents
(Allen 2002; Allen et al. 2000). This paper refrains from
engaging in this debate but takes from it the intuition
that responsibility ascriptions to computers can be
viable. There are thus good reasons to question the
restriction of the concept of responsibility to humans.

From a functionalist perspective, furthermore, one
could argue that what matters with regards to
responsibility ascription is not whether the subject
fulfils the conditions but rather whether the ascrip-
tion leads to the intended consequences. Ascribing
responsibility to computers would then be desirable
because of the good that comes from it and should
thus be considered. However, most philosophers
would tell us that arriving at the conclusion that
computers can be responsible because they should be
is a categorical mistake. It is what has been termed a
normativist fallacy, the impossible inference from
ought to is. We therefore have to find better reasons.

The first reason is that computers do fulfil one
central condition of being subjects, namely that they
make decisions. We are confronted all of the time
with decisions that are made by machines, especially
computers. The red light that tells us to stop, the
ATM that decides to give us money or not and the
defence system that decides to shoot down the air-
plane make factual decisions. These are highly con-
tentious statements. Do machines actually make
decisions? Is this an example of inadmissible
anthropomorphism? Is the decision not made by
humans somewhere at the end of a causal chain?
These are very difficult questions and, thought
through to the end, they will again point to questions
concerning human beings. Do we make decisions?
Are we free? The suggested solution here is to ignore
these questions and return to the functionalist view of
responsibility and related facts. From this viewpoint
one could argue that computers do make decisions
that, in terms of their social consequences, are com-
parable to human decision. Whether a red light tells
me to stop or a policeman does so can (possibly
should) have the same effect. This says nothing about
the inner states of either, just about associated
behaviour. The argument is based on a certain Level
of Abstraction (LoA) (cf. Floridi and Sanders 2004).
This means that it does not claim that computers do
take decisions in an objectivist understanding of the
world. Rather, there is a plane of description on
which one can usefully speak of computers taking
decisions. Given the constructivist nature of respon-
sibility ascription, the determination of such a Level
of Abstraction is completely sufficient. Bechtel (1985)
argues that information systems have something like
an internal decision structure which can be viewed as
a supporting argument of this line of thought.
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Another argument for the computer�s responsibility
is that it may perform its social function. Why do we
consider the conditions of responsibility as relevant?
Because they guarantee that the desired results can be
realised. If the social construct of responsibility is
interpreted in light of its social functionality then what
counts is less the abstract definition of admissible
entities and more the social consequences it produces.
The subject then has to be rational and endowed with
emotions in order to be able to react adequately to the
threat of ascription.Rationality, for example, then is no
end in itself but a condition for deterrence to work and
thus for people to act according to the social aims that
motivate responsibility ascriptions. This argument for
responsibility is purely functionalist and thus differs
from our typical understanding of the term. It considers
no other criteria for an ascription other than its social
usefulness. It is thus also formal because it cannot
determine what ‘‘social usefulness’’ means. This is a
question that must be decided by the involved stake-
holders during the ascription. The argument represents
an attempt to reduce the complexity of responsibility
ascriptions by focusing on just one aspect, namely their
assumed aim. Again, these considerations can be
phrased in terms of Levels of Abstraction. One
important aspect of LoA is that they define which
variables are relevant in a situation and which ones can
be observed. The functionalist LoA suggested here
simply abstracts from the question of agency or per-
sonhood and concentrates on observable variables,
namely the social consequences of computer use.

In the light of these considerations, it might be
possible to ascribe moral responsibility from this
instrumentalist or functionalist perspective. However,
many philosophers would not agree to this and it
might lead to equivocations. The central problem is
that such a functionalist understanding of responsi-
bility, while similar in appearance and structure, does
not cover all of the aspects usually covered by
responsibility as described in the preceding sections.
One could therefore use a different term for the
responsibility of computers, for example ‘‘quasi-
responsibility’’. This is not a very elegant term and
the author would welcome better suggestions. It is
nevertheless useful because it indicates that we are
looking at something very similar to responsibility
which is nevertheless not quite the same thing as the
concept of responsibility we usually encounter. The
terminology follows Ricoeur (1983) who suggested a
‘‘quasi-agency’’ for historical collectives such as states
or nations who can be described usefully as agents
even though they are not traditional agents.

The term ‘‘quasi-responsibility’’ indicates that the
speaker intends to use the idea of a social construc-
tion for the purpose of ascribing a subject to an

object with the aim of attributing sanctions (the heart
of responsibility) without regard to the question
whether the subject fulfils the traditional conditions
of responsibility. It shows that the focus of the
ascription is on the social outcomes and conse-
quences, not on considerations of agency or person-
hood. The concept was developed using computers as
a main example but there is no fundamental reason
why it could not be extended to other non-human
entities, including animals.

This sort of quasi-responsibility seems less contro-
versial than the application of traditional responsibil-
ity to computers. We have seen that responsibility is a
social construct of ascription. If all those involved
agree that there is a sort of responsibility where com-
puters and information systems are considered legiti-
mate subjects, then this ascription is possible. It can
then be used as a tool to achieve socially desired
results. If we find computers quasi-responsible for an
undesirable result we can then proceed to develop
sanctions or other consequences to meet them. We
could for example sentence them to death or make
their use a morally blameworthy action.

In the end, of course, all of this would translate
back into responsibility by our classical subject, the
person. If we, for example, decide to hold a particular
information system quasi-responsible then this would
lead to sanctions, such as outlawing the use of the
system, which would eventually affect human beings.
Why, one might ask, go through all the trouble in the
first place? Why not say that humans are responsible
for the actions of a computer? The reason is that the
distribution of responsibility is often no longer clear.
If a central military computer makes a mistake, who
is to blame? The government, the state, the people,
the user, the programmer, the vendor? Even if we
could decide this theoretically, we would find that in
most cases individuals did not know the results and
are themselves lacking the conditions of responsibil-
ity. The construct of computer quasi-responsibility
might be a step in overcoming these difficulties
because it would facilitate mid-range solutions.

Mid-range solutions here means that sanctions are
facilitated in an environment where traditional indi-
vidual responsibility is no longer viable. They can be
called ‘‘mid-range’’ because they move beyond the
micro-level of the individual human being but they
stop short of the macro-level of societal or global
issues. The application of quasi-responsibility as
developed here seems most promising in organisa-
tional contexts where moral problems may arise out
of the actions of computers but where there is cur-
rently no way of attributing sanctions in order to
improve the situation. An example may help visual-
ising this. Let us imagine an enterprise resource
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planning system, which forms the backbone of a large
multi-national corporation. Such systems collect
data, model markets and structure decisions in a wide
range of situations. Their use has implications for the
economic viability of the corporation but they can
also be morally relevant, leading to replacement of
human work, increasing (or decreasing) profits and
all the impacts these may have on individual and
social lives. Such systems are also hugely complex
and expensive. They incorporate centuries or millen-
nia of man-hours and it will rarely be possible to
attribute their activities to individuals. They may be
able to adapt to the environment and their outcomes
or decisions are not always predictable.

Holding such a system quasi-responsible means
that the system itself can be treated as a subject,
which means that objects (such as financial implica-
tions but also issues of quality of life etc.) can be
attributed directly to the system. This means that the
sanctions, such as moral blame (or praise) or financial
liability will be linked to the system. The interesting
question then is whether this will improve the status
quo. This might be the case if, because of moral
blame, people will refrain from using it or if it were
sentenced to death (i.e. if legal processes precluded
further use of the system). We could then say that the
system was quasi-responsible for the object, which led
to certain consequences, which, in turn, had an
impact on the social situation in which the system
could be found.

Such quasi-responsibility will be linked to other
types of responsibility ascriptions, be they traditional
or quasi-responsibility themselves. Holding a com-
puter system quasi-responsible will have manifest
consequences for individuals, e.g. the CEO, the
shareholders of the company, the users, the devel-
opers, the vendor etc. Quasi-responsibility should
thus not be seen as an isolated instrument. It is
always part of a larger net of responsibilities and can
link to responsibility on the micro as well as the
macro level. Its advantage is thus that it offers a Level
of Abstraction on which the processes of responsi-
bility can be applied independent of the problematic
issues of personhood or agency.

Conclusion

If we agree with the argument of this paper and
concede that a sort of quasi-responsibility of com-
puters would be useful then this is of course not the
solution to all of our problems. In fact, we would
have to start several new lines of inquiry. First of all,
we would have to define the computer as the subject
of quasi-responsibility. Is it hardware, software,

periphery, or the combination? Where does its quasi-
responsibility begin and where does it end?

The next important question, and maybe the most
difficult one to answer, is the one concerning the
distribution of quasi-responsibility and traditional
responsibility between computers, people, groups,
organisations, and whoever else might be involved.
It is clear that quasi-responsibility of computers
should not lead to a general exculpation of humans.
In fact, it is the other way around. Computer quasi-
responsibility should be seen as a means for the
facilitation of further responsibility ascriptions. There
will clearly be at least one additional responsibility
for humans. ‘‘They will bear responsibility for pre-
paring these systems to take responsibility’’ (Bechtel
1985, 297). This means that social structures and
institutions must be introduced which should allow
for accountability of computers designers, program-
mers, managers, and users. Furthermore, the internal
structure of computers might be modified in such a
way that they become capable of discharging their
quasi-responsibility. This may mean that computers
have to become more adaptable to their environment
(cf. Bechtel 1985).

The relationship between traditional responsibility
and quasi-responsibility will give rise to further con-
ceptual problems. One example of this is the notion
of cyborgs. These cybernetic organisms render the
difference between humans and computers difficult
to identify. If we agree that humans can be ascribed
responsibility and computers quasi-responsibility,
then the question remains whether cyborgs
are responsible or quasi-responsible. Since quasi-
responsibility is the weaker concept (which means
that the conditions to be ascribed quasi-responsibility
are more easily met than for responsibility), one can
probably state that they could be quasi-responsible.
But that does not really answer the question at what
point and under which conditions a cyborg will
become responsible in the traditional sense. In light
of the fact that cyborgs are no longer purely elements
of science fiction (Cerqui 2002), such questions will
have to be answered.

Acceptance of the notion of quasi-responsibility
will necessitate further conceptual investigations. This
paper has argued that the functionalist view of
responsibility allows for the establishment of a related
concept, namely quasi-responsibility, that can be
applied to non-traditional subjects, notably comput-
ers. What the paper has not investigated are questions
of related notions. One such notion is autonomy.
Autonomy is an important concept with regards to
the criteria of agency or personhood. The current
paper has consciously tried to avoid discussing these,
but there is arguably a link between the acceptability
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of quasi-responsibility of computers and their auton-
omy. Autonomy may also be a relevant concept for
distinguishing between quasi-responsibility and tra-
ditional responsibility. Another term that would need
to be related to is ‘‘accountability’’. This term raises
almost as many problems as the term responsibility.
The literature does not agree on its definition, nor on
its relationship to responsibility. There is little doubt,
however, that accountability and responsibility are
linked (cf. Stahl 2006), which raises the question
whether the introduction of quasi-responsibility will
require a quasi-accountability as well.

The contribution of this paper is clearly not a
completely elaborated new theory of responsibility or
quasi-responsibility of computers. It is an essay in
Montaigne�s understanding of the term; it is an attempt
to develop thoughts. Starting from the recognition that
responsibility and computers are in a complicated
relationship, the paper developed an approach to the
question whether computers can be responsibility sub-
jects that differs from most of the literature. Instead of
engaging in the questions of agency or personhood and
the analysis of when computers can become subjects of
(moral) responsibility, the paper introduced a different
type of responsibility. This quasi-responsibility
encompasses only a limited sub-set of traditional
responsibility but it is explicitly applicable to non-
human subjects, including computers. We have seen
that this can be beneficial in that it facilitates solutions
where traditional responsibility is no longer feasible. At
the same time, quasi-responsibility raises a host of new
questions and issues that will need to be addressed.

All of these problems appear soluble. There is,
however, one big question in the background of this
topic that was not yet mentioned. It is the question
that Weizenbaum (1976) so eloquently asks: What are
the limits of what we should let computers do? This is
independent of what computers can do and refers
quintessentially to the question in how far we are
willing to accept changes to our self-image resulting
from computer use. Attributing responsibility to
computers, albeit only a limited form of responsibility,
namely quasi-responsibility, has the potential to seri-
ously affect our self-image. This is a question that this
paper cannot answer from a theoretical point of view
but that would have to be discussed in a societal dis-
course. To rephrase this question in the terms of this
paper: Can (or should) man assume the responsibility
for holding computers (quasi-)responsible?
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