
Vol.:(0123456789)

https://doi.org/10.1007/s10672-021-09377-z

1 3

Legal and Ethical Challenges for HR in Machine Learning

R. H. Hamilton1 · H. Kristl Davison2

Accepted: 16 May 2021 
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 2021

Abstract
The technology of machine learning, a type of artificial intelligence, will enable organi-
zations to analyze their use and deployment of human resources (HR) in new ways that 
ultimately will allow them to manage more effectively, but it will also present challenges 
for HR managers who are unprepared. In this paper we discuss some of the legal and ethi-
cal concerns in the HR context that accompany machine learning. Legal concerns include 
possible violations of both US employment discrimination laws and the provisions of 
the European General Data Protection Regulation, while ethical concerns for HR revolve 
around employee desires for privacy and justice. We assess that some data analysis activi-
ties that are legal nonetheless might not be appropriate in some cases and might be demo-
tivating to employees, resulting in lowered performance or even counterproductive behav-
iors if HR mishandles the context. We conclude by offering guidelines for HR managers to 
assess the appropriateness of machine learning projects.

Keywords  Machine learning · Employment discrimination · General Data Protection 
Regulation · Privacy · Organizational justice

Introduction: Data Possibilities and Dilemmas

In 2018 and 2019, Facebook faced significant scrutiny from many fronts. Multiple scan-
dals plagued the social media giant, resulting in a plummet in the company’s reputation. 
Part of the reason for Facebook’s challenge was inherent in its business model: collecting 
data from individuals and selling it to third parties (LaForgia et  al., 2018). The greater 
the specificity about user preferences that Facebook was able to convey to its clients, the 
more clients were willing to pay Facebook. As the specificity (and personal nature) of the 
data that Facebook collected became widely known, Facebook encountered criticism from 
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legislative committees in the US and UK (Blumenthal, 2018; LaForgia et al., 2018; Reu-
ters, 2019).

To the average human resources (HR) manager, Facebook’s troubles may seem far 
away. However, companies will soon be inundated with new possibilities for data col-
lection and direct observation and analysis of employee actions. Unprepared HR senior 
managers may face a series of legal and ethical dilemmas that, while not on the scale of 
the Facebook debacle, could complicate employee engagement and potentially even create 
employee backlash and counterproductive work behaviors (Sackett, 2002). On the other 
hand, approached appropriately, artificial intelligence techniques such as machine learn-
ing could help companies more effectively manage resources in a way that benefits both 
employees and the firm.

In this paper, we first review how machine learning will usher in new possibilities to 
assist HR. Next, we discuss some of the legal concerns that HR managers must address up 
front in the machine learning process, and we also review two key ethical concerns in the 
HR context. We conclude with practical implications and a series of proposed guidelines 
for senior HR managers.

The Ascendancy of Machine Learning

When the phrase “artificial intelligence” is used in the pop culture context, it typically 
refers to a future age in which autonomous vehicles and robots could take over large seg-
ments of society’s tasks (e.g., as depicted in the movie derived from Isaac Asimov’s sci-
ence fiction tale, I, Robot). While in the medium-term robots and autonomous vehicles 
may indeed prove to be game-changers with accompanying opportunities and challenges, 
at present the most significant concern for HR managers from artificial intelligence tech-
nologies comes from the derivative known as machine learning. The history of machine 
learning dates to the earliest days of computing, when pioneer Alan Turing proposed the 
question “can computers learn?” (Turing, 1950). The principle behind machine learning is 
to allow software to continuously process and analyze data to determine if there are cor-
relations that are not obvious or apparent, such that the computer “learns” more about that 
dataset through pattern recognition (Algorithmia, 2020; Chakravorty, 2016). Typically, 
the machine learning software takes a segment or subset of the dataset to “train” itself 
on the potential correlations, sometimes using prior instructions. The software continu-
ally processes that data until it “learns” or discovers the key relationships among variables 
through pattern recognition and develops algorithms that are, in turn, compared to the rest 
of the dataset to confirm associations among variables and specific predictors. In essence, 
the software is performing a kind of cross-validation on the dataset using the associations 
derived from the subset. Thus, machine learning can help the decision-making process by 
elucidating the potential relationships between variables.

An example of machine learning in HR would be identifying which kinds of 
employee training programs have been most effective in maintaining high product qual-
ity. The machine learning process could compare data from employee training sessions, 
data from production sources, data from quality management reports as well as cus-
tomer comments on quality. The goal of machine learning in the HR context is to create 
predictive analytics that can help HR managers to make better decisions in managing 
human capital (Levenson, 2018; Minbaeva, 2018; Waters et al., 2018). In this context, 
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HR machine learning projects can be seen as a subset of the general category of HR 
analytics that uses data to make decisions (Levenson, 2018; Minbaeva, 2018; McIver 
et al., 2018; Waters et al., 2018).

What has accelerated the use and applicability of machine learning technologies in the 
last decade is the increasing availability and variety of data, since machine learning tech-
nologies require large datasets to process information. Most traditional HR data sets (e.g., 
spreadsheet-based datasets of headcount, payroll, etc.) in and of themselves are not appro-
priate for typical machine learning projects, although they may have value when in com-
bination with other data sources (discussed below). But given the expense of acquiring 
and analyzing these other sources of data, machine learning projects are not likely to be 
engaged in by smaller organizations. In the HR context, perhaps the most significant usage 
of new data sources and machine learning has been in the screening of applicants through 
social media sources (Angrave et  al., 2016; Marler & Boudreau, 2017). Many firms use 
Linked-In, Twitter, and other sources to find new employees, but machine learning acceler-
ates that process by finding those who might be “ideal” applicants through pattern recogni-
tion. For example, DeepSense is an artificial intelligence service that develops personality 
profiles of potential employees based on social media profiles (Thibodeaux, 2017).

Moreover, emerging data sources will dramatically increase the possibilities for machine 
learning and likely will have significant application to the HR context. Two of these 
sources are video analytics and the “Internet of Things.” Digitalized video has been avail-
able for many years, with cameras tracking many aspects of life, but the capacity to analyze 
video for specific patterns has accelerated in the last few years. A well-known consumer 
example is the use of facial recognition as the default security screen in the Apple iPhone 
X. But vendors including Hewlett Packard, IBM, and Google now sell specialized soft-
ware that can analyze video from social media and YouTube pages (Hewlett Packard Enter-
prises, 2016; IBM, 2015; Pande, 2017). While most of this software is currently focused on 
marketing applications to determine customer acceptance of specific products and services, 
it is not difficult to extrapolate a usage of video analytics for training and development pur-
poses. For example, the CEO of Starbucks has acknowledged that the firm is actively using 
machine learning for menu and service decisions (CNBC, 2019). In turn, Starbucks could 
use video to determine specific instances where employees are “serving customers with a 
smile” and determine how to replicate those behaviors in other locations. Moreover, HR 
could assess through video analytics whether specific incentives or training programs are 
associated with particularly exceptional service, or whether other factors—such as turnover 
of key employees (Call et al., 2015a; Nyberg & Ployhart, 2013)—make exceptional service 
a rarity in certain locations.

The Internet of Things will also dramatically increase the availability of data. The Inter-
net of Things concept refers to the fact that many products, such as automobiles, refrigera-
tors, and washing machines, now include sensors that transmit data about their status, and 
soon these sensors will be able to communicate with each other (Krotov, 2017; Porter & 
Heppelmann, 2014; Saarikko et al., 2017). A classic example of sensors transmitting their 
status is Radio Frequency Identification (RFID) chips that enable package delivery track-
ing. While early versions of these systems have been available in the automobile industry 
for years, as the technology infrastructure improves to be able to handle vastly increased 
data transmission (including full implementation of “5G”) from all of these embedded sen-
sors collectively, IT managers will be able to network these sensors together with other 
information systems to not only determine the status of packages but also give operational 
and strategic input to decision-makers. For example, if sensor data from a significant num-
ber of products indicates product failures, then these failures can be traced back to the 
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particular factories that created the products, and even to the individual employees who 
produced the defective ones.

In turn, the Internet of Things significantly increases HR capabilities to analyze the 
effectiveness of a firm’s human resources (Hamilton & Sodeman, 2020). For example, 
machine-learning software could analyze social media posts to search for patterns of dis-
satisfaction with company products in certain geographic regions. Other software could 
then evaluate sensor feedback to determine if there are operational concerns with those 
products (Saarikko et al., 2017), such as problems in the particular plants that make prod-
ucts sold in a geographic region. In turn, turnover data could be analyzed to determine if 
turnover (e.g., of “star” employees) in those plants (Call et  al., 2015a, b) contributed to 
the plants’ manufacturing of lower quality products, resulting in poor recommendations 
in social media. Alternatively, HR could determine if there had been training lapses, labor 
issues, manager changes, or other potential causes of lower quality products in those plants. 
Thus, the use of machine learning in conjunction with technologies such as the Internet of 
Things has the potential to connect and combine disparate data sources related to market-
ing, operations, and HR functions (as well as other functional areas within the firm value 
chain) to discover, resolve, predict, and prevent organizational problems (see Table 1).

Some hurdles remain in order for HR to use these new data sources effectively, includ-
ing comprehension by HR managers of the firm value chain and key differentiating oper-
ational capabilities (such as quality manufacturing or exceptional customer service); the 
capacity to appropriately research and conduct relevant statistical analyses; the ability of 
senior HR managers to understand firm data sources and data architecture; and the ability 
of HR to develop strong relationships with firm stakeholders, such as IT, marketing, or pro-
duction, especially since many important data sources will be beyond the traditional pur-
view or control of HR (Hamilton & Sodeman, 2020; McIver et al., 2018). Some of these 
concerns are beyond the scope of this paper but have been discussed previously (Angrave 
et al., 2016; Hamilton & Sodeman, 2020; Levenson, 2018; Marler & Boudreau, 2017; Min-
baeva, 2018; Tomczak et al., 2018).

But less discussed is the fact that any of these potential workplace improvements to be 
gained through machine learning could easily be engulfed by significant legal and ethical 
concerns that can arise through the use of this technology. For example, there have been a 

Table 1   Potential data sources 
for machine learning in HR

Data source Examples of data obtained from the source

Video Employee facial expressions
Customer facial expressions
Employee physical behaviors/movements

Product sensors Product location
Product defects

Social media Customer complaints
Customer personality
Customer use/misuse of products
Employee attitudes

Operations Equipment failures
Change in suppliers

HR Turnover
Training
Manager changes

Marketing/Sales Customer satisfaction surveys
Sales dollars
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number of concerns raised with using video for facial recognition technologies, especially 
given that these technologies tend to be considerably less accurate for people of color, and 
as a result law enforcement has been criticized for using machine learning to apprehend 
suspects. (Dethlefsen, 2019; Stewart, 2019). Use of facial recognition technology for work-
related purposes could face comparable issues (e.g., concerns about being able to accu-
rately recognize “service with a smile” across different racial/ethnic groups). Another con-
cern is that the Internet of Things may be vulnerable to cyberattack and resulting possible 
manipulation of the data (Stone, 2020), which might call into question employment-related 
decisions made on the basis of that data. Thus, effectively using machine learning for HR 
purposes hinges on both the accuracy and appropriateness of the data sources as well as the 
potential uses of the data.

In this paper, our focus is on some of the challenges that HR managers will face in 
the machine learning era. First, we discuss below some of the key legal criteria that could 
impact machine learning projects. We then discuss two of the major ethical concerns that 
will likely result from the implementation of machine learning, followed by practical 
suggestions.

HR Legal Issues Impacting Machine Learning

Although machine learning has the potential to improve organizational efficiency and 
effectiveness, the importance of ensuring the appropriate treatment of employees during 
the machine learning process cannot be emphasized enough. The most significant legal 
concern would be the inadvertent violation of employment discrimination laws, such as 
the US equal employment opportunity (EEO) laws (e.g., Title VII of the Civil Rights Act 
of 1964, Americans with Disabilities Act, Age Discrimination in Employment Act), the 
Canadian Human Rights Act, and European Union regulations such as the Employment 
Equality Framework Directive (see Table 2).

Obviously, if machine learning algorithms predicted that firm performance would 
improve if all minorities of a certain race/ethnicity were fired, we hope that the vast 

Table 2   Examples of potential legal and ethical concerns

Examples of Legal Concerns Impact
US Employment discrimination laws (Title VII, 

ADA, ADEA)
Adverse impact; perpetuating historic discriminatory 

patterns
Fair Credit Reporting Act (FCRA) Data sets and resulting analytics not in compliance
Health Insurance Portability AND Accountability 

Act (HIPAA)
Data sets and resulting analytics not in compliance

General Data Privacy Regulation (GDPR) Employee consent and privacy by design required; 
some analyses (such as employee surveillance) may 
not be feasible; “right to be forgotten” could impact 
analyses

Examples of Ethical Concerns Impact
Privacy Feelings of “intrusion” if disclosure not sought or 

analytics violate personal space; possible counter-
productive behaviors

Organizational justice Inappropriate processes or unexpected outcomes 
(even if accurate) could generate employee feelings 
of injustice
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majority of HR managers would reject the conclusion as spurious as well as illegal. 
Such an example of disparate treatment on the part of the software would be obviously 
wrong to HR. However, disparate (adverse) impact discrimination issues are likely 
to be less apparent and may serve to exacerbate previous discriminatory patterns. For 
example, suppose that a machine learning algorithm determines that breaks in previous 
employment records are related to absenteeism or turnover. This might seem to be a rea-
sonable basis on which to reject an applicant, but it is likely to have an adverse impact 
on women, given that women tend to have more fragmented careers (e.g., for childrear-
ing, but also for other issues; see Zimmerman & Clark, 2016).

Beyond adverse impact, machine learning could perpetuate past discrimination in 
more subtle ways, even if protected class status were not explicitly included in the anal-
ysis. For example, suppose that a particular group of employees are identified through 
machine learning as “stars” based on their historical and current performance. Machine 
learning might be used to create a profile of the experiences, background, and other 
characteristics that are common among these stars. The organization then would then 
use this profile to determine which other employees should receive training in order 
to develop them into future stars. But if subtle forms of discrimination had been toler-
ated by the organizational culture in the past (e.g., certain races or ethnicities had been 
excluded from training by prejudicial supervisors), the machine learning might inad-
vertently perpetuate such discrimination. In this case, the machine might “learn” that 
only members of certain races or ethnicities became stars in the past, and it would be 
technically correct (that is, the identification of current stars is not spurious but accu-
rate), but in trying to identify future stars, machine learning might create an algorithm 
that includes this implicit prejudice. In other words, human biases led to the identifica-
tion of organizational stars who had a certain pattern of characteristics; the machine 
learning would attempt to replicate this pattern, and in doing so would replicate these 
implicit biases. In this case, the machine learning algorithm would result in adverse 
impact, based on historical disparate treatment.

Such bias can be inadvertently built into the algorithms without explicitly including pro-
tected class status. To continue with the above example, HR or payroll databases will likely 
include the employee’s zip code, yet in many cities different zip codes will have different 
distributions of races and ethnicities. As part of the machine learning analysis of past star 
data, the software learns to associate certain zip codes with development into stars and 
embeds zip code as a predictor of stardom, perpetuating discrimination. A similar scenario 
could occur for age discrimination. For example, suppose that supervisors have been reluc-
tant to provide training to older employees, assuming that “you can’t teach an old dog new 
tricks” or that training is wasted on older individuals who will be close to retirement. The 
algorithms that are created could reflect that prejudice, for example, where machine learn-
ing finds a significant (negative) relationship between organizational tenure and “stardom” 
because no employees over a certain age have been given the opportunity to become stars.

In a real-world example, in 2018 it was publicly reported (Reuters, 2018) that in 2015 
Amazon’s attempt at using machine learning to screen applicants failed because the 
machine-learning process screened out female applicants. The machine learning software 
learned to reject resumes that included items such as “women’s chess club captain” and 
focused on applications that included such words as “captured” or “executed” (words more 
likely to be on male resumes), simply because those were the words on previous applica-
tions of successful hires, since Amazon had hired mostly males in the past. The attempt to 
have machine-learning processes be a primary screening mechanism without human inter-
vention was reportedly abandoned (Reuters, 2018).
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Even more insidious would be the use of machine learning to formalize a kind of dispa-
rate treatment. Barocas and Selbst (2016) describe the possibility of “masking” by decision 
makers, in which they intentionally bias data collection or analysis, so as to ensure that 
the algorithms produced by the machine learning are unfavorable to certain protected class 
subgroups. That is, the decision-makers have introduced adverse impact into the machine 
learning process but have done so in an intentional manner that is difficult to detect. In this 
case, masking is a pretext for disparate treatment (Barocas & Selbst, 2016). For example, 
imagine that a manager desires to discriminate against individuals with disabilities. Obvi-
ously, introducing a code for disability into the analysis would be a red flag for discrimina-
tion. The manager instead ensures that the cost of equipment for employees is part of the 
data analyzed, a proxy that would probably not be a red flag for organizational leaders. 
However, accommodations for individuals with disabilities might necessitate their hav-
ing higher equipment costs. In turn, the machine learning would determine that the profit 
returned per employee would be less for those with higher equipment costs, and those with 
high equipment costs should be terminated. In this scenario, the supervisor has engaged 
in intentional discrimination against disabled individuals but masked it with a proxy that 
appears reasonable to decision-makers.

Beyond the US EEO laws noted above, other laws will be relevant to machine learning 
issues. In the US these include the Fair Credit Reporting Act (FCRA) and Health Insurance 
Portability and Accountability Act (HIPAA). These laws were not originally intended to 
apply to machine learning or to workforce analysis processes in general. However, for sev-
eral years researchers have suggested that FCRA applies to organizations using the Internet 
to assist the screening process (Black et al., 2015; Davison et al., 2012). In 2016, the Fed-
eral Trade Commission ruled that credit information cannot be used in a way that would 
create adverse impact and also determined that material information must be provided to 
those whose data are analyzed (Federal Trade Commission, 2016). Since some HR data 
sets are originally sourced from third parties, it is conceivable that credit information could 
be mixed in with the data (Federal Trade Commission, 2016). Similarly, any employee data 
that might include health information (which could include a significant amount of HR 
data related to benefits or absences) is likely to be governed by HIPAA. Health insurance 
data, even if generated internally, cannot legally be used in the US for any non-health-
related purpose. This implies that to be legal, data must be stripped of identifying health or 
credit information before it is analyzed (Cohen & Mello, 2018). At the very least, this fact 
would complicate using some datasets for evaluation of workforce performance.

In the EU, the General Data Protection Regulation (GDPR) covers any data that is pro-
cessed in Europe (input, queried, transmitted, distributed, or stored), even if non-European 
firms or non-European employees are involved (European Commission, 2018). For years, 
in organizations based in Europe or in cases where employment applicants are from Euro-
pean countries, consent from data subjects has normally been required before personal data 
is analyzed (Davison et al., 2012). Under GDPR, the data subject is required to have access 
to that data at any time, which could complicate machine-learning processes. For exam-
ple, the GDPR’s “right to be forgotten” (European Commission, 2018, p. 11) could impact 
machine learning in locations where there has been high turnover and exiting employees 
ask for their data to be removed. If there are disputes between employer and employee, 
the GDPR has a specific bias toward individual rights: “an individual can ask to have the 
processing of their personal data restricted while it is determined whether or not your legit-
imate interest overrides their interest” (European Commission, 2018, p. 12). Moreover, 
as machine learning technologies mature and create automated decisions (regarding, for 
example, bonuses or promotions), the GDPR expressly gives the right to challenge those 
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decisions (European Commission, 2018, p. 12). Under the GDPR, data scientists and data 
architects are required to have more stringent preparation for the analysis as GDPR requires 
“data protection by design and by default” such that no analysis can be conducted that 
might infringe on an employee’s data rights (European Commission, 2018, p. 14). It is not 
completely clear what impact GDPR would have regarding product-tracking sensor data 
that can be traced back to employees who make products but that does not actually track 
the employees’ actions. However, we believe that GDPR would be likely to apply to such 
situations.1

Given the various laws relevant to machine learning in the HR context, it is clear that 
while machine learning offers many useful possibilities for organizations to enhance pro-
ductivity, such endeavors cannot be left solely to data scientists, who may be unfamiliar 
with the various laws that are relevant to personnel decisions. Moreover, data scientists 
may be unfamiliar with principles of sound HR practice. For example, in terms of hiring, 
the Uniform Guidelines on Employee Selection Procedures (UGESP; Equal Employment 
Opportunity Commission, 1978) address issues of adverse impact and validation proce-
dures; although the UGESP do not have the force of law, they are given great deference 
by the courts. Senior HR managers must be in on the ground floor of the data selection 
process and must guide conversations to determine what data to include from a theoretical 
perspective. HR must also offer guidance to data scientists to be sensitive to analyses that 
would aggravate possible discriminatory patterns or confirm implicit biases (such as in the 
earlier Amazon example).

Ethical Concerns Impacting Machine Learning for HR

In the previous section we addressed legal issues surrounding machine learning in the HR 
context. In this section we address two significant ethical concerns. Even if a firm’s prac-
tice is legal, ethical concerns in the treatment of employees remain important to consider as 
HR is often seen as a guardian in ethics matters (Armstrong, 2016).

Privacy

Perhaps the most significant ethical concern regarding machine learning is a potential loss 
of privacy. Over a hundred years ago, US Supreme Court Justice Louis Brandeis defined 
privacy as the desire to be “left alone,” for “solitude and privacy have become more essen-
tial to the individual; but modern enterprise and invention have, through invasions of his 
[sic] privacy subjected him to mental pain and distress” (Warren & Brandeis, 1890, p. 
196).

Far more than Justice Brandeis could have imagined, machine learning allows for a 
potentially greater loss than ever of personal privacy through a great quantity of personal 
data and preferences being gathered, distributed, correlated, reviewed, and analyzed among 
multiple data sources. Data available from many public websites can be correlated with 
proprietary data, which in turn can be analyzed to predict outcomes such as customer pref-
erences. Thus, machine learning may find out more about us than we want organizations 

1  We should also note that the impact on GDPR from the withdrawal of the United Kingdom from the EU 
is not currently fully known, especially in the employment context.
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to know, especially in the US context. An infamous public example involved the retailer 
Target sending information about diapers to a teen after the machine learning concluded 
(apparently accurately!) from her purchase patterns that she was pregnant – supposedly 
before her own father knew (Duhigg, 2012).

We have placed our discussion of privacy in this section regarding ethical concerns since 
legal enforcement of privacy issues varies considerably. As discussed above, the GDPR is 
essentially a response by the EU to privacy concerns. However, in the US, no such broad 
right to privacy applies to employees. US public sector employees have some privacy pro-
tections under the Fourth Amendment to the Constitution. In California, a right to privacy 
is enshrined within the state constitution (California Constitution, Article 1, Sect. 1), and 
more than 10 US states have laws against employers requiring access to employees’ per-
sonal Internet or social media accounts (National Conference of State Legislatures, 2019). 
However, outside of these and a few other exceptions, private sector employees in the US 
have relatively limited legal privacy protections in the workplace. Even in the context of 
a few of the recent state laws on privacy, such as in the California Consumer Privacy Act 
of 2018, the Virginia Consumer Data Protection Act and the Maryland Personal Informa-
tion Protection Act, the statutes are more focused on consumer protection rather than on 
employee protection, thus differing from GDPR (Dobias, 2021; European Commission, 
2018; Frosh, 2021; Office of the Attorney General, 2021). Moreover, common law pri-
vacy protections (under tort law) may not apply to many machine learning initiatives. Gen-
erally, elements of a privacy violation claim involve an intentional intrusion into private 
affairs (Walsh, 2019). But under US law, private firms own their own data, not employees, 
and typical workplace actions are under the purview and guidance of the employer. Thus, 
unless specific discrimination laws are violated, an algorithm is not likely to legally be con-
sidered an “intruder.” Therefore, especially in the US, various invasive practices to collect 
data for machine learning purposes are likely to be legal in most situations.

Nonetheless, even if many machine learning practices are legal from a privacy perspec-
tive, HR managers should consider whether these practices might be perceived by employ-
ees as violations of privacy and unethical, and thus demotivating. For example, an MIT 
researcher as well as several consulting firms have used sensors in employee badges to 
“track” the behaviors of employees and then compare these behaviors with performance 
data (Peck, 2013), in order to determine what kinds of individual actions, activities, and 
collaborations between employees result in higher creativity and efficiency. Companies 
such as Humanyze, Wal-Mart, Microsoft, and Amazon have developed tracking systems 
that collect audio, geolocation, accelerometer, and other data from employees throughout 
their workday (Heath, 2016; Shell, 2018; Sheng, 2019). These systems can identify the 
most productive actions and knowledge-sharing activities by individuals and teammates, 
including identifying informal workgroups that have members across multiple locations 
(Shell, 2018). Tracking data can be used for real-time assessment of employee perfor-
mance, and when combined with other data sources, can be helpful for linking the job, 
product quality, and training. But from a privacy perspective, does the use of tracking sys-
tems violate employees’ desire to keep some of their actions private or, as Justice Brandeis 
might put it, do these systems inflict mental pain? For example, most employees might 
consider it to be an invasion of privacy for the employer to track how often they visited 
the restroom or water cooler during the day (and such an invasion of privacy might ulti-
mately lead to violation of the Americans with Disabilities Act by impacting individuals 
with certain medical conditions). For that matter, should an employer be given access to 
every conversation between employees? Privacy might also be jeopardized if, for exam-
ple, an employee is tracked going to meet with an ombudsperson or union representative. 
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Ultimately, tracking devices are likely to be perceived negatively by employees, who will 
see these as evidence of management’s distrust. Indeed, in some Amazon warehouses, 
these pervasive monitoring systems that fed machine learning-driven decision-making 
were perceived by employees as draconian and wearying (Spitznagel, 2019).

Moreover, as many HR functions move to mobile phone applications (i.e., “apps”) such 
as WorkBright, Namely, Halogen, TalentSpace, and Zenefits (Stringfellow, 2019), the 
potentially persistent nature of some of these apps (especially with regard to the phone’s 
GPS location-based services) has been called into question. For example, in 2019, using 
software from a location-based data services company, a New York Times investigative 
team was able to identify and track within minutes a Microsoft software engineer as he 
traveled to Amazon headquarters on several occasions to interview for, and eventually 
accept, a position with Amazon (Thompson & Warzel, 2019). While the manager was 
reportedly not entirely surprised about the ability of the apps to track him in this way, he 
also questioned whether the tradeoff between the app services provided and the loss of pri-
vacy was worth it (Thompson & Warzel, 2019).

Will similar data collection strategies in other organizations, from any data source, 
be considered “invasive surveillance,” and ultimately a de-motivator, negating any posi-
tive impact from machine learning? A 2019 Accenture poll found that 64% of employees 
are concerned about a possible eroding of their privacy (Sheng, 2019), and many could 
perceive these systems as creating a pervasive “Big Brother” environment. We would rec-
ommend that HR managers closely monitor the research processes of machine learning 
in the organization, being careful to caution against any data collection procedures that 
would seem to invade employees’ privacy. Data collection that is perceived as particularly 
invasive may result in counterproductive behaviors (Sackett, 2002) from some employees; 
some of these behaviors could include knowledge-hiding or knowledge-hoarding (Serenko 
& Bontis, 2016), which would be particularly difficult to detect. HR managers should also 
take seriously the recommendations of Guzzo et al. (2015), who suggest that informed con-
sent and privacy protections should be built into the data collection process, as well as 
Illingworth (2015), who suggests that the process should be based on “privacy through 
accountability” (2015, p. 569) in terms of allowing users (i.e., employees) to have control 
over how their data is utilized. Additionally, requiring informed consent from employees 
for machine learning projects will improve the climate of inclusiveness and transparency in 
the organization, which is related to the ethical concern of organizational justice.

Organizational Justice

John Rawls suggests that justice is the “first virtue of social organizations” (Rawls, 1971, 
p. 3). Similarly, Loi et  al. (2012) contend that organizational justice is a fundamental 
value and virtue in any organization, with justice being a base for the assumptions of how 
humans should be treated. The concept of organizational justice has been prominently dis-
cussed in the HR, ethics, and organizational behavior literature (Armstrong, 2016; Cohen-
Charash & Spector, 2001; Colquitt, 2001; Cropanzano & Stein, 2009; Konovsky, 2000; Loi 
et al., 2012; Rawls, 1971), with a focus typically on three primary forms of justice—dis-
tributive, procedural, and interactional. Distributive justice deals with the fairness of the 
outcomes of organizational decisions and has been linked to Aristotle’s law of proportions 
(i.e., that fairness can be judged by comparing ratios of one’s contributions and another’s 
contributions to their respective rewards; see Adams, 1963; Cropanzano & Stein, 2009).
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In contrast, procedural justice refers to the fairness of the processes by which decisions 
are made and can be seen as a form of Kantian deontological ethics, insofar as the actions 
of decision makers should be judged based not on the outcomes of the process, but on the 
rightness or wrongness of the actions, or internal standards and convictions (see Cropan-
zano & Stein, 2009). Justice in HR processes such as selection, performance appraisal, and 
compensation may help give employees “voice” as stakeholders, which in turn gives them 
feelings of value and control over their situations (Cropanzano & Stein, 2009; Konovsky, 
2000; Loi et  al., 2012). Finally, interactional justice, the fairness of personal treatment, 
includes two sub-categories: interpersonal justice (treating others with respect and sensitiv-
ity) and informational justice (communicating explanations for decisions; Bies & Moag, 
1986; Colquitt, 2001). Although interactional justice is typically viewed as separate from 
procedural justice, some scholars have treated it as part of procedural justice, and it does 
share procedural justice’s deontological focus on the ethicality of the actions or behaviors 
of decision-makers, rather than on the outcomes.

The use of machine learning in organizations has the potential to be unethical inso-
far as it might violate any of these categories of justice. First, since machine learning 
involves software that makes decisions about data, presumably without human interven-
tion, it is possible for that software to violate procedural justice principles. Fair proce-
dures include aspects such as consistent application of rules, accurate use of informa-
tion, providing the opportunity to be heard, and safeguarding against biases (Greenberg, 
2011). One of the advantages of using machine learning algorithms appears to be the 
consistent application of rules, insofar as the presumably unbiased computer determines 
the result, not a potentially biased human. However, this assumes that the inputs are 
accurate and unbiased, for as the old computer adage goes, “garbage in, garbage out.” 
Indeed, as McAbee et al. (2017, p. 284) have noted: “Someone must decide what data 
to collect…and…someone must then analyze and interpret the data” (italics in origi-
nal). Thus, a human is ultimately responsible for the fairness of the process, and this is 
where we see the role of HR to be crucial. Even if the data input into the analytics is 
technically accurate, it could be deficient (i.e., not presenting the whole picture of per-
formance, such as sales dollar figures that ignore customer retention), or contaminated 
(i.e., affected by other factors beyond the employee’s control, such as sales territory). To 
protect procedural justice, HR should particularly safeguard against biases and ensure 
that accurate employee information is used. HR should also provide for an opportunity 
for employees to be heard (e.g., an appeals process for any employment decisions made 
based on algorithms). Decisions directly made by algorithms without an allowance for 
employee “voice” (Cropanzano & Stein, 2009; Konovsky, 2000; Loi et  al., 2012) are 
very likely to be perceived as unfair and intruding on employee rights while eliminating 
employees’ sense of control.

However, even if an appropriate process is used, it is also possible for considerable 
employee backlash to occur regarding unfavorable distributive justice. That is, even 
if technically accurate, the results of machine learning analytics are likely to change 
perceptions about who are good performers, since current appraisals are often based 
on subjective judgments, while analytics may be based on hard data from sensors or 
other real-time measures. Some employees may therefore believe they are being unfairly 
treated through analytics (e.g., they might assume the data to be deficient or contam-
inated), if they perceive that their contributions are greater than the algorithms con-
clude. But sometimes the outcomes will not be perceived to be fair even when the data 
and conclusions are accurate, as, for example, when the algorithms correctly determine 
that employees who were previously considered strong performers are actually not the 
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strongest performers. When there is employee pushback regarding less desirable out-
comes as a result of accurate conclusions from machine learning, HR managers should 
demonstrate care and compassion.

Related to that, the two forms of interactional justice, interpersonal and informational 
justice, will be relevant. Interpersonal justice would involve actively displaying concern 
for individuals and providing a rationale face-to-face for any decisions derived from 
machine learning (rather than simply defaulting to “well, since the computer says so, we 
can’t do anything about this!” or notifying employees about a negative machine learning 
decision via an impersonal medium such as e-mail). Informational justice would include 
informing employees up front about the machine learning evaluation process, including 
which data sources might be used for the evaluation, as well as clearly discussing why 
any changes are being implemented as a result of the machine learning process. Thus, 
ensuring informational justice in machine learning should involve transparency, which 
is often lacking in machine learning, leading to its being perceived as a “black box.” 
(We discuss the implications of the “black box” nature of machine learning in greater 
detail in the next section).

Taking all of these aspects of justice together, HR’s role to ensure fairness should also 
involve procedures for seeking employee input into the analytic process, communicating 
with employees about the use of analytics in decision-making, ensuring the decisions made 
based on the analytics are appropriate and just, and doing all of this in a respectful and 
sensitive manner. Given the legal and ethical concerns we have outlined, we discuss below 
some practical implications and specific guidance for HR managers as they navigate this 
emerging field of machine learning.

Practical Implications

HR has important responsibilities in terms of reducing firms’ exposure to litigation, as 
well as the ethical responsibilities of the profession for promoting fairness and justice 
(e.g., SHRM, 2014). Given these responsibilities, it is crucial that HR take a lead in terms 
of addressing the legal and ethical issues inherent in machine learning when applied to 
employment contexts. (See Table 3 for an example of a process). In particular, an impor-
tant theme of this paper is that while complex analyses of variables may be performed 
(i.e., are possible thanks to machine learning), it does not mean they are legally or ethically 
appropriate.

Minimizing Legal Exposure

As discussed above, there are multiple ways in which machine learning can potentially 
violate US as well as international laws. In order to avoid running afoul of these laws, it 
is imperative for HR to not only develop skills in understanding data analytics but also 
to partner with data scientists from the very earliest stages of machine learning projects. 
Essentially, HR needs to know what variables are included in the datasets, and if possible, 
what variables used in the algorithms are being built via machine learning. Below we dis-
cuss how this partnership can help prevent violations of the various laws discussed earlier.

First, the EEO laws prohibit discrimination in terms of both disparate treatment and dis-
parate impact. Unless intentionally used for enhancing diversity and inclusion initiatives, 
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Table 3   Process for legal & ethical use of Machine Learning (ML) in HRM

Stages in the Process Steps to follow / Decisions to make

Stage 1: Determine Purpose of Using ML for HRM 
Purposes

• Work with organizational leadership to determine 
the relevant outcomes (turnover, performance, etc.) 
to be predicted by ML

• Ensure these outcomes are of strategic importance 
to the organization

Stage 2: Determine the Proposed Data Collection 
Process

• Partner with data scientists within and/or outside 
the organization

  ○ Identify possible sources of data (internal 
databases, new data collection initiatives such as 
employee tracking, etc.)

• Examine the data sources and data collection initia-
tives for legal and ethical concerns

  ○ Consult a demographically diverse team to 
review these sources/initiatives

  ○ Consider bringing in outside experts to examine 
potential for biases

  ○ Identify specific variables to exclude
    ■ Protected class variables
    ■ Credit or health-related data
    ■ Variables that might result in disparate impact
    ■ Variables that are potentially invasions of 

privacy
    ■ Variables that potentially create justice issues
• Review with the data scientists and organizational 

leadership what variables must be omitted from 
analyses and why

Stage 3: Communicate with Employees About the 
Proposed Process

• Organizational leaders, HR representatives, data 
scientists, and members of review teams should be 
involved in the communications

  ○ Explain the rationales for using ML in terms of 
how it will help them and the organization

  ○ Explain the process that was followed to ensure 
legality and protect employees’ privacy

  ○ Explain other safeguards to protect the security 
of their data and opportunities for appeals

• Where possible, informed consent should be 
obtained from individual employees, especially for 
sensitive data
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HR professionals should insist that no explicit protected class variables (e.g., race, sex, age, 
etc.) are included in the datasets, even if they were to be predictive of relevant outcomes. 
Beyond these, there are other variables that might lead to disparate impact (e.g., zip codes, 
marital status, number of dependents), and it would be wise to explicitly exclude some of 
the more commonly problematic variables. Variables pertaining to credit or health, which 
might be in certain HR databases, also should be removed for FRCA and HIPAA consider-
ations. In addition to the involvement of senior HR managers, employees from various job 
categories, demographic groups, and legal representatives, as well as union representatives 
when applicable, could be consulted to evaluate the variables that are included in the data-
sets. Outside experts (e.g., in the field of AI and ethics or diversity and inclusion) might 
also be consulted at this stage, to assess the possible impact of the algorithms. We realize 
that given the large number of potential variables being combined in the algorithms, such 
a detailed level of attention to every variable might not be considered feasible by organiza-
tions, but we believe it is important to take such steps to ensure legal compliance.

The end results (e.g., recommendations as to employment-related actions) of the 
machine learning algorithms also should be examined for adverse impact across vari-
ous protected class subgroups. We would also suggest that adverse impact be examined 
for other combinations of protected classes (e.g., race by sex combinations, such as white 
males compared to black males, or women with children compared to men with children); 
even if such comparisons are not typically part of disparate impact analyses, these could be 
indicative of discrimination (e.g., sex-plus discrimination).

Moreover, when disparate impact is found, it would be advisable to identify the particu-
lar variable or combinations of variables that are causing it and remove those from the data-
set, then re-evaluate both the prediction and disparate impact using the modified algorithm. 

Table 3   (continued)

Stages in the Process Steps to follow / Decisions to make

Stage 4: Review the Results after the Algorithm Has 
Been Developed

• Examine the algorithms for possible bias across 
protected class subgroups

• Examine any recommended employment decisions 
for discrimination (e.g., adverse impact) across 
protected class subgroups

  ○ Examine impact on other relevant groups that 
may not have protected class status (e.g., veterans, 
younger employees, employees with children)

• If bias or adverse impact is found:
  ○ Attempt to identify the source of bias or dis-

crimination and remove the problematic variable(s) 
if possible

    ■ Re-evaluate the modified algorithm for predic-
tive validity and disparate impact

  ○ If it is not possible to identify the source of bias 
or discrimination, reconsider using the algorithm in 
light of evolving legal guidance

• Provide an appeals process for other employees 
who are affected by the algorithm’s recommenda-
tions

  ○ Compare other sources of information (e.g., 
supervisor and coworker input) that may contradict 
the algorithm’s recommendations

  ○ Ensure that the process is perceived to maintain 
justice
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However, we recognize that it may not be possible to identify the offending variables in 
many cases. Although there is a trend toward developing machine learning algorithms that 
are more transparent (i.e., explainable machine learning; Defense Advanced Research Pro-
jects Agency, 2020) in terms of the outcomes of the machine learning process, in many 
cases HR may be faced with the problem of machine learning being a “black box.” In other 
words, the algorithm may provide an employment decision about an applicant or employee, 
but the logic path may not be apparent to the user (Card, 2017). This is certainly troubling 
from a legal as well as an ethical perspective, as the employer cannot readily point to a par-
ticular reason why the decision was made.

Related to this, while discussion of the technical properties of machine learning soft-
ware are beyond the scope of this paper, we should also caution that a particular type of 
machine learning, termed “unsupervised learning,” may be especially susceptible to the 
concerns we have outlined. In unsupervised learning, the software discovers the variables 
that are being used to train the algorithm, rather than a priori by data scientists, so vari-
ables that promote adverse impact might inadvertently become part of the resulting algo-
rithm. Particular caution should be used when the machine learning software is using so-
called “deep learning” processes which layer the data analyses (IBM, 2020; Mathworks, 
2020a, b). We urge HR managers at the very minimum to be aware of and monitor machine 
learning projects that use unsupervised or deep learning structures.2

The problem of the black box becomes particularly concerning when disparate impact 
is present. It is important to note that under US EEO law, a plaintiff who challenges a 
selection practice for disparate impact is required to identify the particular practice that is 
causing the disparate impact. However, in machine learning (and especially in deep learn-
ing) it may not be possible to identify any one variable that leads to the disparate impact, 
but instead there can be a convoluted collection of variables combined in various linear and 
nonlinear ways that results in disparate impact. For example, in the Amazon case cited ear-
lier, Amazon reportedly did not include variables designating sex, but the algorithm inter-
preted that when activities typically engaged in by women were part of a resume, those 
candidates were excluded (Reuters, 2018). Although an employer may be able to assert 
the validity of the algorithm as a defense to adverse impact, the legal defensibility of using 
algorithms in HR is an evolving area. These points clearly argue for the importance of only 
including variables that have a reasonable degree of job relevance in order to comply with 
the spirit of the law.

Finally, the algorithms should be examined for other forms of bias, such as differential 
validity and differential prediction (see Berry, 2015, for a convenient summary of various 
forms of test bias, which may also apply to machine learning). Differential validity occurs 
when a predictor is less valid for one subgroup relative to another, whereas differential 
prediction occurs when the equations (e.g., the algorithms) are different for different sub-
groups. It is possible that an algorithm developed on training data may be biased (e.g., 
have differential validity) when applied to a new dataset, particularly when one subgroup is 
underrepresented in the training data (e.g., as in the Amazon case discussed earlier).

In sum, when considering the lack of transparency in the black box of machine learn-
ing, care must be taken by HR on the front end and back end of the process to ensure legal 
defensibility and fairness. In other words, HR should oversee the process in a way that 

2  Since the field of machine learning is rapidly progressing, and given that a technical discussion of 
machine learning issues is beyond the scope of this paper, we refer the reader to IBM (2020), Mathworks 
(2020a, b), and RSIP Vision (2021) for a basic overview of these concerns.
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ensures that (1) training datasets are as representative of various protected classes as pos-
sible, (2) only job relevant, non-discriminatory variables are input into the algorithms, and 
(3) algorithms do not have bias or discriminatory effects in the outcome.

Upholding Ethical Principles

To address the ethical issues inherent in machine learning, HR must also forge a strong 
relationship with the employees it serves to protect. With regard to the ethical concerns we 
are exploring in this paper, this relationship should be built on the principles of privacy and 
justice, with a particular focus on ensuring that employees are provided with protections 
from harm as well as justifications for the use of their data.

As mentioned earlier, in the EU, the GDPR provides privacy rights to individuals with 
respect to their data. Given the global nature of many organizations, some organizations 
may already have to comply with the GDPR’s privacy regulations. But, even if an organi-
zation is not under the GDPR’s purview, it would be advantageous to provide employees 
with the same kinds of privacy rights, so they will perceive that they are part of an ethical 
organization. A likely starting point for HR would be to examine the data collection pro-
cesses to determine whether the processes might be considered invasive. Given that there 
are a variety of criteria or situations where different employees might feel their privacy is 
invaded, it would not be sufficient for an HR professional to unilaterally determine where 
privacy is violated (e.g., “I don’t mind wearing a tracking device, so it should be fine with 
others”). One possible vehicle for determining whether a machine learning process violates 
privacy would be to convene a privacy panel consisting of representatives from various 
employee groups (including those who would be affected by the practice), as well as legal 
advisors and union representatives when the machine learning process involves especially 
controversial areas. The panel should also be diverse in demographics, as different groups 
may have different ideas of what is acceptable and what is not. Such a panel might also 
consider the databases that will be included in the analysis and determine whether the use 
of those might constitute unethical invasions of privacy (even if their use is legal).

Additionally, HR professionals should follow the various principles of justice described 
earlier, particularly in focusing on procedural and interactional justice. Using panels of 
employees as described above to review data collection practices and database choices as 
well as to review individual variables in the algorithms would be helpful for safeguard-
ing against biases and ensure that accurate information is used, which would be impor-
tant for procedural justice. Moreover, including representatives from the various employee 
groups will provide a degree of voice in the process for those affected by the algorithms. 
To ensure both procedural and distributive justice, an appeals process will be essential. For 
an employee who faces a negative employment decision based on an algorithm, a fair hear-
ing is essential, ideally by a disinterested party or parties. (Note that HR would not typi-
cally be perceived as a disinterested party in this situation.) A lack of an appeals process 
that is perceived to be fair could result in significant employee dissatisfaction, given that a 
negative employment outcome generated by machine learning processes is likely to be seen 
as highly arbitrary and quite literally “inhuman.” That is, a procedural justice perspective 
would likely require human oversight of machine learning.

Perhaps most important, however, is the need for HR to communicate with employees in 
an interpersonally sensitive manner and to provide information at all stages of the process. 
First, the rationale for using machine learning should be clearly explained to employees 
in terms of how it will benefit them and the organization. The reasons for using certain 
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databases or variables should be addressed, as well as safeguards implemented to protect 
their privacy and the appeals process. These messages may come from HR but also should 
be reinforced by employee representatives from the panels suggested earlier. Where possi-
ble, informed consent should be obtained from individual employees, especially for sensi-
tive data. All of these steps should serve to insert a human dimension into what could be 
perceived as an often-dehumanizing process. As much as possible, HR managers should 
ensure that machine learning projects are used as an instrument of improvement not only 
for the organization but also for the employees, in a non-judgmental way. For example, if 
machine learning projects are used as a method of “continuous improvement” and creat-
ing opportunities for advancement, promotion, and higher remuneration, they will be much 
more likely to be accepted than if they are used as a method to cut bonuses or downsize the 
organization.

Ensuring Appropriate Data Management

Undergirding all of this discussion is the basic requirement for HR managers to be famil-
iar with data sources used for employee-targeted machine learning projects. Given how 
machine learning projects are implemented, it is no longer feasible for HR to simply rely 
on operations managers, IT personnel, or software vendors to be in charge of evaluating the 
appropriateness of data. HR managers must have a basic awareness of how given data sets 
might be legally or ethically inappropriate.

For example, with regard to video data, there is a large body of evidence that machine 
learning applications tend to discriminate against people of color (Dethlefsen, 2019; Stew-
art, 2019). That is partly because the machine learning training data often contain far more 
“white” faces, such that faces of color are inappropriately excluded or singled out. Until 
software is created that overcomes this limitation, or people of color are included more 
in a more representative manner in the training datasets, it is not a good idea for projects 
involving video analytics to have an end-goal of evaluating individual performance, espe-
cially where there are negative consequences. As previously mentioned, machine learn-
ing projects focused on encouraging positive actions for emulation (e.g., “service with a 
smile”) which do not have negative consequences for individuals’ employment, are the 
types of projects that are likely most appropriate in the current context.

Similarly, while the Internet of Things does not have as obvious a discriminatory com-
ponent as video data, it is also true that collection of sensor data might be particularly sen-
sitive to issues of missing data (e.g., when the sensor can’t transmit back to headquarters), 
which would skew the results. Additionally, this kind of data might be susceptible to cyber-
attack with resulting manipulation, changing, or corruption of the data. Other concerns 
with the Internet of Things may arise as it becomes more prevalent. From that perspective, 
the Internet of Things is a good example of how HR managers will have to keep up with 
implications for further new machine learning data sources.

Conclusion – Guidelines for Using Machine Learning for HR

A central theme of the legal and ethical issues with respect to machine learning addressed 
here is that there must be transparency and care by the employer and consent by those 
employed (Guzzo et  al., 2015; Illingworth, 2015). A machine learning project is more 
likely to be legally compliant and perceived as ethically appropriate if employees are 
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included as stakeholders in the process. Employers (including HR) must communicate with 
employees about the purpose and means of data collection; ensure to the extent possible 
that the data collected are accurate, securely maintained, and used in a non-discriminatory 
manner; and obtain employee consent prior to data collection. Moreover, employees may 
be more likely to consent to the use of their data if employers clarify how machine learn-
ing will improve how the firm is functioning and help diagnose performance problems. 
Here the employer should make explicit the connection from the externally measured data 
(e.g., output, product, or customer response data) to the employees’ behaviors on the job, to 
individual and firm performance, and ultimately to enhanced employee learning, compen-
sation, and other rewards (Tomczak et al., 2018). Such lines-of-sight can enable employees 
to gain a better perspective on the value of their work and how machine learning facilitates 
their development and success. We also contend that using data sources to track the actual 
output of employees would be less controversial and more likely to be accepted by most 
employees than tracking every employee movement. Finally, machine learning outcomes 
can assist in firm change processes insofar as they constitute an evidence-based practice 
that can enable a reasoned approach to change (McIver et  al., 2018). Thus, if legal and 
ethical concerns and employee rights are addressed, rather than producing a dystopian 
dread, machine learning can instead serve as a catalyst toward a more just and harmonious 
workplace.
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