
ORIGINAL RESEARCH

Erkenntnis
https://doi.org/10.1007/s10670-024-00831-6

Abstract
Structural representations are likely the most talked about representational posits 
in the contemporary debate over cognitive representations. Indeed, the debate sur-
rounding them is so vast virtually every claim about them has been made. Some, 
for instance, claimed structural representations are different from indicators. Others 
argued they are the same. Some claimed structural representations mesh perfectly 
with mechanistic explanations, others argued they can’t in principle mash. Some 
claimed structural representations are central to predictive processing accounts of 
cognition, others rebuked predictive processing networks are blissfully structural 
representation free. And so forth. Here, I suggest this confusing state of affairs is 
due to the fact that the term “structural representations” is applied to a number of 
distinct conceptions of representations. In this paper, I distinguish four such con-
ceptions, argue that these four conceptions are actually distinct, and then show that 
such a fourfold distinction can be used to clarify some of the most pressing ques-
tions concerning structural representations and their role in cognitive theorizing, 
making these questions more easily answerable.

Keywords  Structural representations · Indicator representations · Structural 
similarity · Simulations

1  Introduction

The field of cognitive representations - that is, the sub-personal explanation working 
as explanantia in cognitive scientific theories - blooms with structural representa-
tions. But what are these? My younger self would have promptly responded that 
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“they are representational vehicles that stand-in-for their targets by reproducing the 
targets’ inner structure - so that each resembles the target it represents in its inner 
relational structure. Go read Gładziejewski (2015, 2016).”

As it often happens, I now look back at my younger self and cringe at his naive 
answer. The debate over structural representations is way more articulate than that 
simplistic answer indicates. Consider, for example, what sorts of cognitive archi-
tectures host structural representations. “Classical” rule-and-representations-based 
architectures surely do - as Ramsey (2007) and Cummins (1989) persuasively 
argued… unless “classical” architectures represent symbolically; that is, without 
using structural representations at all (cf. Williams & Colling, 2017). Connectionists 
and post-connectionist architectures rely on structural representations too (Cummins, 
1989; Churchland, 2012)… unless such systems are simply “wired up” to respond 
to specific stimuli in specific ways (cf. Ramsey, 2007, Orlandi, 2014). Structural 
representations can be observed taking up a mechanistic perspective on representa-
tional systems (Gładziejewski, 2015)… but also by taking up a dynamical perspec-
tive on them (cf. Shagrir, 2012); even if, in the eyes of many, such a dynamical 
perspective should be the opposite of a mechanistic one (cf. Silberstein & Chemero, 
2013) and should more or less naturally lead to a form of anti-representationalism 
(Van Gelder, 1995; Chemero, 2009). Structural representations are the linchpin of 
the cognitive neuroscience revolution: an ambitious view that aims to unify cogni-
tive (neuro)science under the banner of multilevel mechanistic explanations (Boone 
& Piccinini, 2016; Williams & Colling 2018) … even if structural representations 
and mechanistic explanation may fail to coherently merge (Kohar, 2023).Structural 
representations have apparently been observed in our brains (Thompson & Piccinini 
2018; Piccinini, 2020a); but that may have been just a trick of the light (Facchin, 
2024). Structural representations are central in “predictive processing” accounts of 
cognition (Gładziejewski, 2016; Kiefer & Hohwy, 2018), except that perhaps such 
accounts actually rely on no inner representations at all (Downey, 2018; Facchin, 
2021a). Structural representations, however, are definitely distinct from indicator 
representations (Ramsey, 2007; Gładziejewski & Miłkowski, 2017) - unless the two 
are one and the same (Morgan, 2014; Nirshberg & Shapiro, 2021; Facchin, 2021b).

Structural representations are thus at the center of a dense web of philosophical 
debates. And a close analysis of these debates reveals that the term “structural repre-
sentation” is actually used to refer to a variety of different posits, which have not yet 
been sufficiently teased apart.1 As a consequence, sometimes remarkably different 
conceptions of structural representations are used within the same debate by different 
authors, in a way that prevents them from reaching a consensus and making progress 

1  As this paper was undergoing its first round of review, the situation changed somewhat. Facchin (2024, 
appendix) noticed that two different notions of structural representations are used interchangeably in the 
literature - and indeed, if I interpret him correctly, he basically distinguishes, in a very rough manner, 
what in § 2 I will dub “structural maps” and “structural spaces”. Artiga (2023) too proposed a fivefold 
distinction of structural representations. However, unlike the distinction sketched by Facchin, his distinc-
tions seem to consist in the progressive “fine graining” of what in § 2 I will call “structural spaces”. So, if 
I understand him correctly, whereas my distinctions operate “horizontally”, telling apart various different 
types of structural representations, Artiga’s distinctions operate “vertically”, within a single kind. Be as it 
may, it seems clear that there is a need to distinguish various forms of structural representations, and my 
paper offers an answer to that need.
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in the issues they tackle. Hence the rather minimal aim of this paper: I wish to point 
out that there is an unnoticed four-fold distinction to be made in the current literature 
on structural representations, and that making such a distinction is beneficial to a 
number of debates.

Here’s how I will proceed. § 2 surveys the current literature to disentangle four 
different conceptions of structural representations. § 3 argues that these four differ-
ent conceptions are actually distinct, and do not reduce to each other. § 4 puts these 
distinctions to use showing how they can be fruitfully applied in some recent debates 
over structural representations. § 5 concludes the paper.

2  Four Types of Structural Representations

I distinguish four different conceptions of structural representations, presenting each 
in a dedicated subsection. My aim is descriptive and clarificatory: I want to show 
that, in the present literature, the phrase “structural representation” has been used to 
name - and think about - very different representational posits.

Does my fourfold distinction I’m making provide a complete enumeration of struc-
tural representations types? Maybe not - I can’t exclude that there’s a fifth (or sixth, or 
seventh, and so forth) type of structural representation. But whether my enumeration 
is complete or not is irrelevant here. My aim is not to chart all possible types of struc-
tural representation that may exist. I aim to make order in the current literature, and 
my distinction does it well enough. Does my fourfold distinction identify genuinely 
different types of structural representations? Yes - as I will argue in § 4. Does my 
distinction identify metaphysically different sub-kinds2 of structural representations? 
I think so, even if no actual argument backs this assertion up. However, whether the 
distinction I’m introducing is a distinction between sub-kinds is irrelevant here. Not 
all relevant and useful distinctions need to be distinctions in kind!

Some introductory words on structural representations. In general, philosophers 
think of representations as concrete items, called vehicles, standing-in-for other 
things, which I will call targets. This definition is purposefully liberal, and it only 
needs two restrictions. One concerns what may count as a vehicle: vehicles must be 
concrete particulars that are tokenizable in the system within which they function as 
representations. The other concerns the fact that, in the case of structural representa-
tions, a vehicle (or a system of vehicles) must be structurally similar to the target 
(or target system). Sure, current definitions of structural representations are typically 
more demanding than this (cf. Gładziejewski, 2015, 2016, Pezzulo, 2008). But these 
definitions are not universally accepted, and they would prevent me from identifying 
current conceptions of structural representations as conceptions of structural repre-
sentations. So, these more demanding conceptions are here best ignored.

2  I owe this observation to Marcin Miłkowski (private communication), who correctly observed that the 
four genera of structural representations I will identify here are sub-kinds of a single superordinate kind 
“structural representation” identified by at least some necessary conditions, such as, for example, the 
presence of some relevant structural similarity.
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What’s the structural similarity that I mentioned above? Simplifying to the 
extreme by “structural similarity” I have in mind a relation of one-to-one correspon-
dence between (at least) some of the elements of two distinct domains, such that a 
same abstract pattern of relations holds between the elements of the two domains 
involved in the correspondence.3 In the case at hand, the two domains are representa-
tional vehicles on the one hand and targets on the other,

Following a common practice in the literature (e.g. Ramsey, 2007; Godfrey-Smith, 
2009; Gładziejewski, 2015, 2016; Facchin, 2021b) I will also take cognitive repre-
sentations as inner analogs of public representations - and since we are all familiar 
with the latter, I will extensively use them for clarificatory purposes.

Lastly, following many (e.g. Ryder 2009; Artiga, 2016; Neander, 2017; Schulte, 
2023) I will distinguish two different questions an account of representation may 
be attempting to answer. An account of representations may answer what I call the 
content question: why does this type of representation represent this target rather 
than that target? An account of representation may also attempt to answer what I 
will call the status question: why does a state or item have content at all and quali-
fies as a representational vehicle, rather than having no content at all and remaining 
a simple non-representational state or item? Notice how the status question asks why 
something is a representation in the first place, whereas the content question assumes 
that something is a representation to then inquire into its content. The two questions 
are importantly connected, and answers to the status question must logically precede 
answers to the content question - after all, in order for a vehicle to represent this tar-
get rather than that other target it seems that the vehicle must be a representation in 
the first place, and so answer to the status question shape and constrain the space of 
possible answers to the content question. Still, despite this tight link, the two ques-
tions are conceptually distinct, and it is possible for their answer to diverge: it is at 
least in principle possible that the set of factors in virtue of which an item or a state 
is a representational vehicle are distinct from the set of factors in virtue of which that 
vehicle has the specific target it has.

One last word on the status question. Following Ramsey (2007, 2016, 2023) this 
question is at times rephrased in functional terms, assuming that representations form 
a functional kind and asking what sort of (long-armed) functional role4 must a state or 
item play to qualify as a representation within the system in which it is tokened. Now, 
whilst this understanding of the status question is extremely popular, I don’t want to 
assume from the onset that the status question must be answered functionally. It is, 
however, important to notice that it is increasingly receiving such an answer. For this 
reason, I will take claims concerning the functional role of representations as answers 
to the status question.

Time, now, to introduce my fortfold distinction.

3  See O’Brien and Opie (2004) for a more rigorous definition. See also Kohar (2023, ch. 4) for a convinc-
ing argument to the effect that this is the only relevant definition of structural similarity in the current 
debate.

4  As a reviewer rightfully noticed, taking this functionalist reading of the status question presupposes a 
long-armed (externalist, world-involving) reading of functional roles (on this point, see also Shea, 2018, 
pp. 31–36). It would be indeed very hard to specify a representational functional role in terms of short-
armed, internalistic terms!
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2.1  Structural Maps

According to a very prominent view, structural representations are individual map-
like vehicles whose inner relational structure mirrors the inner relational structure 
of the target they represent. This is what I’ll call the structural map conception of 
structural representations.

Unsurprisingly, structural maps are often characterized by in reference to four 
features of ordinary cartographic maps (cf. Gładziejewski, 2015, 2016). Consider, for 
example, a map of Europe. (1) The map is a single object - a single representational 
vehicle - depicting Europe. The vehicle itself is made of various constituents - say, 
various blobs of color that stand for the various countries, blue blobs representing 
seas, oceans and lakes, dots representing various important cities and so forth - and 
these constituents stand in a variety of spatial relations with each other. The repre-
sented target itself is a single object - a single represented target - with various con-
stituents - the various countries, cities, seas etc. - which stand in a variety of spatial 
relation to each other. Now, in a well-formed, functioning map, there is a one-to-one 
correspondence between the constituents of the vehicle and the constituents of the 
target. Each blue blob (standing for a sea or a lake) corresponds only to one sea or 
lake, each dot corresponds only to one city, and so forth. Moreover, this one-to-one 
correspondence preserves the same pattern of relation on both sides of the correspon-
dence. If two vehicle constituents a and b are in a relation R, then the corresponding 
target constituents a* and b* are in a corresponding relation R*.5 Thus, the map is 
(1) structurally similar to its representational target. (2) That structural similarity, 
moreover, is essential to the map’s functioning. The better the map resembles the 
target, the better of a representation it will be.6 If the map of Europe closely resem-
bles Europe, then it can be used to reliably draw inferences about Europe, and to 
plan one’s road through Europe. Conversely, if the map does not resemble Europe, 
it won’t allow us to reliably draw inferences or plan one’s road. Thus, the structural 
similarity must (2) be exploitable by the user of the representation.7 Maps can also 
(3) be decoupled from their targets - they can be used to represent it even when no 
causal connection ties them together. Lastly, maps allow for (4) error detection. If 
a map reliably leads us astray, we conclude that it is a wrong map that misrepresents 
the terrain - and find a different means to navigate it. The structural map conception 
conceives cognitive structural representations (i.e. structural maps) as single vehicles 
satisfying (1)-(4).

Who defends this view? Whilst Cummins (1996) immediately springs to mind as 
a precursor it is Gładziejewski (2015, 2016) who explicitly defined structural maps 

5  One unfortunate fact about the cartographic map example is that the pattern of relations preserved on 
both sides of the mapping holds amongst relations of the same kind (that is, spatial relations). But that 
is by no means necessary. In oceanographic maps, for example, various depths map onto a gradient of 
colors. And so, while the relations holding amongst the constituents are different (i.e. “deeper than” 
for the target constituents and “darker than” for the vehicle constituents) the pattern of these relations 
remains identical.

6  Given, of course, certain limits of utilizability and intelligibility: a useful map need not be (and indeed 
can’t be) a 1:1 replica of the mapped territory.

7  For a less casual definition of exploitability, see (Shea, 2018; Gładziejewski & Miłkowski, 2017).
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in terms of (1)-(4). Since the literature on predictive processing (cf. Williams, 2017, 
2018a,b; Kiefer & Hohwy, 2018, 2019; Wiese 2017, 2018; Facchin, 2021a) and the 
“cognitive neuroscience revolution” (Williams & Colling, 2017; Piccinini, 2020a,b; 
Thomson & Piccinini, 2018; Lee, 2019, 2021) adopt Gładziejewski’s conception of 
structural representations, they appear to be committed to structural maps too.8 Struc-
tural maps are thus quite popular. But, contrary to what my younger self believed, 
they’re not the only type of structural representation around.

What does the structural map account offer? Does it answer the content question 
or the status question? It is not hard to answer this question: Gładziejewski (2015, 
2016) explicitly presents structural maps as a functional, Ramsey (2007) inspired, 
answer to the status question. Thus, (1)-(4) should be conceived as establishing what 
“makes” something into a representation by providing a functional profile detailing 
how structural maps function as representations within the systems in which they 
are tokenized.9 Followers of Gładziejewski from both the “cognitive neuroscience 
revolution” and the predictive processing movement agree on this point. Thus, for 
example, both Piccinini (2020a,b) and Wiese (2017, 2018) try to supplement struc-
tural maps with an independent theory of content so as to enable them to face the con-
tent question too. Of course, such an independent account might not be necessary, as 
the structural map conception might also implicitly offer an account of content (Lee, 
2019). Be as it might, the fact that if structural maps answer the content question they 
do so implicitly indicates that structural maps are explicitly thought of as an answer 
to a different question, namely the status question.10

To recap: structural maps are individual vehicles that represent their targets by 
having features (1)-(4), where such features are typically intended not as an account 
of what gives the vehicle its content, but rather as an account providing a (functional) 
specification of what in virtue of which certain states are representations in the first 
place.

Not all occurrences of “structural representations” refer to structural maps, 
however.

2.2  Structural Simulations

Structural maps provide an answer to the status question. Such an answer is inspired 
by Ramsey’s (2007) analysis of theories of representations, and the functional-
ist reading of the status question Ramsey suggested. And indeed, Ramsey himself 

8  Even if perhaps this literature should start to deploy a different conception, see § 4.3 below.
9  One may wonder how these features make up a functional profile, given that presumably resemblance 
relations are not causal/functional, and thus that (1) can’t plausibly be taken to spell out a functional 
feature. It’s worth noticing, however, that according to Gładziejewski structural similarities have a causal 
role, given an interventionist understanding of causality (see Gładziejewski & Miłkowski, 2017). Here, 
I’ll concede this point for the sake of discussion.

10  Cummins (1996) is the only clear cut exception to this general trend, as he proposes structural maps as 
an account of content. Kiefer and Hohwy (2018; see also Kiefer, 2023) may also consider structural maps 
as providing an answer to the content question. Yet their position on this matter is unclear, as they also 
seem to endorse a form of functional role semantics, which arguably fails to merge with structural maps, 
regardless of whether they are taken to answer the status or the content questions (see Facchin, 2021c, pp. 
295–297 for discussion of this point).
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argued that structural representations offer an answer to the status question (func-
tionally interpreted). Yet, when he claimed so, he was not talking about structural 
maps. Rather, he was talking about what I shall call structural simulations. The name 
honors Cummins’s “simulation representation” (1989) account, which, on Ramsey’s 
(2007) view, is the original notion of structural representation.

Cummins (1989) conceived of representational vehicles as inner states of compu-
tational systems. These computational states bear certain computational relations to 
each other, which specify computational state transitions. The general form of these 
computational state transitions is o = f(i,s), meaning that, when coupled to an input 
i, an inner computational state s yields a second computational state o as outcome; 
where i may be an inner computational state in its own right (e.g. the computational 
state my compute transition when I press the button “r”). Importantly, these compu-
tational states can be put into a one-to-one correspondence to external targets in a 
way such that their computational state transitions mirror certain relations (typically 
state transitions) holding amongst the targets. When this happens, the computational 
process involving vehicles i, s and o mirrors - that is, is structurally similar to - the 
relational structure holding amongst the targets. Hence the former can be used to 
simulate the latter, and can thus be called a structural representation of them. For 
example, if i maps onto “the merch I sold”, s maps onto “the merch I have” and o 
maps onto “the merch after the selling”, and f is roughly the subtraction function, 
then the computational state transition o = f(i,s) can used to simulate the storage state 
of my boutique as I sell items, thereby coming to structurally represent it.

Who defends structural simulations? Quite obviously, Cummins (1989) and 
Ramsey (2007).11 But also Shagrir (2012, 2018), who holds that various neurocompu-
tational models involve structural simulations. Grush (2004) may be read as making 
a similar claim, though with the scope narrowed down to a single class of neurocom-
putational models. And, in spite of her deflationary attitude towards representations, 
Egan (2014, 2020) can be rightfully said to this position too - even if she imposes 
some very rigid restrictions on the relevant vehicle-target correspondences.12 Follow-
ing Egan, Wiese (2017, 2018) Wiese accepts it too - perhaps surprisingly, given that 
he also endorses a structural map view of structural representations.

Is Wiese’s position coherent? That’s a bit hard to say. Surely Wiese (2017, 2018) 
thinks it is coherent, as he takes the structural simulation account to provide an answer 
to the content question, to be merged with a structural map account of representa-
tional status. Egan (2014) also seemingly takes the structural simulation account as 
an account of representational content. However, she recently changed her mind, tak-
ing it as a functional account of representational status (Egan, 2020). Ramsey (2007) 
agrees. Cummuns (1989), moreover, took it as an account of both the status and 
content of representations. Needless to say, if structural simulations were answering 

11  Ramsey (2007) seems also to dissociate structural simulation to what he calls “input-output” representa-
tions, that is, representations of the inputs and outputs of a computational process. As clarified by Sprevak 
(2011), however, the distinction is spurious: structural simulations are “input-output” representations.
12  Basically, in Egan’s view, the only actual vehicle-target correspondences doing real representational 
works map the vehicle on some argument or value of the function computed by the device, so that the 
inner dynamics of the computational mechanism simulates the function computed. For a critical analysis 
of this view, see (Facchin, 2022).
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(either also or only) the status question, then Wiese’s sophisticated conception of 
structural representations would be in trouble. For one thing, Wiese’s account would 
suddenly lack an answer to the content question. For another thing, it is not clear that 
structural maps and structural simulations can coherently merge in a single account 
of representational status. If a structural simulation account of function is accepted 
as an account of representational status, there seems to be no intelligible reason as to 
why the relevant computational states must also have the features identified by the 
structural map account in order to qualify as representations (and vice versa). More-
over, a combined account of representational status according to which structural 
representations must satisfy both the structural map and the structural simulation 
conception risks being unduly restrictive, failing to recognize genuine representa-
tional posits as such. I won’t, however, try to ascertain the tenability of such an 
account any further here. I merely want to flag out that, whereas structural maps are 
(almost) unanimously thought of as providing an answer to the status question, struc-
tural simulation accounts have a less clear status. It is not clear whether they provide 
an account of representational content, an account of representational status, or an 
account answering both questions at once.

2.3  Structural Spaces

Structural representations are often presented as radically distinct from indicators 
(cf. Ramsey, 2007; Cummins, 1996; Gładziejewski & Miłkowski, 2017). This makes 
intuitive sense: indicators are tied to their representational targets by causal/infor-
mational links rather than any structural similarity. Moreover, indicator states are 
often compared to the representational states generated by measurement tools such 
as thermometers, or barometers, rather than public representations such as maps. 
Yet, a small, but noisy, group of philosophers (Morgan, 2014; Nirshberg & Shapiro, 
2021; Facchin, 2021b) have argued that indicators actually qualify as structural rep-
resentations. Actually, looking closely at the literature, there are two distinct senses 
in which indicators can be said to be structural representations. Here, I will examine 
one, which I dub the structural space conception.

The structural space conception applies only to graded, non-categorical indica-
tors; that is, indicators that can tokenize a range of indicator states in response to 
a variety of targets, most typically the amount or magnitude of what they indicate. 
Think, for example, about a thermometer indicating a range of different temperatures 
- roughly, the amount of mean kinetic energy in a determined region of space. In the 
case of graded indicators there is always an indicator-specific relation (in the case of 
thermometers, the higher than relation) and an indicated target-specific relation (in 
the case of thermometers, the hotter then relation13) that impose a strict total order-
ing amongst the indicator states and the indicated states respectively. And, indicator 
states maps onto indicated states in a way such that the strict total order is preserved 
on both sides of the mapping - basically for each pair of indicator states and indicated 
states, if indicator state A is in a the indicator-specific relation with indicator state B, 
then the state indicated by A is in the target-specific relation with the state indicated 

13  Or “having more meak kinetic energy than” relation.

1 3



Maps, Simulations, Spaces and Dynamics: On Distinguishing Types of…

by B. As such, the state space (that is, the set of all state types of the indicator) is 
structurally similar to the state space of the target.14 For some researchers, this is 
enough to turn an indicator into a structural representation of its target.

Who holds this view? (Morgan, 2014; Nirshberg & Shapiro, 2021; Facchin, 2021b) 
of course, but also defenders of structural representations such as O’Brien and Opie 
(2004) and Churchland (2012). For, in both of their account, the relevant structural 
similarity holds between the state space of an entire artificial neural network and the 
targets the network was tasked to categorize; and artificial neural networks can be 
considered just as a large number of indicator like units, or even as a single complex 
indicator (Gosche & Koppelberg, 1991; Ramsey, 2007).

Should we understand the structural space conception of structural representations 
as providing an answer to the content question or the status question? Arguably, as an 
answer to the content question. After all, Nirshberg and Shapiro, O’Brian and Opie, 
Churchland, and O’Brien (2015) all deal with structural spaces when dealing with 
the content of representations. So, it seems charitable to interpret structural spaces 
as an answer to the content question. Structural spaces, however, could also read 
as providing an answer to the status question. In this view, an indicator state would 
(paradoxically) acquire the status of representation not because it indicates its target, 
but because it partakes in the structural similarity that connects the various states 
of the indicator and the target. The discussion of indicators in O’Brien and Opie 
(2004) and Williams and Colling (2017) may be read as advancing this point. I am, 
however, hesitant in asserting that that is the intended reading of both papers. In the 
case of O’Brien and Opie, whilst it is true that they distinguish (in footnote 9) theo-
ries of content from theories of representations - which can naturally be interpreted 
as answers to the content question and the status question respectively - their work 
seems to focus on finding an account of content allowing content to be causally effi-
cacious. As such, they are most naturally read as providing an answer to the content 
question. Williams and Colling endorse a structural space-based answer to the func-
tion question, as they all explicitly endorse Gładziejewski’s structural map account, 
which already provides an answer to the status question. So, at present, I just flag that 
whereas the structural space conception is often advanced as an answer to the content 
question, it may also be “recycled” as an answer to the status question.

2.4  Structural Dynamics

There is, however, also a second structural similarity that ties together indicators to 
their targets - and that structural similarity holds for all indicators, including categori-
cal ones - that is, indicators having just two states, that simply indicate the presence/
absence of a target (think, for example, at the infrared sensor of a garage door). This 
structural similarity, however, does not hold between the state space of the indicator 
and its target. Rather, it holds between the dynamics of the two. Roughly put, the 
idea is that the way in which indicator states are tokenized through time is structur-
ally similar to the way in which indicated states are tokenized in time (cf. Facchin, 
2021b). For example, if the infrared sensor of a garage door tokenizes the state that 

14  At least, within the range of sensitivity of the indicator.
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registers the presence of something at time t, and then stops registering any presence 
from t + 1 to t + n, to then re-tokenize the presence state at time t + m, then (on the 
assumption that the indicator is working correctly) a target is present at t, missing 
from t + 1 to t + n, and present again at t + m. Thus, token indicator states map one-
to-one onto some token target states, and their temporal relations are the exact same 
on both sides of the mapping. In this way, the way in which the state of the indicator 
dynamically changes, tracking the indicated target, comes to be structurally similar 
to the way in which the target dynamically evolves. For this reason, the former may 
be said to be a structural representation of the latter. Let me dub this the structural 
dynamics conception of structural representations.

Who holds this view? That’s a tricky question to answer. Officially, no one, as 
the structural space and structural dynamics conception are often run together in the 
literature (see especially Morgan, 2014; Facchin, 2021b). However, Facchin (2021b) 
explicitly notes that the relata involved in the structural similarity underpinning struc-
tural spaces differ from the relata underpinning the structural similarity in structural 
dynamics cases. So, the structural dynamics view can be ascribed to him. Morgan 
(2014) also may hold it, as he too claims that binary indicators are structural repre-
sentations of their targets. However, if Morgan holds the structural dynamics view, 
he does not state it explicitly. Lee and Calder (2023) may endorse this view too, at 
least insofar they attempt to answer Facchin’s challenge to structural representation, 
which is based on the structural dynamics conception of structural representations.15

What does the structural dynamics view of structural representations offer? It 
seems safe to say that it is supposed to address the status question. Indeed, both Mor-
gan (2014); Facchin (2021b) resort to it to retort against certain claims in Ramsey 
(2007), claims that concern a specific (functional) interpretation of the status ques-
tion. Thus, the structural dynamic conception seems naturally interpreted as explain-
ing how indiators qualify as (structural) representations of their targets: they qualify 
as representations because the way in which they token their states through time 
“mirrors” the temporal evolution of a given target.

2.5  A Quick Summary

I have surveyed the literature on structural representations, distinguishing four dif-
ferent conceptions of structural representation. The structural map conception pro-
vides an account of why certain items qualify as representations, by spelling out how 
they can function as (structural) representations within the systems in which they 
are tokenized. On this view, items qualify as representations because they bear four 
relevant functional features that make them function as maps.

The structural simulation conception is less clear in its aims, as it has been alter-
natively interpreted as an account of representational contents, an account of rep-
resentational status, or both. Whatever its aim, however, the structural simulation 

15  Notice, however, how the fact that no one clearly and explicitly defends the structural dynamics concep-
tion backs up one of main claims of this paper - namely, that different sub-kinds of structural representa-
tions have been conflated in the literature.
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conception sees (structural) representation as computational states, whose computa-
tional state transitions allow them to simulate a certain target.

The structural space conception applies exclusively to non-categorical indicators, 
and it is mainly intended to yield a theory of content for indicator states. On this view, 
indicator states carry the content they carry because the state space of the indicator 
structurally resembles the state space of the indicated target.

Lastly, the structural dynamics view seems to provide a functional account of the 
representational status of indicators, according to which indicators function as rep-
resentations of their targets by tokening indicator states so as to mirror the temporal 
dynamics of the target.

My main claim here is simple: the four conceptions of structural representations 
I have distinguished above are indeed four different conceptions, and the fact that in 
the current literature they have not been sufficiently distinguished - that is, the fact 
that “structural representations” and similar terms are currently used to refer to any 
of these conception, without specifying which is the intended one - is preventing 
philosophers if not from reaching a consensus in a number of debates, at least from 
making genuine progress on them.

So, I have two tasks ahead of me. First, I need to show that the four conceptions 
I identified are indeed different conceptions. I’ll do so in § 3. Then, I have to show 
that distinguishing them is indeed useful in the current philosophical landscape. I’ll 
do so in § 4.

3  Different Types of Structural Representations are Actually 
*Different* Types

The claim that structural maps, structural simulations, structural spaces and structural 
dynamics are actually distinct notions of structural representation can be backed up 
by a number of different arguments.

A first argument points out that these conceptions have different aims. They’re 
made to address different questions. As highlighted above, the structural map and the 
structural dynamics conception aim at tackling the representational status question 
from a functional point of view. The structural space conception, on the contrary, 
aims at tackling the content question. And the structural simulation conception seem-
ingly aims at answering both types of questions. So, these four conceptions of struc-
tural representations have quite different aims.

The above suggests that they are actually different. Sadly, however, it does not 
establish it. For, as I noticed above, in many cases it is a bit unclear what each con-
ception aims to do. Moreover, it is possible that, whilst a conception is aimed to 
answer one question, it actually ends up answering the other (or also the other). 
Compare: just like a person aiming to craft a screwdriver may inadvertently end 
up crafting an ice pick, a philosopher intending to answer the content question may 
inadvertently end up answering (either also or exclusively) the status question. Thus, 
whilst the observation that the different conceptions have different aims supports 
and provides circumstantial evidence in favor of them being distinct, it does not yet 
establish that they are.
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A second - more convincing - argument is thus needed. The argument is based on 
the fact that the four different conceptions I identified are not extensionally equiva-
lent. They have different extensions, and so they apply to different things. Hence they 
are conceptions of different things. Consider, first, the structural simulation concep-
tion. It applies exclusively to computational states and processes. But none of the 
other conceptions I identified is so restricted: they can all apply to non-computational 
states and processes. So, the extension of the structural simulation notion differs from 
the extension of all the other notions. The extension of the structural map notion also 
differs from the extension of the structural space and structural dynamics notion. 
This has actually been persuasively argued for by Facchin (2021b) who showed that 
some, but not all, indicators have all the features of structural maps. In particular, 
Facchin discussed a number of (real and imaginary) systems relying on indicators 
to orchestrate their behaviors, showing that, whilst all indicators are (and must be) 
structurally similar to their targets (minimally in the structural dynamics sense) and 
that such a structural similarity is essential to their functioning and so it is (and must 
be) an exploited structural similarity, it is not the case that all indicators are decou-
plable from their targets, or allow their user to identify any representational error (cf.  
Facchin, 2021b, pp. 5487–5497; see also Lee & Calder, 2023 for discussion). Thus, 
whereas all indicators satisfy conditions (1) and (2) of structural maps, only some 
satisfy (3) and (4). However, all indicators (whether categorical or graded) satisfy the 
structural dynamics conception; indeed, as Facchin (2021b, p. 5488–5492) convinc-
ingly argued, each indicator must satisfy this conception; else, it would simply not be 
an indicator of its target.16 Moreover, all graded indicators also satisfy the structural 
spaces conception. It follows that these three conceptions - structural maps, structural 
spaces and structural dynamics - have different extensions. One the assumption that 
a concept’s extension is at least partially constitutive of its identity, it follows that the 
four conceptions I have identified are actually four distinct conceptions.

A third argument establishing that these four conceptions are different is that the 
structural similarities they revolve around take quite different relata on the “vehi-
cle side” of the relation. In the case of the structural map conception, the structural 
similarity holds between an individual vehicle and a target. So, the single vehicle 
reproduces the target’s structure with its inner structure, just like a map reproduces 
the spatial layout of the environment with its spatial layout. In the case of structural 
spaces, structural dynamics and structural simulations, however, the relevant relatum 
on the vehicle side of the relation is not an individual vehicle. According to these con-
ceptions, the structural similarity holds amongst many vehicles (computational state 
types and indicator states) and a target. So, whereas the structural map conception 
prescribes that each individual vehicle satisfying it must be structurally similar to the 
target it represents, all other three conceptions do not prescribe anything of the sort.17

16  Summarizing it roughly, Facchin’s argument is that if an “indicator” does not satisfy what I’ve called 
the structural dynamics conception, then its states do not covary in time with the states of its target. But if 
so, then there is no sense in which the states of the “indicator” indicate the states of the targets, and thus 
the former is not an indicator of the latter.
17  As I will argue in (§ 4.1), this poses a problem for arguments to the effect that indicators are structural 
representations, such as the one offered in (Facchin, 2021b). However, my second argument to establish 
that the four conceptions of structural representations I have presented are different relied heavily on 
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The structural space, structural dynamics and structural simulation conception dif-
fer too for their relatum on the vehicle side of the relation. The structural similarity 
involved in the structural dynamics conception involves token indicators states and 
their temporal relations. The structural space conception, however, invokes a struc-
tural similarity holding between types of indicator states and types of target states. 
Moreover, according to the structural space conception, the relevant pattern of rela-
tion holding among indicator state types need not involve temporal relations holding 
amongst such states. On the structural dynamics conception, however, the relevant 
pattern of relation holding amongst the indicator state tokens is always a pattern of 
temporal relations. Thus, the structural space and structural dynamics conception 
clearly involve different relata on the vehicle side of the relation. Moreover, both the 
structural space and the structural dynamics conception invoke a structural similar-
ity that is different from the one invoked in the structural simulation conception: in 
the latter case, the structural similarity holds between computational state types. But 
computational state types need not indicate anything, and indicators states need not 
be involved in any computation. Hence, the relevant structural similarity invoked in 
these three notions holds among different types of relata.

A potential wrinkle to the verdict above is that although computational state types 
need not indicate anything, they might be used as indicators. Cerebral states, such as, 
for example, certain patterns of activation in our sensory cortices, are presumably 
indicators. And, if mainstream contemporary cognitive science is on the right track, 
they are also computational states. Do states such as these cause the collapse of the 
distinction between the structural simulation and structural space conception?

The answer is negative, as there remains an important difference between the struc-
tural similarity involved in structural spaces and the structural similarity involved in 
structural simulations. The structural similarity involved in the structural space con-
ception give raise to an analog magnitude representation (cf. Beck, 2015). In these 
cases, the representational vehicle (that is, the indicator state) indicates a quantity 
in a way such that increases and decreases of the indicated quantity correspond to 
increases or decreases of the indicator state. For example, as the temperature grows 
hotter, the height of the thermometer mercury bar grows taller. Notice that this fact 
is at the heart of the functioning of non-binary indicators, and that such a fact con-
stitutes the relevant structural similarity the structural space conception revolves 
around. Computational state types, however, may, but need not, map onto quantities 
and magnitudes so as to form an analog magnitude representation. The strings of 
digits “10101” and “101” may for example respectively map onto quantities a and 
a + b, even if the “bigger” string of digits represents the smallest quantity. This does 
not mean that computational state types may never map onto magnitudes so as to give 
rise to an analog magnitude representation. Indeed, according to some philosophers, 
that is precisely what singles out analog computation as a special and interesting case 
of computation (cf. O’Brien & Opie, 2006; Maley, 2021a,b). So, if these philosophers 

Facchin’s argument. So, haven’t I just shot myself in the foot? No, I haven’t. For, if Facchin’s argument 
is wrongheaded (as it is), then he’s wrong in claiming that indicators satisfy conditions (1) and (2) of 
the structural maps conception. Hence the extensions of structural maps, structural spaces and structural 
dynamics would be even more different than the argument just provided shows.
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are right, the structural space and the structural simulation conception partially over-
lap. But notice that this partial overlap does not pose a threat to my claim that the 
structural space and the structural simulation conception are different. For the overlap 
is, in fact, partial, and limited to a very special set of cases. Were the two conceptions 
identical, their overlap would have been total.

The arguments I provided above should also have clarified that the four concep-
tions I have identified are not hierarchically related by superordination or subordina-
tion. None of the notions I have previously laid out is a more restricted version of 
another notion. Hence, no notion qualifies as a subordinate of any other notion; that 
is, as a more restricted and specific variant of a more general notion. And, clearly, 
since no notion is a subordinate of any other notion, no notion is a superordinate (that 
is, a more generic, less restricted version) of any other notion either. One quick argu-
ment for this conclusion is the following: if a notion n is a subordinate of notion N, 
then the extension of n is a subset of the extension of N (consider, for example, how 
the extension of “mammal” is a subset of the extension of “chordate”). But, as argued 
above, none of the notions I have distinguished has an extension that is a subset of the 
extension of another notion - at best, there is a partial overlap in the case of structural 
simulation and structural spaces. Thus, no notion is a subordinate of another. For the 
same reason, no notion is a superordinate of any other notion either. A similar line of 
thought also establishes that none of these for notions can be reduced to any of the 
other three notions.

One may try to disconfirm the verdict above arguing that structural maps are a 
“limit case” of structural simulations, in which the simulation is static (so to speak) 
and realized in a single vehicle, rather than through the tokening of a series of vehi-
cles. So, if this view were correct, structural maps would be a subclass of structural 
simulations.

However, that view is not correct, and structural maps cannot be conceived as 
structural simulations. For one thing, the relevant relations holding amongst vehicle 
constituents in the structural map case need not be computational relations. But, in 
the case of structural simulations, the relevant relations are computational (on the 
view Cummins, 1989 proposes, they are so even by definitional point). As a result, 
there are some structural maps that lack the relations needed to qualify as structural 
simulations, and so the former cannot be a subclass of the latter. Notice further that, 
even when computational relations are at play, in the case of structural maps such 
relations should hold amongst vehicle constituents, rather than vehicles. But, at least 
according to a very widespread view of computation according to which computa-
tional processes consist in the rule based manipulation of representations (e.g. Fodor, 
1975, p.34; 1981), computational processes hold amongst vehicles, rather than vehi-
cle constituents.18 Thus, the relevant computational relations the structural simula-
tion notion hinges upon hold amongst vehicles, rather than vehicle constituents. As 
such, these relations cannot underpin structural maps, and so, a fortiori, structural 

18  The same is typically true even for “non-semantic” accounts of computation (e.g.  Piccinini, 2015, 
2020a). These accounts do not define computation in representational terms (and do not take computa-
tional implementation to be a matter of representation), but still they hold that, in most (if not all) normal 
cases, computational state transitions happen between representations and representational states.

1 3



Maps, Simulations, Spaces and Dynamics: On Distinguishing Types of…

maps can’t be a subclass of structural simulations. Of course, one could theoretically 
revise the very notion of computation to define it as holding amongst both vehicles 
and vehicle constituents. But what would justify such a revision? This question, as far 
as I can see, has yet to receive an answer.

One may also try to disconfirm my verdict by claiming that the structural dynam-
ics conception picks up a subclass of structural simulations. Morgan (2014), for 
example, can be read as claiming that even very simple binary categorical indicators 
are (very simple, binary) simulations of what they indicate, in a way that suggests 
that they are a special case of structural simulations. Similarly, one could argue that 
structural simulations are a subclass of structural dynamics by saying that, in general, 
simulations try to capture the dynamics of the simulated thing, in a way that makes 
them a special case of structural dynamics.

Again, I don’t think any of the above views is correct. Consider first whether 
structural dynamics may be a subclass of structural simulations. The relevant rela-
tions in the structural dynamics case are temporal relations, which must be the exact 
same temporal relations holding amongst the indicated states (cf. above § 2.4; Fac-
chin, 2021b). In the structural simulation case, however, the relevant relations are 
computational relations. Now, since in general we don’t take temporal relation to 
be computational, nor we do take indicators such as thermometers, hygrometers and 
barometers to be computers, it follows that, in most cases, items that satisfy the struc-
tural dynamics conception of structural representations do not satisfy the structural 
simulation conception - hence the former can’t be a subclass of the latter. And vice 
versa: the state of structural simulations don’t need to be temporally related in a 
way such that their temporal relations are the exact same temporal relation holding 
between portions of the simulated target. The computational simulation of an evolu-
tionary process does not need to unfold at an evolutionary, extremely long timescale - 
and it is indeed useful and informative precisely because of that. Hence at least some 
structural simulations do not qualify as structural dynamics, and so the former can’t 
be a subclass of the latter.

So, the four notions of structural representation I have individuated appear to be 
actually different notions, each picking up a distinct type of structural representation.

It’s now time to put them to use and show how they can make the debate over 
structural representations clearer, contributing to making certain pressing questions 
more answerable.

4  Putting the Distinction to Use

In § 1 I quickly sketched the current, rather messy state of the current debate on 
structural representations. Here, I show that my fourfold distinction may help clarify 
certain thorny and contested issues in that debate, in a way that may help reach a 
philosophical consensus on these issues. I will do so by quickly applying my distinc-
tion to three active areas of debate, concerning (a) whether indicators and structural 
representations are one and the same, (b) whether structural representation can mesh 
with mechanistic explanations and the “cognitive neuroscience revolution” and (c) 
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whether structural representations are present in connectionist and post-connectionist 
systems.

4.1  Are Indicators Structural Representations?

Consider, first, the debate on whether indicators are a type of structural representation 
of not (cf. Ramsey, 2007; Gładziejewski & Miłkowski, 2017; Morgan, 2014; Nirsh-
berg & Shapiro, 2021; Facchin, 2021b). Thus far, the debate has been dominated by a 
functionalist reading of the status question, trying to ascertain whether the functional 
profile of indicators is the same functional profile of structural representations. My 
fourfold distinction allows this question to receive a straightforward answer: yes (in 
some senses), but no (in others). All indicators are structural representations accord-
ing to the structural dynamics conception. So, if the question is whether all indicators 
are structural representations according to that conception, the answer is positive. 
Non-categorical, graded indicators are also structural representations according to 
the structural spaces conception. So, if that is the relevant notion of structural rep-
resentation deployed, then the answer is that a particular class of indicators (non-
categorical, graded ones) are structural representations. However, in light of the 
discussion above, it should be clear that indicators are not structural maps nor struc-
tural simulations. They are not structural maps because no individual indicator state 
(that is, no individual vehicle) is structurally similar to its target, which is what the 
structural map conception requires.19 And indicators are not structural simulations, 
for the relevant relations holding amongst indicator states whereby indicator states 
come to structurally represent their targets are not computational state transitions, 
contrary to what the structural simulation conception requires.

So, my fourfold distinction allows us to easily, clearly and decisively answer the 
question whether indicators are structural representations. It also allows us to recon-
struct the dialectic exchange that led to the present confusion on whether indicators 
and structural representations are of the same kind. The dialectic is roughly the fol-
lowing: Ramsey (2007) correctly denied that structural simulations are indicators, 
Morgan (2014) incorrectly replied that structural spaces (or perhaps even structural 
dynamics) are structural simulations, to which Gładziejewski and Miłkowski (2017) 
replied, challenging the “structural representation” status of some structural spaces 
(i.e. graded indicators) and lastly Facchin (2021b) replied - incorrectly and again 
changing the subject matter - that structural dynamics are structural maps. If this 
succinct reconstruction is correct, it can be seen that the focus of the debate shifted 
at least twice, with the papers of Gładziejewski and Miłkowski and Facchin - if not 
thrice, if Morgan’s paper is best read as dealing with structural dynamics rather than 
structural spaces. Such unsignaled, and often unnoticed, changes of topic surely have 
contributed to the present confusion enshrouding indicators and structural represen-
tations, and they may even be the prime responsible for it.

19  And so, to be clear, I was wrong in my (Facchin, 2021b) to claim that indicators were structural maps.
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4.2  Structural Representations, Mechanisms and Neuroscience

Another open debate concerns the compatibility of structural representations and 
mechanistic explanations. Some, especially defenders of the “cognitive neuroscience 
revolution” take structural representations to be essential to mechanistic neurosci-
ence (Boone & Piccinini, 2016; Williams & Colling, 2017). Others claim the two 
can’t coherently mesh (Kohar, 2023). Can my distinction help settle this debate?

Maybe it can’t settle that debate, but it can surely help advance it. For, Kohar’s 
(2023) attack focuses on the content of structural spaces, providing a long and sus-
tained argument to the effect that such content cannot coherently mesh with mecha-
nistic explanations. Kohar’s argument, however, seems to be based on a structural 
space (or at least structural space-like) conception of structural representations. So, 
even if they were correct, as I think they are, these arguments would only establish 
that the “cognitive neuroscience revolution” can’t rely on structural spaces. It may 
still rely on other types of structural representations.

Importantly, Kohar himself argues that motor emulators - as conceptualized by 
Grush (2004) - are compatible with the “cognitive neuroscience revolution”. Since 
motor emulators are structural simulations (at least, if one conceives of them as Grush 
does, see § 2.2), then it might be the case that the “cognitive neuroscience revolution” 
is best understood and defended by committing to structural simulations rather than 
other types of structural representations. And indeed, some defenders of the cogni-
tive neuroscience revolution are already moving towards a structural simulation-like 
understanding of representations, according to which a representation’s content is at 
least in part dependent on the overall computational role the vehicle plays (cf. Pic-
cinini, 2022).

Such a shift towards structural simulations might also help defenders of the “cog-
nitive neuroscience revolution” fend off another objection, recently articulated by 
Facchin (2024). Roughly put, the objection is that according to the cognitive neu-
roscience revolution, the vehicles of structural representations should be publicly 
observable (see Facchin, 2024, see also Thomson & Piccinini, 2018). Yet, we have 
not observed them yet, and so we should not endorse the “cognitive neuroscience 
revolution”. Crucially, however, Facchin’s argument is based on a structural map 
conception of structural representations. And whilst Facchin does argue somewhat 
convincingly that oftentimes defenders of the cognitive neuroscience revolution do 
point to that conception as the relevant one, defenders of the cognitive neuroscience 
revolution are still free to revise their view so as to base it on a different conception 
of structural representations. In the light of the above, the structural simulation view 
recommends itself as the one that most likely allows the cognitive neuroscience revo-
lution to reach its epistemic aims.

Such a revision would likely be somewhat painful. After all, the structural simula-
tion conception is grounded in classical cognitive science, and the cognitive neurosci-
ence revolution is supposedly a revolution against classicism (cf. Boone & Piccinini, 
2016; Williams & Colling 2018).20 Moreover, notice that, if the structural simulation 

20  I’m conceding that the cognitive neuroscience revolution is a revolution for the sake of argument. Petro-
vic & Viola, however, have recently argued that the cognitive neuroscience revolution is not a revolution, 
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conception is adopted as the relevant meaning of “structural representation”, then 
the syntagm “(structural) representations” cannot refer to the physical computational 
states involved in computational processes, as the term refers to the computational 
processes themselves. Hence, if this reading is accepted, it can’t literally be true cog-
nition consists of computational processes operating over structural representations, 
as the cognitive neuroscience revolutions seemingly claims. So, the revision would 
be somewhat painful - but which revision isn’t?

At any rate, what matters for the purpose of this paper is not whether the cognitive 
neuroscience revolution is ultimately correct or not. What matters is whether the dis-
tinctions I made in § 2 are helpful in advancing philosophical debates, making them 
inch closer to a satisfactory conclusion. The above, I submit, shows that the distinc-
tions I made are indeed helpful.

4.3  Structural Representations, Connectionism and Predictive Processing

My fourfold distinction also helps clarify the representational credentials of connec-
tionist systems, including the neural networks involved in “predictive processing” 
accounts of cognition (cf. Gładziejewski, 2016). Famously, Ramsey (2007) denied 
that connectionist systems host any genuine representation - structural or otherwise. 
Shagrir (2012) and Morgan (2014) replied by noticing that (at least some) artificial 
neural networks satisfy a structural simulation conception of structural representa-
tions: the computational state transitions by means of which they pair inputs and 
outputs are such that they structurally simulate some process. Who is right? In a way, 
both. Shagrir and Morgan are right in pointing out that certain neural networks sat-
isfy a structural simulation conception of structural representation. Yet, in all fairness 
to Ramsey, his account focused on a rather different class of connectionist systems 
(namely 3 layer perceptrons used for classification). And these connectionist systems 
do not seem to fit the structural simulation conception.21 Their computational dynam-
ics simply maps input vectors onto output labels. It does not simulate any external 
system. It simply “projects” inputs onto labels. So, Ramsey was right in saying that 
these specific artificial neural networks do not tokenize structural representations 
(meaning structural simulations). He was, however, wrong in the scope of his claim. 
Some neural networks do seem to tokenize structural simulations.

Moreover, Ramsey’s verdict is wrong under other conceptions of structural rep-
resentation. For, the inner state space of three layer classifiers has repeatedly been 
shown to be structurally similar to the target domain the classifies has been trained to 
operate upon (see O’Brien and Opie 2004; Churchland, 2012). So, a different notion 
of structural representation appears to be best suited to defend the representational 
credentials of connectionist systems.

What, lastly, about a particular family of post-connectionist models, namely the 
artificial neural networks involved in “predictive processing” theories of cognition? 

at least not in the Khunian sense of the term (cf. Petrovic & Viola 2022). The fact that such a “revolution” 
seems to be in need to rely on a type of representation deeply embedded in classical cognitive science is 
in line with Petrovic & Viola’s verdict on the matter.
21 Pace (Cummins, 1989).
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Their representational credentials are hotly debated (e.g. Gładziejewski, 2016; Kiefer 
& Hohwy, 2018; Downey, 2018; Facchin, 2021a), in particular when it comes to 
ascertain whether predictive processing systems tokenize structural representations. 
As I noticed in (§ 2.1), the whole debate seems largely based on the structural map 
notion, according to which individual vehicles need to be structurally similar to their 
targets. As Facchin (2021a) argued, however, it is hard to find such vehicles in con-
nectionist systems, especially predictive processing ones. This suggests that, to better 
defend their position - representationalists about predictive processing should change 
the relevant notion of structural representation at play.

Importantly, such a change may be less traumatic than it may prima facie appear. 
As I noticed in § 2.2, Wiese (2017, 2018) is already in part resorting to a structural 
simulation account of content. Perhaps, then, he can simply drop the structural map 
response to the representational status question (which, as I argued in § 2.2 might 
not combine well with a structural simulation account of content and function) and 
embrace a full structural simulation account of representations in the predictive mind. 
In a somewhat similar vein, Kiefer and Hohwy (2018) and Kiefer (2023) do already 
conceive structural representations in terms of what I’ve called structural simula-
tions, even if the picture of structural simulations they propose is complicated by an 
appeal to functional role semantics to determine the contents of these simulations.

Again, what matters for my purposes here is not to provide (or even sketch) an 
account of representations that “fits” connectionists and post-connectionist systems. 
What matters is only that the distinction I have sketched in § 2 allows us to advance 
philosophical debates in a productive way. That, in my mind, is enough to adopt and 
deploy the quadripartite distinction I am proposing.

5  Conclusion

Have structural representations been observed in our brains? Are they compatible 
with mechanistic explanations? Are they actually posited in predictive processing 
accounts of cognition? Do they pass the “job description” challenge? Do they have 
well-determined, non-disjunctive contents? In this paper, I have argued that such 
questions are ill-posed. For, in the current literature, the generic term “structural rep-
resentation” is used to designate a large variety of different and distinct types of 
representations. Recognizing - and carefully separating - them is necessary in order 
to pose questions such as the ones that open this section in a more meaningful, and 
hopefully answerable, manner.22
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