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Abstract
In this research, three water quality (WQ) indexes, namely dissolved oxygen (DO), bio-
chemical oxygen demand (BOD), and chemical oxygen demand (COD), in Selangor River 
of peninsular Malaysia were simulated using a stochastic model based on vector auto-
regression (VAR). The simulation was adopted based on three modeling scenarios of 
inputs as predictor: (i) related WQ parameters, (ii) WQ parameters and river flow data, and 
(iii) WQ parameters and rainfall data. The WQ parameters as input were determined based 
on the correlation analysis. The numerical analyses revealed that the prediction accuracy of 
VAR model substantially increases with the increase in input number. The model provided 
better accuracy in predictions of WQ indexes (root mean square error ≈ 0.11 and mean 
absolute error ≈ 0.26) when all environmental, hydrological, and climatological variables 
were considered. Further improvement in model performance (root mean square error ≈ 
0.0248 and mean absolute error ≈ 0.1259) can be achieved if physiochemical parameters 
like suspended solid material and the turbidity are used as additional inputs.
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1 Introduction

1.1  Research Background

Several aspects of human life such as hygiene, drinking, and domestic activities need 
clean water supply (Khalil et al. 2019; Liu & Lu 2014). Unsustainable human activities 
have contributed immensely to the pollution of water bodies and caused high stress on 
freshwater resources (Dizaji et al. 2020a; Zhao et al. 2019). The deterioration of water 
quality (WQ) has severely affected humans well-being and the environment across the 
globe (Dizaji et al. 2020b; Ouyang 2005). The frequent water pollution episodes due to 
intense development activities in recent years has attracted the environmental manage-
ment experts in assessment and prediction of WQ parameters (Martin & McCutcheon 
2018; Sharafati et al. 2020).

As one of the fastest developing countries in Asia, Malaysia experienced a rapid land 
use changes in last few decades (Wan Mohtar et al. 2019). These caused an increase in 
water pollution in most of the rivers of the country. This situation is further worsened 
by the environmental, climatic, and hydrological changes experienced in the country in 
recent years. Due to its location in the tropical zone, natural factors also play a signifi-
cant role to water pollution (Lee et al. 2017; Dada et al. 2012; Shuhaimi-Othman et al. 
2007). For example, heavy rainfall-driven flash flood often sweeps the catchment area 
to load the river with all kinds of pollutants and worsens river WQ. Soil erosion due 
to extreme rainfall reduces river water oxygen contents and increases the population 
of harmful algae. Extensive soil erosion causes sediment deposition in riverbed which 
significantly influences the river flow conditions. These caused WQ of many rivers in 
Malaysia deteriorate beyond the recommended level for domestic, agricultural, and 
industrial purposes (Mukate et al. 2019). Continuous monitoring and prediction of WQ 
in developing countries like Malaysia are necessary for adoption of necessary measures 
for reduction in pollution and mitigation of its impacts on society (Naubi et al. 2016).

1.2  Research significant and problem statement

The water quality index (WQI) is used for the evaluation suitability of a water body 
for various water activities (Abba et  al. 2020). Its determination is a highly compli-
cated process that involves several water quality variables which often lead to inaccurate 
determination. Several WQIs have been implemented in different countries, such as Bra-
zil, India, the USA, Korea, and Portugal (Abrahão et al. 2007; Bordalo et al. 2006; Cude 
2001; Sargaonkar & Deshpande 2003; Song & Kim 2009). Different WQ parameters are 
used for the development of WQI in different regions. Among the WQ parameters, dis-
solved oxygen (DO), biochemical oxygen demand (BOD), and chemical oxygen demand 
(COD) are considered as the most important components of WQI whose accurate deter-
mination can significantly affect the pollution control measures. These WQ parameter 
values are usually determined through laboratory test. However, the laboratory analysis 
is a tedious and time-consuming process. A reasonable and accurate prediction of these 
parameters through analytical processes can save cost, time, and energy. Consequently, 
researchers have been motivated to develop reliable BOD, BO, and COD prediction 
models based on other available WQ data. Such models are extremely important for 
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regions experience frequent water pollutions but have low budgets for environmental 
quality assessment and monitoring, and control of contamination level.

1.3  Soft computing literature review

The need for an accurate, non-vulnerable, and dependable simulation models has been driven 
by the acknowledgment of the fact that surface water pollution has become a growing concern 
(Yaseen et al. 2018a, b). Soft computing (SC) methods can be used for reliable modeling of 
WQ (Yaseen et al. 2018a, b). The main advantage of SC methods lies in their capability to 
handle the highly nonlinear and complicated relationships between input and output compared 
to traditional statistical models which assume a linear input–output relationship (Tiyasha et al. 
2020). Despite the wide use of SC in the modeling surface WQ, they are still prone to several 
challenges, especially regarding the model parameters tuning, time inefficiency, lack of gener-
alization, and human–model interactions. Hence, efforts are ongoing toward exploring novel 
and strong mathematical models that are highly flexible in solving complicated environmental 
problems (Danandeh Mehr et al. 2018; Tiyasha et al. 2020).

Among different mathematical models applied for solving regression problems, the VAR 
proposed by Sims (1980) is one of the frequently used statistical models to analyze multivari-
ate time series (Abrigo & Love 2016; Dowell & Pinson 2016; Karlsson 2013; B. Xu & Lin 
2015). Basically, it is a natural extension of the univariate time series model to a multivariate 
data where each variable in the multi-equation system is considered as endogenous (Karlsson 
2013). The VAR model has a flexible structure and successfully been applied in many scien-
tific and engineering fields to predict multivariate time series data (Baumeister & Kilian 2012; 
Fresoli et al. 2015; Kilian & Vigfusson 2013). However, it is yet to be explored for the applica-
tion of environmental engineering problems such as WQ prediction.

1.4  Research objectives

The study involves the statistical analysis of different WQ parameters and establishment of 
predictive models. The specific objectives of the research are presented as follow:

1. Development of a robust statistical model based on VAR for the prediction of WQ 
parameters.

2. Prediction of three WQ parameters, i.e., DO, BOD, and COD, using various attributes 
as predictors including environmental (e.g., related WQ variables), hydrological (e.g., 
river flow), and climatology (e.g., rainfall) variables.

3. Formulation of a prediction matrix (predictors/predictand) based on correlation statis-
tics.

4. Prediction of different WQ indices from related WQ variables.
5. Prediction of the standard WQI using related water quality indices as predictors.

2  Case study and data description

The Selangor River basin is selected in this study due to its significance as a major source 
of water supply for the capital of Malaysia and the highly populated surrounding regions. It 
accounts 25% of the total area (2200 km2) of peninsular Malaysia (Fig. 1). The size of this 
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area demands more attention to its environment. The origin of Selangor River is at the Selan-
gor–Pahang border at an elevation of 1700 m. It flows 110 km in southwest direction before 
emptying into the Straits of Malacca in Kuala Selangor. Several other rivers serve as its main 
tributaries. Half of the Selangor River basin is covered by natural forest, while a small portion 
is used for various agricultural purposes. Pollution source of this river comprises of both point 
source and nonpoint source. There is no readily available data to quantify the level of pollu-
tion of the river accurately. Because of the need to study WQ data separately through expert 
knowledge and experiences, it is difficult to determine the impact of the elemental content in 
water bodies on both humans and the environment.

River WQ can be assessed in three different ways: (i) considering physicochemical and 
biological water qualities; (ii) using a physical quality evaluation system which considers the 
level of manmade changes on the channel margins, river banks, and main channel; and (iii) 
using a biological WQ evaluation system which considers the state of the living organisms 
in the water body. Monthly data of several water quality variables (i.e., physical, chemical, 
and biological) were obtained from the Department of Environment (DoE), Malaysia, for 
the period 2000–2012. The river flow and rainfall data for the same period and scale were 
obtained from the Department of Irrigation and Drainage (DID), Malaysia. The statistical 
properties of data are presented in Table 1.

Fig. 1  Location of Selangor River catchment in the map of peninsular Malaysia
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3  Methodology

3.1  Vector auto‑regression (VAR) model

The VAR is a multivariate statistical analysis model frequently used to explain relationship 
between different attributes to form a dynamic system of linear equations. While doing so, it 
incorporates interdependence between different time series by expressing them as linear com-
binations of the series. In other words, it is used to describe; “How a time series depends on 
other related time series and their past lags?”. The VAR model is used in this study to describe 
"How DO, BOD, and COD depend on the related WQ, hydrological, and climatological vari-
ables and their past values?".

If Yt =
{
Y1, Y2, ..., YT

}
 denote an n dimensional time series of size T, the VAR process 

with n endogenous variables and p lags, VAR (p), is represented as follows:

where Yt =
(
Y1t, Y2t, ...,Ynt

)T
∈ Rn denotes an n dimensional multivariate variable, 

Φ =

(
�0,�1,�2, ...,�p

)T is the vector of unknown model parameters, where each �i , 
i = 1, 2, ..., p , represents an n × n coefficient matrix and �0 =

(
�01,�02, ...,�0n

)T is an n 
vector of intercept term, �t follows a multivariate normal distribution with mean zero and 
variance–covariance matrix Σ , �tN(0,Σ) . For k = 1, 2, ..., n , Y

(k) =

(
Yk1, Yk2, ...,YkT

)T for 
the kth time series data,

with zt−1 =
(
YT
t−1

, YT
t−2

, ...,YT
t−p

)
 . The vector of coefficients Φ =

(
�0,�1,�2, ...,�p

)T 
can be estimated by the ordinary least squares method solving the system of linear equa-
tions Y = ZΦ + � as follows:

Note that in this study, the VAR parameters were calculated by considering the time 
series stationary (Kilian 1998).

The VAR model provides a flexible way to predict the unobservable realization of 
the multivariate time series data. Once the parameter vector Φ̂ =

(
�̂�0, �̂�1, �̂�2, ..., �̂�p

)T is 
estimated, the point predictor of h = 1, 2, ... step-ahead future value conditionally on the 
available data set, YT+h , is obtained using the recursion formula, as follows (Xu and Moon 
2011):

where ŶT+k∨T = 0 for k ≤ 0 . However, obtaining point forecasts may not be enough to 
assess forecasting accuracy since the uncertainties associated with point forecasts are 
unknown in practice (Chatfield 1993). To overcome this issue, the prediction interval, 
which takes into account the uncertainty associated with each point forecast, can be used 
to make a reliable inference about the future values. For VAR model, the forecast densities 
are obtained in the form of ellipsoid, and the marginal prediction intervals can be obtained 
accordingly (Lütkepohl and Poskitt 1991). The mean square error matrix of ŶT+j∨T is 

(1)Yt = �0 + �1Yt−1 + �2Yt−2 + ... + �pYt−p + �tt = 1, 2, ...,T ,

(2)Z =

⎡⎢⎢⎣

1 zT
0

⋮ ⋮

1 zT
T−1

⎤⎥⎥⎦
,

(3)Φ̂ =

(
ZTZ

)
−1
ZY .

(4)ŶT+h∨T = �̂�0 + �̂�1YT+h−1∨T + �̂�2YT+h−2∨T + ... + �̂�pYT+h−p∨T ,



8035Prediction of dissolved oxygen, biochemical oxygen demand,…

1 3

denoted as Σ(h) =
∑h−1

j=0
�j�

T
j
, where �j =

∑p−1

j=1
�j−k�k and �0 = In and �k = 0 for j > p . 

Under the assumption of normal distributed errors, the h-step-ahead forecast density is 
estimated as follows:

The prediction interval with coverage probability 100(1 − �)% for the kth time series is 
then obtained as follows (Xu and Moon 2011):

where �̂�k(h) is the kth element of Σ̂(h) and z�∕2n is the �∕2nth, say 0.025, quantile of the 
standard normal distribution.

For the sake of clarity, a flowchart is presented in Fig.  2 to show how the proposed 
method was used in this study to obtain the experimental results.

3.2  Model development

Five different models were built based on three different input scenarios. For each case, the 
inputs were determined by taking into account their correlations with the targeted variable. 
Only the variables which have moderate or high correlation (> 0.4) were selected. The cor-
relation matrix between the predictors and predictand is illustrated in Fig. 3. The statistical 
characteristics of each investigated variable considered in the present study are given in 
Table 1. The sample statistics and p values of Jarque–Bera (JB) normality and augmented 
Dickey–Fuller (ADF) stationarity tests for each variable individually and jointly are given 
in Table 1 (Jarque 2011; Mushtaq 2011). The obtained results can be interpreted as follows: 

(5)YT+h ∼ N
(
ŶT+h|T ,Σ(h)

)
.

(6)
{
YT+h ∨ YT+h ∈

[
ŶkT ± z𝛼∕2n�̂�k(h)

]}
,

Fig. 2  Flowchart of the proposed 
VAR model
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(i) the JB test results indicate that the distribution of input variables is Gaussian, and (ii) 
small p values of ADF test indicate that all the time series are stationary.

The Ljung–Box (LB) test was performed for each case to test the autocorrelation struc-
ture in the original and squared series. The results suggested that there was a dynamic 
dependence in the conditional mean for each case. Obtained LB test statistics of the 
squared series were relatively smaller than those of original series. This indicates that the 
dependency of the second-order moments was not significant than that obtained from the 
conditional mean dependency. Overall, the results of explanatory data analysis suggested 
suitability of VAR to model each objective. For each case, the optimal lag order was deter-
mined by Akaike information criterion (AIC) by equating the maximum lag order to 14 
(Kilian 1998; Marcellino et al. 2006). The results are given in Table 2, which shows that 
VAR(5) (Objective 1), VAR(14) (Objective 2-3-5), and VAR(13) (Objective 4) models 
were optimal.

3.3  Prediction performance metrics

The predictability of the developed model for the research objectives was evaluated 
and validated using various statistical indicators including root mean squared errors 

Fig. 3  Correlation matrix between the predictand and predictor water quality variables
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(RMSE), mean absolute errors (MAE), determination coefficient (R2), and correla-
tion coefficient (R). The mathematical expression of these indicators are given in 
Eqs. (7)–(10) (Tao et al. 2018a, b; Tao et al. 2018a, b):

where Ŷt and Yt denote the predicted and observed time series, respectively. Ŷt and Yt are 
the mean of predicted and observed time series, respectively. T is the sample number.

(7)RMSE =

�∑T

t=1

�
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�2
T

,
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Table 2  Results of Akaike information criterion for each designed objective

Bold indicates the best values of the Akaike information criterion for each designed objective.

Order Objective 1 Objective 2 Objective 3 Objective 4 Objective 5

1 18.48 25.23 27.45 52.45 21.41
2 17.99 24.79 27.09 52.32 21.03
3 17.82 24.62 26.99 52.16 21.09
4 17.95 24.80 27.15 52.30 21.28
5 16.81 23.74 26.07 52.85 21.47
6 17.12 24.08 26.54 52.95 21.68
7 17.31 24.30 26.56 53.36 21.79
8 17.42 24.30 26.25 53.43 21.76
9 17.49 24.36 26.23 53.22 21.49
10 17.57 24.36 26.02 52.72 21.64
11 17.39 23.78 24.90 51.73 21.71
12 17.35 23.24 23.68 50.20 21.55
13 17.02 22.03 20.85 36.35 21.41
14 16.93 20.36 16.76 38.45 20.47
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4  Results and discussion

The aim of this study was to develop a reliable mathematical model based on VAR 
for prediction of DO, BOD, COD, and WQI in river water. The concentration of WQ 
parameters are highly correlated with various environmental, hydrological, and climato-
logical variables. Hence, establishing a comprehensive prediction model through incor-
poration of all those variables is essential for reliable prediction of WQ parameters. In 
the current research, three different modeling scenarios were investigated to predict DO, 
COD, BOD, and WQI: (i) environmental, (ii) environmental and hydrological, and (iii) 
environmental, hydrological, and climatological variables.

Table  3 reports the results obtained for DO, COD, and BOD for the first three 
designed cases (see Table 1). The DO was predicted with minimal RMSE ≈ 0.92 and 
MAE ≈ 0.76 for the first case where only the related water quality variables were used 
as predictors. The DO value was predicted with RMSE ≈ 0.20 and MAE ≈ 0.36 for Case 
2, where river flow magnitude was included as hydrological attribute. In Case 3, where 
river flow and rainfall information were also incorporated as hydrological and clima-
tological attributes, the prediction accuracy of DO was enhanced much (RMSE ≈ 0.11 
and MAE ≈ 0.26).

The model performance in predicting COD was found similar to that observed for 
DO. For Case 1, COD was predicted with minimal RMSE ≈ 1.84 and MAE ≈ 0.0.99. 
Case 2 showed a slight prediction enhancement with RMSE ≈ 0.66 and MAE ≈ 0.63, 
whereas a noticeable improvement in prediction accuracy was observed for Case 3 after 
incorporation of hydrological and climatological attributes (RMSE ≈ 0.49 and MAE 
≈ 0.54). The results obtained for prediction of BOD were as follows: Case 1: RMSE ≈ 
66.19 and MAE ≈ 6.10; Case 2: RMSE ≈ 19.83 and MAE ≈ 3.42; and Case 3: RMSE 
≈ 9.72 and MAE ≈ 2.46. The model performance estimated using RMSE. MAE, R2, 
and R presented in Table 3 revealed that the applied VAR predictive model provided a 
confirmatory evidence that incorporation of different environmental, hydrological, and 

Table 3  Performance of the 
models in prediction of water 
quality parameters for Cases 1 
to 3

Performance indica-
tors

Variables

DO COD BOD

Case-1
 RMSE 0.9236 1.8456 66.1975
 MAE 0.7646 0.9959 6.1020
 R2 0.3285 0.4014 0.3415
 R 0.5735 0.6336 0.5844

Case-2
 RMSE 0.2063 0.6600 17.8312
 MAE 0.3600 0.6328 3.4278
 R2 0.8487 0.7969 0.8239
 R 0.9212 0.8926 0.9076

Case-3
 RMSE 0.1120 0.4914 9.7250
 MAE 0.2636 0.5409 2.4609
 R2 0.9178 0.8487 0.9039
 R 0.9580 0.9212 0.9507
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climatological variables as predictors improves the accuracy of the prediction model. 
The model performance in predicting water quality indices and standard WQI for the 
fourth and fifth cases are presented in Table 4.

Taylor diagram was generated for better evaluation of model for the first three inspected 
cases. Taylor diagram is a presentation of three different statistics including correlation, 
standard deviation, and RMSE (Taylor 2001). Figure 4a–c presents the Taylor diagrams for 
DO, COD, and BOD. The trend of the coordinates for the three inspected cases was almost 
the same, where the closest to the observed data (black circle) with a correlation coefficient 
of above 0.92 was observed when all predictors (i.e., environmental, hydrological, and cli-
matological) were taken into consideration. 

Figure 5a–c illustrates the time series of the observed and predicted values. It is very 
obvious that prediction model performed best in prediction of DO, COD, and BOD for 
Case 3 (see Fig.  4a). The VAR predicted values exhibited a remarkable match with the 
observed WQ values. Figure 5c reports the model performance in prediction of standard 
WQI from the indices presented in Fig. 5b. In a general overview, an acceptable match was 
noticed between the observed and predicted time series.

Figures  6,7, and 8 present h = 6-step-ahead data forecasts and asymptotic prediction 
intervals produced by VAR models for Case 3 (as the best model) and Cases (4–5). Each 
variable considered in this study was consisted of 156 observations in total. To obtain the 
forecasts and prediction intervals, first 150 observations of each variable were used to train 
the VAR model. Subsequently, the point forecasts and prediction intervals were obtained 
using Eqs.  (4) and (6), respectively. The results indicated that the VAR model produced 
reasonable predictions for Cases 3 and 5 (Figs.  6 and 8). The forecasted data were rel-
atively close to the observed data points, and almost all the future values were covered 
by the prediction intervals. For Case 4, the VAR model was failed to produce satisfactory 
forecasts (see Fig. 7). This is due to the fact that the variables in this case were ranged in 
a large scale and thus a larger error compared to other two cases. Another possible reason 
could be the non-Gaussian forecast errors produced by the VAR model. Alternatively, a 
nonparametric resampling technique such as bootstrap can be used to improve the predic-
tion performance of the VAR model.

It was observed that an increment in the number of the input attributes substantially 
augmented the prediction accuracy of the model. Hence, it was very interesting to explore 
the influence of suspended solid material and the turbidity on DO, COD, and BOD predic-
tion for first three cases (Table 1). The obtained results are given in Table 5. The results 
showed a better prediction in comparison with that presented in Table 3. The SS and TUR 
exhibited a noticeable influence on DO and COD prediction, while no influence on BOD. 
This is justifiable as BOD is mainly influenced by biological properties of water instead 

Table 4  Performance of the models in prediction of different water quality indices and general WQI for the 
fourth and fifth cases

Performance 
indicators

DO index BOD index COD index AN index SS index pH index WQI

Case-1
 RMSE 5.5966 3.3304 9.0097 16.8250 19.6633 16.0593 19.2687
 MAE 1.9519 1.3848 2.3557 3.2032 3.4633 3.1063 3.6137
 R2 0.9574 0.9337 0.9213 0.9130 0.9407 0.8686 0.6748
 R 0.9784 0.9663 0.9598 0.9555 0.9699 0.9320 0.8214
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Fig. 4  Taylor diagram of the observed and predicted water quality parameters, a DO, b COD, and c BOD 
for the first three Cases
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Fig. 5  a Observed (black lines) 
versus fitted (blue lines) time 
series for Case 1 (first row), Case 
2 (second row), and Case 3 (third 
row), b Observed (black lines) 
versus fitted (blue lines) time 
series for Case 4, and c Observed 
(black lines) versus fitted (blue 
lines) time series for Case 5
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of physical properties. The results tabulated in Table 5 exhibits a high complexity in mod-
eling due to an increase in tuning parameters of VAR model. Overall, the current investiga-
tion confirmed significant influence of hydrometeorological variables on modeling water 
quality. The model performance was noticed to improve significantly after incorporation of 
climatic and hydrological information.

5  Conclusions

Modeling spatial and temporal variation of river WQ parameters is important for several 
consumptive uses such as drinking, hygiene, and irrigation. The river WQ data are char-
acterized by high redundancy and stochasticity due to its dependence on several environ-
mental, climatological, and hydrological parameters. A stochastic model based on VAR 
is proposed in this study for modeling of river WQ parameters. The results revealed that 
VAR was successful to address this complex environmental engineering problem effi-
ciently. The VAR model also exhibited its robustness in prediction of WQ variables six 
steps ahead. Assessment of model performance of different input scenarios revealed that 
incorporation of river flow and rainfall information as an external climatology and hydro-
logical attributes significantly improves the prediction capability of VAR model. Besides, 
the physiochemical parameters like suspended solid material and the turbidity can further 
improve the model performance. The results indicate the potential of the proposed VAR 
model to be integrated with an expert system to provide a reliable and dependable source 

Fig. 6  Six-step-ahead unobserved data (dot points) forecasts (triangle points) and 95% prediction intervals 
(solid lines) for Case 3
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Fig. 7  Six-step-ahead unobserved data (dot points) forecasts (triangle points) and 95% prediction intervals 
(solid lines) for Case 4

Fig. 8  Six-step-ahead unobserved data (dot points) forecasts (triangle points) and 95% prediction intervals 
(solid lines) for Case 5
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of information to the decision makers for taking actions toward enhancement of sustain-
ability of river systems.
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