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Abstract
The artificial neural networks share its working analogous with the human brain; and by 
using these artificial neural models, various complex nonlinear relationships can be mod-
eled which cannot be described easily using mathematical equations. In this study, ground-
water quality at a sanitary landfill site used for solid waste disposal was modeled using 
artificial neural networks. The groundwater quality was assessed for two consecutive years 
2016 and 2017 at ten locations near the site, and the data were used for modeling. Total 
hardness was predicted using neural networks by using three learning algorithms, and the 
best one was used in the final model for prediction. The interpolation maps were drawn 
for both the years to understand the total hardness concentrations at unsampled locations 
using ArcGIS Geostatistical Analyst Extension, and Inverse Distance Weighing method 
was used. The percentage effect of spatial and temporal changes on total hardness was cal-
culated by doing the sensitivity analysis and thus finding the relative importance of each 
input parameter on total hardness. Different algorithms were tested to select the best-per-
forming algorithm with optimal neural architecture.

Keywords  Groundwater · Artificial neural network (ANN) · Interpolation · Total hardness · 
Sensitivity analysis · Cross-validation

1  Introduction

With huge growth in human population, the quantum of waste that is produced is increas-
ing day by day. For handling such huge quantity of waste, mostly landfills are used as the 
end solution for any waste that cannot be processed further or otherwise. Across the world, 
landfills have become a common practice for municipal solid waste disposal. The solid 
waste lying in landfills or open dumps causes groundwater infiltration either by precipi-
tation or leachate percolation or pesticides washing off from surface and going to aqui-
fers or any other mode of infiltration. Therefore, area near landfills has greater probability 
of groundwater contamination. Though in many instances the landfill are designed with 
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liners to prevent leachate going to underground waters but due to faulty design many times 
percolation happens and groundwater gets contaminated (Nagarajan et al. 2012). Landfill 
leachate if not collected properly or treated and disposed suitably contaminates groundwa-
ter and surface water as percolation through soil may join confined or unconfined aquifers 
(Bashir et al. 2009).

With different types of land spaces existing, sanitary landfills have been developed as 
a viable method to reclaim derelict land by disposal of solid waste in those landfills. The 
properly designed landfills for solid waste management has helped in reducing adverse 
environmental impacts because of activities such as open-air burning and open-pit dump-
ing. However, if landfills are not managed and designed properly, they might have envi-
ronmental concerns because of gas production and leachate formation (Abd El-Salam and 
Abu-Zuid 2015). The leachate finding its way through infiltration contaminates groundwa-
ter by adding either dissolved organic matter or compounds such as ammonium, calcium, 
magnesium, sodium, potassium, iron, sulfates, chlorides and also heavy metals (Lee and 
Lee 1993; Christensen et al. 2001). This had been assessed by experimental identification 
and through mathematical modeling (Moo-Young et al. 2004). The physico–chemical anal-
ysis of leachate from landfill site along with heavy metals showed higher concentration of 
chlorides, nitrates, sulfates, phenol, zinc and also high COD renders the groundwater qual-
ity unfit for domestic uses (Singh et al. 2008).

In order to understand the status of groundwater quality and its subsequent alterations, 
it is important to have models that can predict groundwater quality. Groundwater quality is 
deteriorated if water quality parameters exceed beyond the permissible limit as it becomes 
unacceptable after that. Groundwater becomes unfit for domestic as well as irrigation pur-
poses if physico–chemical parameters such as color, conductivity, total solids, hardness, 
chlorides, NH3–N exceed the permissible limit specified by EPA (Fatta et al. 1999). The 
models help in understanding the changes that may occur with passage of time in ground-
water quality. The use of model becomes important as monitoring is expensive and time-
consuming, and also at many instances it is not possible to draw the samples from certain 
points (Nas and Berktay 2010).

With the advancement and availability of resources in soft computing techniques, mod-
els are continuously adopted and coupled with other regression models (Charulatha et al. 
2017) to know the groundwater quality. These models are helpful in understanding the 
scenarios with reference to many parameters that cannot be easily represented by math-
ematical equations (Kuo et  al. 2004). Researchers have tried to study the contamination 
of groundwater due to leachate percolation (Mor et  al. 2006) near unlined landfill site. 
Dependency on groundwater for domestic purposes is also high in many parts of India. 
Groundwater-level prediction for different aquifers has been done by using artificial neural 
network (ANN) in India and abroad (Nayak et al. 2006; Mohanty et al. 2010; Daliakopou-
losa et al. 2005). Few studies had been conducted on groundwater quality prediction using 
ANN (Yesilnacar et al. 2008), but quantifying the effect of space and time has not been 
done extensively in the model itself.

Models such as neural models help in predicting the groundwater quality well in 
advance for understanding future scenario. These models in addition have various appli-
cations in field of environment and ecology which range from predicting water quality 
in river stretches (Singh et al. 2009) to neural modeling of marine phytoplankton pri-
mary production (Mattei et al. 2018). Therefore, in this study ANN has been developed 
to predict total hardness in groundwater at different locations in an Integrated Solid 
Waste Management (ISWM) site near Mumbai coastline. The study also aims at map-
ping the variation in the groundwater quality at this site commencing from baseline till 
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2017 by modeling total hardness using neural networks and developing spatial interpo-
lation maps for understanding the variation with space and times.

2 � Study area

The coastline of Mumbai city is indented with numerous creeks and bays which are 
under tidal effect of Arabian Sea. The city receives peak rainfall in the month of July 
and is under the influence of south-west monsoon winds from June to September. Octo-
ber and November are the post-monsoon seasons. The site for ISWM facility, com-
prising a sanitary landfill, is located in the eastern suburbs of Mumbai near mangrove 
swamp area as depicted in Fig.  1 with latitudes 19°7ʹ13.82″N and 19°7′40.20″N and 
longitude 72°56′48.77″E and 72°57ʹ26.34″E with elevation above mean sea level (m) 
of 1  m. Groundwater samples from 10 monitoring wells were collected every month 
for year 2016 and 2017 during the operation of sanitary landfill. The collected samples 
were analyzed for pH, total dissolved solids, chlorides, nitrates, sulfates and total hard-
ness. The baseline study mandated in Municipal solid wastes (Management and Han-
dling) rules, 2000, was conducted in 2014 and has reported high concentrations of dis-
solved solids and other parameters exceeding the desirable limits as per standards given 
in MSW rules, 2000. This highlights that groundwater quality at the ISWM site was 
already exceeding the standards; and to understand any further deterioration in ground-
water quality, neural model predicting the hardness was used. The model will help in 
assessing the performance of sanitary landfill site with respect to prevention of leachate 
contamination and further degradation in groundwater quality.

Fig. 1   Groundwater sampling locations at ISWM site
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3 � Methodology

3.1 � Using artificial neural network (ANN)

The capability of neural model to mimic complex relationships makes it very demanding 
in today’s world. This becomes important because generating data from machines, experi-
ments or observations is relatively easy and well established but interpreting the interlink-
ing of parameters and variables involved in the phenomenon and processes is complex and 
difficult (Smith 1994). This is the reason why when data are available and cross-relations 
are not known neural networks are used. Therefore, for developing an optimized neural 
model for designated purpose, first it has to be trained and then tested. While making neu-
ral models, learning algorithms are used for developing neural architecture and the algo-
rithm giving best results in testing is used for final model development. In this study, three 
learning algorithms, namely Levenberg–Marquardt (LM), gradient descent with momen-
tum back propagation (GDM) and BFGS quasi-Newton back propagation (BFG), were 
used to analyze the performance of individual algorithm toward predicting groundwa-
ter quality near landfill site. Equations (1), (2) and (3) present the approximation used to 
update the values when using LM, GDM and BFG learning algorithms, respectively.

3.1.1 � Neural architecture

In artificial neural networks, there are mainly two broad types of architecture—feedforward 
networks and feedback networks. Feedforward or multi-layer networks have been exten-
sively used while making neural model. The model may consist of several layers as hidden 
layer and one output layer. In most of the applications where neural network is used, one or 
two hidden layers are kept in the architecture. The number of neurons in each hidden layer 
can be fixed by trial and error process and also depending upon the complexity of process 
to be modeled (Dogan et al. 2009). Figure 2 shows the architecture for neural network for 
this study in which all inputs and output are highlighted and the neurons in hidden layer 
with different combinations were tested (Palani et al. 2008).

3.1.2 � Data for neural model

In this study, data were derived from sampling and monitoring of ten locations near ISWM 
site as mentioned earlier, continuously for 2 years from 2016 to 2017 for groundwater qual-
ity testing. The data set for groundwater quality has values of pH, total dissolved solids 
(TDS), total hardness (TH), chlorides (Cl−), nitrates (NO3

−) and sulfates (SO4
2−) with time 

and locations. All the parameters were tested as per standard protocol “Standard Methods 
for the Examination of Water and Wastewater (APHA)” 21st Edition. The total data size 
for making neural model has 160 sampled results for all locations for 2 years. Once the 

(1)yk+1 = yk −
[

JTJ + �I
]−1

JTe

(2)dY = � ∗ dYprev + � ∗ (1 − �) ∗ dperf∕dY

(3)yk+1 = yk − A−1
k
gk
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input matrix is finalized, the data are processed, randomized and normalized because it has 
to pass through activation function which has boundary values as well. The normalization 
can be done in any range from [− 1, 1] or [0, 1], while in this it has been taken as 0.1 to 0.9 
to avoid saturation in data (Basheer and Hajmeer 2000).

3.1.3 � Deciding input and output

In this study, out of all parameters, eight were selected as inputs and one as output. The 
inputs and output selected are given in Table  1. The inputs mentioned in Table  1 were 
decided so because from theories and processes, it is known that multivalent cations asso-
ciated with certain anions impart hardness in water. The major hardness-causing cations 
are calcium, magnesium, strontium, ferrous and manganous ions. These divalent cations 
are associated with anions, and their availability in natural waters is shown in Table  2 
(Sawyer et al. 1994, p. 487).

In addition, for the neural model input, time and space for individual data point was 
also taken as inputs. This was done to understand the effect of each parameter with space 
and time since no equation exists correlating effect of space and time together. Therefore, 
neural model has been developed by incorporating locations and time. The relative effect 
of space and time on hardness of water had been worked out using sensitivity analysis in 

Fig. 2   Neural network architecture with eight inputs and one output and neurons were varied between 2 to 
20

Table 1   Variables selected as input and output for neural model

Inputs pH, TDS, Cl−, NO3
−, SO4

2−, time (month and year), location (latitudes and longitudes)
Output Total hardness
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later section. The statistical parameters for all variables used in neural model are shown in 
Table 3.

3.1.4 � Training and cross‑validation

In this study for training the network, three algorithms Levenberg–Marquardt (LM), Gradi-
ent descent with momentum back propagation (GDM) and BFGS quasi-Newton back prop-
agation were used. All these algorithms were used to determine which one works better 
and is suitable for predicting total hardness at different points for study area (Mohanty et al. 
2010). To prevent model from over-training, k-fold cross-validation was used to partition 
data sets for training and testing. The value of k can vary, but over here it has been taken 
as 10. Cross-validation was done to assess the performance of model under all the three 
learning algorithms used. In each round, the original data set is partitioned into training 
(k − 1)-fold and testing data (onefold) as shown in Fig. 3 and the process is repeated k times 

Table 2   Major cations causing 
hardness and the anions 
associated with these divalent 
cations

Cations causing hardness Anions

Ca2+ HCO3−

Mg2+ SO4
2−

Sr2+ Cl−

Fe2+ NO3−

Mn2+ SiO3
2−

Table 3   Statistical Parameters for all inputs and output

Variable pH TDS Cl− NO3
− SO4

2− TH

Parameter
Min 6.50 22.00 14.00 0.03 4.60 32.00
Max 9.20 28,300.00 13,825.00 52.00 1809.00 18,690.00
Average 7.42 2394.56 931.65 2.76 139.65 879.34
SD 0.49 4227.20 1808.26 7.17 189.57 1815.20
CV 6.62 176.53 194.09 260.16 135.74 206.43

Fig. 3   k-fold cross-validation and every time random fold is selected as testing set
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such that testing set is used exactly once for validation. After “k” repetition, average error 
is calculated and used to make further analysis.

3.1.5 � Activation function, learning rate and momentum constant

While making neural model, the inputs are passed through activation function, log-sigmoid 
between input layer to hidden layer, and linear transfer function between hidden to out-
put layer was used as a transfer function in this study. The learning rate (η) and momen-
tum constant (µ) are internal parameters (Maier and Dandy 1996) and are used in LM and 
GDM algorithms (Moreira and Fiesler 1995). The default value in GDM and LM algo-
rithm of learning rate is 0.1 and momentum constant is 0.09. During training, different 
values of momentum constant and learning rate at neurons 9, 10, 11 and 12 as shown in 
Fig. 4 were used.

3.2 � Spatial interpolation for groundwater quality

Spatial interpolation is used for estimating the physical and chemical constituents for loca-
tions where it cannot be measured (Murphy et  al. 2010). It serves as a ready reference 
for understanding the impact of different parameters at different locations. The study area 
shown in Fig. 1 can be seen under the ingress of seawater. Sampling points MW6 to MW10 
are toward the creek. This typical location and mixing of seawater with groundwater pose 
problem to understand the exact water quality of groundwater and the regions influenced 
by this activity. Therefore, spatial interpolation maps were plotted for total hardness using 
ArcGIS Geostatistical Analyst Extension and Inverse Distance Weighing (IDW) method 
for generating maps for the year 2014, 2016 and 2017 for all 10 locations.

From Fig. 5, it can be seen that in 2014, groundwater quality of very small area around 
monitoring well MW2 and MW3 was within the desirable limits of total hardness con-
centration (300 mg/L), whereas the groundwater quality around MW1 was within the per-
missible limits (600  mg/L). The values exceeded by 30% and 60% of permissible limit 
for region around MW5 and MW8. The rest of the region in the study area has very high 
values of total hardness as can be seen in the figure also. This shows that the entire area 

Fig. 4   Difference between training and testing errors at different neurons when (η) and (µ) were changed as 
per the cases from 1 to 4
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has vast groundwater storage that cannot be used for domestic or any other purposes. Since 
points MW6 to MW10 are toward the creek, it is very obvious that they would be influ-
enced by seawater ingress.

On comparing Figs. 5 and 6, it can be observed that the region for very high total hard-
ness concentration has increased significantly which means that in 2 years there has been 
more ingress of seawater; and therefore, the regions which were above 60% of permissible 
value (Fig. 2) now have concentrations in the highest range as shown in Fig. 6. The region 
with permissible hardness concentration has reduced around MW1 and MW2 from 2014 
to 2016, and extent of seawater ingress has increased affecting the groundwater quality at 
other locations.

From Fig. 7, it can be observed that the major region of site has again reached to per-
missible values of concentration of hardness. This situation may have developed because of 
the engineered landfill site which has stopped seawater ingress to other regions.

Fig. 5   Map representing total hardness at 10 locations in year 2014
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4 � Results and discussion

4.1 � Neural architecture

In this study, to obtain a neural model for modeling the total hardness in groundwater, the 
optimum number of neurons in hidden layer was fixed by calculating root mean square 
error (RMSE) during training and testing by varying number of neurons in that layer. The 
number of neurons was varied from 2 to 20 in the layer. The difference in error during 
training and testing was calculated, and the instance where the error in testing phase was 
less as compared to training phase was chosen finally for those many neurons in hidden 
layer for the final neural model. Figure 8 shows the performance of model at different num-
ber of neurons with root mean square error during training and testing. The instance where 
testing error was least was taken as the optimal case. It was observed that with 12 neurons 
in hidden layer, the predicting power of model was the best.

Therefore, the resultant final neural model for predicting total hardness in groundwater 
at a solid waste dumping site has eight inputs, 12 neurons in hidden layer and one output. 
The model with 12 neurons in hidden layer was trained using Levenberg–Marquardt (LM) 
algorithm for predicting the total hardness in groundwater. The statistical parameters to 
assess the performance of the model are presented in Table 4.

Fig. 6   Map representing total hardness at 10 locations in year 2016
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Fig. 7   Map representing total hardness at 10 locations in year 2017

Fig. 8   RMSE during training and testing

Table 4   Performance parameters 
of trained artificial neural model

Algorithm Structure RMSE r

LM 8-12-1 Training 0.0027 0.9998
Testing 0.6715 0.9696
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As pointed in section training and cross-validation, tenfold cross-validation was used 
for data division and training to prevent model from overfitting. Hence, the model was run 
with different combinations of training and testing sets such that all possible combinations 
were included and each fold was used once for validation. Figure 9 shows the difference 
between training and testing error versus random fold selected while doing k-fold cross-
validation, where value of k is taken as 10.

4.2 � Comparison of performance of model

The obtained neural model with 8-12-1 architecture was trained and tested for two 
other learning algorithms which are gradient descent with momentum back propagation 
(GDM) and BFGS quasi-Newton back propagation (BFG). The purpose was to under-
stand the change in predictive power of model on using different learning algorithms. 
The performance was evaluated by RMSE and r against all the three learning algorithm 
as shown in Table 5. Value of RMSE and r can be calculated using Eqs. (4) and (5).

(4)RMSE =

�
∑N

i=1

�

Valuem − Valuep
�2

N

�1∕2

(5)r =

∑N

i=1

�

Valuep − Valuep

��

Valuem − Valuem

�

�

∑N

i=1

�

Valuep − Valuep

�2
�

∑N

i=1

�

Valuem − Valuem

�2

Fig. 9   Difference between 
training and testing error with 
different folds
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Table 5   Performance of all 
algorithms tested for neural 
model

Algorithm Structure RMSE r

LM 8-12-1 Training 0.0027 0.9998
Testing 0.6715 0.9696

GDM 8-12-1 Training 0.0949 0.8900
Testing 0.0991 0.7314

BFG 8-12-1 Training 0.0721 0.8556
Testing 0.1191 0.8036
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where Valuem is result obtained from experiments, Valuep is result predicted by model, 
Valuem is mean of results from experiment and Valuep is mean of results from model.

From Table  5, it can be observed that at same architecture with different learning 
algorithms the predictive power of model changes by seeing the coefficient of correla-
tion (r). It was also observed that predictive power of LM is better than GDM and BFG, 
while BFG is better than GDM. Thus, it can be clearly said that changing algorithm for 
the same problem will require optimizing all internal adjustable parameters again even 
in the case when all the algorithms used are meant for regression only.

In Figs. 10 and 11, it can be seen that while using LM algorithm, during training almost 
all predicted values for different instances match with experimental values and in testing 
phase also the results predicted were close to experimental values. Thus, it shows that LM-
trained neural model for this study has better predictive potential and thus can be used for 
prediction.

4.3 � Momentum constant and learning rate

When using back propagated algorithm, there is an error function that needs to be mini-
mized. The minimization of error function is done using gradient descent technique. With 
each iteration, the correction in weights is done by using learning rate (η) and momentum 
constant (µ) and this µ was introduced by Rumelhart-86.2 for incorporating the effect of 

Fig. 10   Training performance 
of LM algorithm with 8-12-1 
architecture

Fig. 11   Testing performance 
of LM algorithm with 8-12-1 
architecture



2813Use of neural networks and spatial interpolation to predict…

1 3

Ta
bl

e 
6  

W
ei

gh
t m

at
rix

 fo
r i

np
ut

s a
nd

 h
id

de
n 

la
ye

r (
W

i) 
an

d 
hi

dd
en

 la
ye

r a
nd

 o
ut

pu
t (

W
o)

N
o.

 o
f n

eu
ro

ns
W

ei
gh

t m
at

rix
 in

pu
t a

nd
 n

eu
ro

n
N

eu
ro

n 
an

d 
ou

tp
ut

M
on

th
La

tit
ud

e
Lo

ng
itu

de
pH

TD
S

C
l−

N
O

3−
SO

42−
To

ta
l h

ar
dn

es
s

1
1.

37
85

0.
63

90
3.

30
88

1.
40

02
−

 0.
33

44
−

 3.
87

34
−

 1.
37

26
2.

57
32

−
 7.

89
68

2
−

 3.
26

71
−

 0.
46

69
17

.7
01

2
0.

50
09

73
.5

14
8

−
 49

.1
21

8
−

 11
.5

64
2

35
.6

05
1

0.
32

20
3

−
 1.

63
86

−
 0.

56
75

−
 2.

38
03

−
 1.

40
18

2.
15

45
1.

95
58

2.
06

56
−

 2.
31

15
−

 6.
78

87
4

−
 3.

27
22

−
 0.

15
65

−
 4.

86
75

−
 0.

91
77

−
 0.

36
08

−
 4.

22
46

−
 20

.0
34

3
16

.4
15

6
1.

39
34

5
7.

10
22

0.
59

91
−

 2.
70

44
2.

31
10

−
 1.

25
75

−
 1.

26
71

8.
25

31
0.

30
93

4.
21

88
6

2.
03

62
0.

76
41

5.
56

90
1.

65
52

1.
26

62
−

 1.
96

38
12

.0
90

9
−

 5.
43

22
2.

50
25

7
−

 2.
58

14
−

 15
.6

90
5

7.
70

18
0.

15
48

−
 29

.7
18

−
 1.

94
32

−
 29

.8
86

4
38

.0
32

0
−

 0.
42

05
8

8.
47

25
−

 2.
20

70
0.

90
14

−
 2.

93
45

−
 2.

18
57

2.
60

84
4.

91
73

−
 9.

46
05

−
 4.

25
68

9
−

 4.
14

25
−

 0.
76

04
1.

84
52

−
 2.

84
24

−
 0.

10
53

2.
43

87
4.

49
75

−
 2.

29
06

5.
30

97
10

8.
43

60
6.

19
58

2.
04

53
9.

74
54

34
.3

68
0

−
 16

.6
68

8
−

 6.
46

45
10

.1
38

1
2.

90
90

11
−

 13
.5

07
8

−
 11

.9
84

5
−

 4.
16

33
−

 6.
69

53
24

.5
46

4
−

 5.
83

79
−

 31
.6

15
0

−
 17

.7
84

8
2.

98
93

12
−

 8.
86

71
3.

66
61

−
 3.

28
28

3.
85

24
−

 7.
60

59
5.

21
57

16
.8

59
3

8.
49

77
−

 3.
44

26



2814	 Sunayana et al.

1 3

previous iteration on the present one. From Fig. 4, it can be seen that keeping η and µ very 
low as in case 2 the difference between root mean square error of training and testing is 
more than other three cases except at one instance. Seeing the performance of case 1, 3 and 
4, all are giving minimum at 11 neurons; but at 12 neurons, case 4 gives minimum differ-
ence between errors so case 4 was selected for final model. As pointed earlier, the predic-
tive power with 12 neurons was better; so keeping 12 neurons, the η and µ were selected.

4.4 � Sensitivity analysis

To understand the effect of all input parameters on total hardness (TH), the sensitivity 
analysis was performed by using the weights of trained model by adopting the method-
ology given by Garson (1991). The final weights corresponding to 12 neurons in hidden 
layer with LM algorithm were used to perform the sensitivity analysis. Table 6 shows 
the final weights connection to input and neurons and to output. This analysis helps in 
understanding the effect of individual parameter on output.

Table 6 is used to know the relative importance of each input variable, and Fig. 12 
shows the contribution of each toward the total hardness. From Fig. 12, it can be seen 
that concentration of nitrates is highly contributing to total hardness of water with 
22.4%, while second is concentration of sulfates with 17.9% this is interesting to know 
the combination of cations and anions existing in the water. The importance of space 
and time can be analyzed by this analysis which cannot be done through any mathemati-
cal equation. The effect of time is 12.5%, while effect of space is 14.75% (with latitude 
and longitude together).

5 � Conclusions

1.	 In this study, it was observed that adjusting internal parameters (such as μ and η) while 
making neural model is of utmost important. It is also inferred that with less data, the 
changes in all internal parameters while optimizing model need careful and step-by-step 
changes.

2.	 It was observed that all the three algorithms tested for same neural model LM algorithm 
performed the best.

Fig. 12   Relative importance of 
each variable
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3.	 After performing sensitivity analysis, it was observed that space and time are also very 
important to understand the variability in total hardness concentrations in groundwater.

4.	 The results of sensitivity analysis and interpolation maps show that space and time are 
playing major roles in deciding the regions under desirable and permissible total hard-
ness concentration.

5.	 From interpolation maps, the probable movement of seawater that contributes to hard-
ness can be understood. This in future will help in estimating the regions which will be 
more prone to variations.

6.	 It can also be concluded that as the testing performance of all the three algorithms is 
not below 70%, one can go on for fixing the neurons first while making a neural model. 
Training algorithm may be changed afterward for same architecture depending upon 
availability of computational time as LM algorithm needs more time compared to other 
two BFGS and GDM.

This study quantifies the effect of space and time together on total hardness of 
groundwater. The neural model developed in this study was able to predict values for 
total hardness concentration for all the points. This study presents the interpolation 
maps for total hardness of groundwater which helps in understanding the regions under 
variable groundwater quality. In addition, further study is required to study the presence 
of any leachate component in groundwater by also performing heavy metal analysis.
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